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Abstract

We show that the use of sub-nm adhesion layers significantly enhances the thermal interface con-

ductance at metal-dielectric interfaces. A metal-dielectric interface between Au and sapphire (Al2O3)

was considered using Cu (low optical loss) and Cr (high optical loss) as adhesion layers. To enable

high throughput measurements each adhesion layer was deposited as a wedge such that a continu-

ous range of thickness could be sampled. Our measurements of thermal interface conductance at the

metal-Al2O3 interface made using frequency domain thermoreflectance show that a 1 nm thick adhe-

sion layer of Cu or Cr is sufficient to enhance the thermal interface conductance by more than a factor

of 2 or 4, respectively, relative to the pure Au-Al2O3 interface. The enhancement agrees with the Dif-

fuse Mismatch Model-based predictions of accumulated thermal conductance versus adhesion layer

thickness assuming that it contributes phonons with wavelengths less than its adhesion layer thick-

ness, while those with longer wavelengths transmit directly from the Au.
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I. INTRODUCTION

Recent advances in modern micro- and nanotechnologies have opened new possibili-

ties for smaller yet faster and more efficient electronic and optoelectronic devices. Opti-

mal performance of these small devices requires effective thermal management, even at the

level of interfaces due to the increased surface to volume ratio that accompanies reduced

dimensions.1–4 For example, heat-assisted magnetic recording (HAMR) is a promising option

for the next generation of data storage in which interfacial thermal properties play a critical

role. In this technology, a near-field transducer (NFT) heats the magnetic media in a local-

ized region (∼ 50 nm) through the delivery of electromagnetic radiation focused by a gold

(Au)-dielectric plasmonic interface.5–7 Heat generated due to parasitic losses in the Au itself is

dissipated to the dielectric and results in peak NFT temperatures hundreds of degrees above

the ambient temperature.5 High thermal conductivity dielectrics such as aluminum nitride

(AlN) or sapphire (Al2O3) would be preferred, therein making their interface with Au the clear

bottleneck to heat dissipation.

The rate of heat transfer across the interface is described in terms of the thermal interface

conductance (G ), defined as q ′′/∆T , where q ′′ is the heat flux across an interface, and∆T is

the temperature difference across the interface.8 The reported values of G for the Au/Al2O3

interface range from 22 MW m-2K-1 to 66 MW m-2K-1 at a temperature of 300 K,9,10 which is low

compared to other metal-dielectric interfaces10,11. The Kapitza length, defined as κ/G , repre-

sents the thickness of material with the thermal conductivity κ that has equivalent resistance

to the interface. Taking κ of Al2O3 as 38 Wm−1 K−1,12 and using the aforementioned G , the

Kapitza length of Al2O3 ranges from 575 nm to 1.72 µm, which is far larger than typical NFT

dimensions or the distance within the dielectric over which the temperature around the NFT

drops.5

Electrons are the main heat carriers in metals, while phonons are the main heat carriers

in crystalline dielectrics. It has been proposed that electrons first transfer their energy to

phonons in the metal with an equivalent conductance of Ge−p , and the phonons in the metal

then transmit through the interface into the dielectric with Gp . Because these processes rep-

resent thermal resistances in series, G becomes (Ge−p Gp )/(Ge−p +Gp ).
13–20 The ratio of

Ge−p

Gp
in

the Au-Al2O3 interface is nearly 5.13,21 Because Ge−p is larger as shown by Wang et al.,22 the Gp

term becomes a bottle neck in the overall G . Notably, Wang et al. showed that temperature
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dependent measurements of the electron-phonon coupling constant in thin films agree with

Kagnov’s classical theory for bulk materials.22,23 Thus, understanding and enhancing phonon

transport across the interface is essential.

One possible approach to enhance G is to insert adhesion layers between the two materials.24

Good candidate materials should possess similar Debye temperatures to the substrate10,11,25,

with strong adhesion, and affordable costs. For plasmonic technologies the optical properties

of an adhesion layer, which will impact the plasmonic properties of a Au-dielectric interface

are also critically important. Ideally the adhesion layer thickness would be minimized to

maintain the plasmonic properties, but it is not precisely known how thick an adhesion layer

is required to improve thermal performance.

In this study, we seek to answer how thick an adhesion layer is required to provide ther-

mal benefits at a plasmonic interface. Frequency domain thermoreflectance (FDTR), a non-

contact optical technique, was used to experimentally measure G across a Au-Al2O3 interface

as a function of adhesion layer thickness. In order to sample fine increments of thickness

the adhesion layers were deposited in a wedge shape on Al2O3 wafers such that a continuous

taper from 0 to ∼7 nm exists. Cu and Cr adhesion layers were considered because they rep-

resent low and high optical loss metals in the near-infrared (IR), yet both have higher Debye

temperatures than Au. The experimentally measured G values were then compared to Diffuse

Mismatch Model (DMM)-based predictions to determine whether phonon alignment alone

could account for observed enhancements of G in adhesion layers that are just 1 nm thick.

II. EXPERIMENT

Thin films were deposited on 3-inch Al2O3 c-plane (0001) wafers by DC magnetron sput-

tering from 5-inch targets in an argon atmosphere with a base pressure maintained at < 2×

10−7 Torr. Substrates were cleaned with acetone in an ultrasonic bath for 10 minutes and then

rinsed with isopropyl alcohol (IPA). Cr and Cu deposition rates were 0.67 Å/sec at 5 mTorr and

2.25 Å/sec at 2.5 mTorr, respectively.

Wedge films were prepared by moving the substrate into the target’s deposition window at

a controlled velocity before reversing direction so that the leading edge was exposed to the

plasma longer than the trailing edge. This process resulted in a thickness gradient with a tar-

geted range between 0 and 6-8 nm. A 70 nm Au transducer layer of uniform thickness was
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deposited in a non-wedge shape on each of the adhesion layers without breaking vacuum as

shown in Fig.1. Cu and Cr samples were fabricated additionally without Au for AFM analy-

sis. AFM images taken at various positions on the wedge verify that the adhesion layers were

deposited as continuous films without islanding. The spatially varying thickness of each ad-

hesion layer and the Au layer were measured using x-ray reflectivity (XRR). The uncertainty

in XRR data fitting of the adhesion layer thickness was ± 0.3 nm.26

The thermal interface conductance values at the metal-Al2O3 interface were measured as a

function of adhesion layer thickness by FDTR.27–29 In this technique an electrooptic modula-

tor intensity modulates a 488 nm continuous wave (CW) pump laser over a range of frequen-

cies (from 200 kHz to 10 MHz in this study). When the modulated pump beam is absorbed by

the sample surface it periodically heats the sample at the pump beam modulation frequency.

This periodic heating generates corresponding changes in temperature at the surface that

have a phase lag relative to the heating that depends on G . This periodic temperature re-

sponse is detected by a 532 nm CW probe laser beam that is co-aligned with the pump at the

sample surface. The phase-lag data between the reflected pump and the probe beams at dif-

ferent positions on the substrate were obtained using a lock-in amplifier. A total of 40 data

points were collected at each frequency and then fit to a widely-used analytical solution of

the heat diffusion equation.30 By fitting this model to G at each position on the wafer we ex-

tracted G at different adhesion layer thicknesses. The values and uncertainties in the fitting

parameters are shown in Table 1.

Table I: Layer properties for FDTR analysis31–33

Layer Thickness (nm)
k

(Wm−1 K−1)

Heat Capacity

(Jkg−1 K−1)

Density

(g/cm3)

Au-layer
71± 2.0 (Cu sample)

70± 2.0 (Cr sample)

146± 4.0 (Cu sample)

161± 5.0 (Cr sample)
126± 3.0 19.3± 0.4

Cu-layer Fig.1 146± 4.0 390± 5.0 9.0± 0.2

Cr-layer Fig.1 161±5.0 450± 10 7.2± 0.2

Al2O3-substrate 500 × 103 38± 2.0 760± 50 4.0± 0.1

In modeling the system several parameters and assumptions were equivalently applied to
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all data points. The Au thermal conductivity (kAu ) for each sample was calculated using the

Wiedmann-Franz (WF) Law based on the electrical conductivity measured by a four point

probe on a region of the sample without the adhesion layer. The Au was modeled as isother-

mal as Refs. 34,35 to mimic energy deposition at a finite depth and electron-phonon equili-

bration lengthscales of ∼ 100 nm.22 To include this effect we reduced the Au thickness to 1

nm (from∼ X nm), multiplied its heat capacity by X so the total heat capacity was unchanged,

and multiplied its WF thermal conductivity by X so in-plane conduction was unchanged. The

adhesion layer was modeled with the Au thermal conductivity. Since the adhesion layer is

thinner than electron mean free paths, electron transport across the layer is ballistic and scat-

tering is dominated by interfaces, such that suppression of its intrinsic thermal conductivity

is inappropriate. Moreover, its equivalent thermal conductance (k/Thickness) based on bulk

Cu or Cr properties is > 10,000 MW m2K−1 (> 25 times our largest measured G values), even

for the thickest layers, meaning that this assumption has little influence on the predicted G

at the Al2O3 interface. Additionally, we have assumed an infinite thermal interface conduc-

tance between the Au layer and the adhesion layer. Typical metal-metal thermal interface

conductances are an order of magnitude larger than metal-dielectric interfaces (e.g. ∼ 3.5

GW m2K1 for the Au-Cu interface36), making us insensitive to this value even if it vaires with

adhesion layer thickness. Each of the above assumptions may introduce small systematic

shifts in the reported G , but their influence on the thickness dependent trends is negligi-

ble and not reflected in the uncertainty discussed below. Finally, we choose to report the

composite G rather than separating the Ge−p and Gp components in what follows, since the

electron-phonon coupling coefficient may be influenced by adhesion layer thickness. Based

on the analysis in Ref. 15 with the reported properties of Cu and Cr37–41 we estimate electron-

phonon coupling conductances of 700 MW m−2K−1 and 3,000 MW m−2K−1.

The uncertainty in G , reported as errorbars in Fig. 1, results from propagation of the un-

certainty in the input parameters through the fitting analysis.28 The major sources of uncer-

tainty were laser spot radius and Al2O3 thermal conductivity. The 1/e 2 laser spot radius of

2.8 ± 0.1 µm was measured using the knife-edge technique. Al2O3 thermal conductivity of

38± 2 Wm−1 K−1 was used for all samples.12 We quote an uncertainly in our sapphire conduc-

tivity in order to reflect the range of reported values in the literature, but the same number (38

Wm−1 K−1) was used in all of the analysis and this uncertainty does not affect our conclusions.

For the spot size and range of frequencies used in this study non-diffusive effects are not ex-
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pected in Al2O3 because 95% of its thermal conductivity results from phonons with mean free

paths less than 1000 nm.42

III. RESULTS AND DISCUSSION

The thicknesses of Cu and Cr adhesion layers measured by XRR on the Al2O3 substrate are

shown in Fig. 1. The XRR measurements determined the Au layers to be 71± 2 nm and 70± 2

nm thick with maximum adhesion layer thicknesses of 7.3± 0.3 nm and 8.2± 0.3 nm at the Cu

and Cr wedge edges. One of the XRR fits at an intermediate position on the Cu wedge is shown

in the inset of Fig. 1. Positions on the substrate were measured in terms of the normal distance

from the flat edge on the Al2O3 substrates. Non-linearity in the thickness gradients result from

variation in the deposition rate across the target shutter opening. A third order polynomial

fit (R 2 > 0.99) to the measured data was used to extract the adhesion layer thicknesses as a

function of position on the substrate.

The thermal interface conductance of Cu and Cr samples are shown in Fig. 2(a) and

(b) and exhibit an increasing trend as the layers become thicker. In the "non-wedge" re-

gion, where only the Au-Al2O3 interface is present, average G values of 70± 10 MW m-2K-1

and 60±10 MW m-2K-1 for Cu and Cr samples were measured. This range agrees well with

measurements of a Au-Al2O3 interface by Stoner and Maris.10 Furthermore, as presented in

Fig. 2(b), we observed more than two and four fold enhancements of G for 1 nm Cu and

Figure 1: The wedge form of Cu and Cr adhesion layer thickness as a function of position on

the substrate. Third order polynomial fits for both experimental data were added. The inset

schematic shows the adhesion layer wedge. The inset plot shows XRR data and fits for a

1.20 nm thick position on the Cu wedge.

6



Distance from Flat Edge (cm)
0 1 2 3 4 5 6 7

G
 (

M
W

m
-2

K
-1

)

0 

100 

200 

300 

400 

500 

Frequency (Hz)
106 107P

ha
se

 L
ag

  (
de

g.
)

-40

-35

-30

-25 -20%
+20%
Fit
Data

Cu

Cr

(a)

Adhesion Layer Thickness (nm)
0 2 4 6 8

G
 (

M
W

m
-2

 K
-1

)

0 

100 

200 

300 

400 

500 

Cu, Exp. Cr, Exp. Cu, DMM Cr, DMM

(b)

Figure 2: (a) Experimentally obtained G increases with an increasing adhesion layer

thickness for both Cu and Cr. The Cr adhesion layer exhibited a greater increase in G than

the Cu with both samples saturating beyond approximately 5 nm. The inset shows the

sensitivity of fitting phase-lag data to ± 20 % of G for the Cr sample at a thickness of 1.10 nm.

(b) The experimental values were compared with DMM-based predictions of the

accumulation functions of G in terms of Cu or Cr thickness.

Cr adhesion layers, respectively, between the Au and Al2O3. The measured G saturated at

180± 20 MW m-2K-1 and 390± 70 MW m-2K-1, for Cu and Cr adhesion layers, once the layer

thickness reached approximately 5 nm. Such significant enhancement cannot be attributed

to an increase in Ge−p in Cu and Cr relative to Au, since this alone would result in a maxi-

mum increase of ∼20 % in G , assuming Ge−p/Gp
∼= 5 in Au. This clearly shows that only a few

angstroms of the adhesion layer are needed to significantly increase G . From a technological

standpoint this is an important finding for HAMR and other plasmonic devices because thin-

ner adhesion layers will minimize degradation of the optical performance at the plasmonic

interface.

To better understand the enhancement in G we compare our measurements with the pre-

dictions of Gp based on the DMM.42,43 The DMM is more appropriate than the acoustic mis-
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match model (AMM) at high temperatures, and as we quantify later the AMM severely over-

estimates our experimental data for the Au-Al2O3 interface.8,44 A general expression for Gp

is,45

Gp =
1

8π2

∑

j

∫

K j ,1

ħhωj,1(K j ,1)K
2
j ,1ζ

1→2|v j ,1(K j ,1)|
∂ n0

∂ T
d K j ,1 , (1)

where 1 signifies material 1 (in this case the metal), j is phonon polarization, ħh is the reduced

Plank constant, ω is phonon frequency, K is phonon wave vector, ζ1→2 is the transmission

coefficient of phonons crossing from material 1 to 2, v is the phonon group velocity, n0 is the

Bose-Einstein distribution of phonons, and T is temperature. This equation can be rewritten

as an integral overω by substituting
dω j ,1

d K j ,1
for v j ,1(K j ,1) and canceling d K j ,1 as follows :

Gp =
1

8π2

∑

j

∫

ω j ,1

ħhωj,1K 2
j ,1ζ

1→2 ∂ n0

∂ T
dω j ,1 =
∑

j

∫

ω j ,1

g j ,1(ω)dω j ,1 , (2)

where g j ,1 is a spectral thermal interface conductance per unitω.

The ζ1→2 in eq. (1) and eq. (2) needs to be defined for complete calculation of Gp . The

DMM assumes diffuse elastic scattering at the interface for all incident phonons as an ac-

cepted approach to estimate ζ1→2. Notably, the DMM ignores details of the interface and

bases its prediction of ζ1→2 entirely on the bulk phonon properties in materials 1 and 2. The

elastic scattering assumption and detailed balance lead to an expression for ζ1→2 as follows46:

ζ1→2(ω) =

∑

j

(K j ,2(ω))
2

∑

j

(K j ,1(ω))
2 +
∑

j

(K j ,2(ω))
2

. (3)

It is well known that the use of Debye dispersion overestimates contributions of Brillouin

zone edge phonons to Gp . Therefore, we instead used the real dispersion relationships to

calculate ζ1→2 and Gp .45,47 Dispersion relationships for our materials (Au, Cu, Cr and Al2O3)

were formulated by fitting a fourth-order polynomial to experimentally obtainedω values as

a function of K for each acoustic polarization branch.26,48–51 The phonon propagation direc-

tions in the real dispersion relationships of our materials were chosen to be Γ -L [111] in Cu

and Au, Γ -N [110] in Cr, and Γ -Z [0001] for Al2O3. These directions were chosen based on

the Al2O3 substrate normal direction and on the expected growth texture in each of the films,

which differ because Cr is body centered cubic while Au and Cu are face centered cubic.52–56
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Figure 3: The interface thermal conductance per unit wavelength,g j ,1(λ), for each

polarization branch in our metallic materials calculated using eq.(5).

To predict Gp as a function of adhesion layer thickness we assume that only phonons of

wavelength (λ) less than the adhesion layer thickness(t ) can exist in the layers. Notably, this

assumption disregards changes to the phonon dispersion that may exist in very thin adhesion

layers. The assumption thatλmax equals t leads us to consider the accumulation of Gp with λ.

A recent study by Cheaito et al.57 described the thermal interface conductance accumulation

function as a function ofω as follows:

G 1→2
p ,accum.(ωα) =
∑

j

∫

ω
α

0

g j ,1(ω)dω j ,1 (4)

The g j ,1(ω) can be converted to g j ,1(λ) through a change of variables as follows:

G 1→2
p ,accum.(λα) =
∑

j

∫ λα

λmin

−g j ,1(ω)
dω j ,1

dλ j ,1

dλ j ,1 =
∑

j

∫ λα

λmin

g j ,1(λ)dλ j ,1 , (5)

whereλmin is the shortest phonon wavelength defined by Km a x at the Brillouin zone edge. The

term dω
dλ can be analytically evaluated using the relationship between ω and K that is estab-

lished in the dispersion relationships and the definition of K = 2π
λ . Fig. 3 shows g j ,1(λ) for each

polarization branch in our metals. The contributions from short λ are the largest because the

phonon density of states is highest for short λ— an effect that overpowers their lower relative

v j ,1(K j ,1). Discontinuities in g j ,1(λ) shown in Fig. 3 result from discontinuities in ζ1→2 caused

by the differing frequency ranges spanned by each polarization (e.g., transmission of longitu-

dinal modes is higher for frequencies above that spanned by transverse modes because there

are less options for reflection).

We further assume that phonons with λ greater than the adhesion layer thickness come
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from the Au layer directly. The physical interpretation of this assumption is that phonons

with wavelengths longer than the adhesion layer transmit through it, as if it were transparent.

While this assumption is not rigorous, there are many complications to creating a more rigor-

ous model. In particular, the diversity of bonding due to the juxtaposition of three materials

would influence the local vibrational states in a nontrivial way. Our approach is a first order

approximation that sheds light on the experimental result and even agrees reasonably, yet has

clear shortcomings, that are beyond the scope of this study. Therefore, G (t ) can be expressed

as :

Gp (t ) =G AL→Al2O3
p ,accum. (t )+ (Gp ,Au→Al2O3

−G Au→Al2O3
p ,accum. (t )) (6)

where G
AL→Al2O3
p ,accum. is the accumulated Gp as a function of adhesion layer (AL) thickness, Gp ,Au→Al2O3

is the maximum value of G
Au→Al2O3
p ,accum. (t ), and Gp (t ) is the accumulated Gp as a function of the

adhesion layer thickness.

The calculated Gp (t ) at 300 K is plotted in Fig. 2(b). A plateau in the predicted Gp (t ) oc-

curs for adhesion layer thicknesses greater than ∼2 nm. The maximum predicted values are

180 MW m-2K-1 and 400 MW m-2K-1, which are in reasonable agreement with our measured

values of the thickest Cu and Cr films. The AMM, on the other hand, highly overestimated

our results, yielding ∼ 300 MW/m−2K−1, ∼ 540 MW/m−2K−1, and ∼ 900 MW/m−2K−1 for Al2O3

interfaces with Au, Cu and Cr. Notably, the predictions of Gp exclude Ge−p while it is included

in the measured G as previously discussed. The fact that the DMM captures our observed

accumulation with thickness suggests that it may be a reasonable predictive tool — even for

very thin adhesion layers. An alternative DMM interpretation may be that λmax = 2t , which

would cause faster accumulation with thickness. Given the uncertainty of our thickness mea-

surement, we cannot use this dataset to confirm whether adhesive effects at the interface play

a significant role for thicknesses less than the minimum phonon wavelength.25 Excluding this

range, the difference between the DMM and experiment is not great enough to require the in-

vocation of additional interfacial mechanisms at work in determining phonon transmission

beyond alignment of the density of states of the two interfaced materials.
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IV. CONCLUSIONS

We measured a significant increase in G at the metal-dielectric Au-Al2O3 interface as a

function of Cu and Cr adhesion layer thickness inserted between Au and Al2O3. Both Cu and

Cr showed a saturation of G (390± 70 MW m-2K-1 in Cr and 180± 20 MW m-2K-1 in Cu) once

the layer thickness exceeded 5 nm. From a plasmonic technological perspective having a very

thin adhesion layer minimizes disruption of the optical properties that are critical to the plas-

monic performance. The experimentally observed G values were compared with predictions,

where the transmission coefficients were obtained using the DMM with real dispersion re-

lationships. Both calculated and experimental values agreed well suggesting that phonon

alignment is indeed a dominant mechanism in increasing G with very thin adhesion layers,

rather than the enhancement of electron-phonon coupling on the metal side of the interface.

Notably, the use of metal adhesion layers at the metal-dielectric interface also generates a

new metal-metal interface that was not herein a focal point. Because electrons transmit effi-

ciently between metal layers, this metal-metal interface has very high thermal conductance,

and therein plays little role in the total G . Dielectric adhesion layers would instead introduce

two phonon dominated interfaces, though could still be beneficial for adhesion and bridging

of dissimilar phonon states.
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