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We apply inverse design methods to produce two-dimensional triangular-lattice plasma metamate-
rial (PMM) devices which are then constructed and demonstrated experimentally. Finite difference
frequency domain simulations are used along with forward-mode automatic differentiation to opti-
mize the plasma densities of each of the plasma elements in the PMM to perform beam steering
and demultiplexing under transverse magnetic polarization. The optimal device parameters are
then used to assign plasma density values to elements that make up an experimental version of the
device. Device performance is evaluated against both the simulated results and human-designed
alternatives, showing the benefits and disadvantages of in-silico inverse design and paving the way
for future fully in-situ optimization.

I. INTRODUCTION

The inverse design technique is aptly named; it consists of the process of optimizing a device given an a-priori set of
performance metrics. In electromagnetically active systems, the technique becomes a type of constrained optimization
problem with Maxwell’s equations serving as the constraints. The performance metrics are encoded in an objective
function that increases with favorable performance, e.g. L2 inner products of the electromagnetic (EM) field solutions
for the current design iteration and the desired EM fields in regions of interest. This objective is a function of
user-defined parameters that encode the domain/configuration of the device. This technique has been very fruitfully
applied in EM systems over the last decade, leading to novel devices that perform functions so complex and at such
high efficiencies that they would be impossible to realize through expert-level human design [1–7]. Some examples of
such devices are high performance metalenses [8, 9], metasurfaces [10, 11], photonic crystals [12–16], and even optical
computing devices that can perform functions such as boolean logic operations [17] and matrix-vector multiplication
[18].

As mentioned above, in order to construct an objective that enables optimization of the device domain, the designer
must come up with a parameterization scheme. Unfortunately, the configuration space of physically realizable devices
is much smaller than the configuration space of devices that can be modeled, so the domain is parameterized in a
manner that is in agreement with experimental facilities. Typically, given the limits of working with existing dielectric
materials which have a fixed dielectric response, the domain is binarized and the parameters simply correspond to
whether or not material with a given dielectric constant is present at a location in the domain [19, 20]. Of course, this
limits the space of possible devices, but nevertheless this approach has yielded startlingly strong results. There is also
some exciting recent work that involves the use of additive manufacturing to produce two-dimensional devices with a
finite number of grayscale permittivity values within a certain interval through fine layering [21], greatly expanding
the configuration space for inverse design devices.

In this and previous studies [17, 22], we choose to encode our device domain as a plasma metamaterial (PMM), that
is, as a domain filled with tunable plasma elements that can be reconfigured within a continuous range of permittivity
values. A diagram that illustrates the inverse design algorithm in our context is shown in Figure 1. In a PMM, each of
the device parameters corresponds to the plasma frequency (proportional to the square root of the plasma density) of
one of the elements in the device. The plasma density is varied in practice by tuning the power delivery to the plasma
elements; in our case by increasing power supply voltage for a low-temperature gas discharge, but possible by many
methods in practice such as tuning the power delivered to a resonator cavity or of the source of a laser-generated
plasma. In-silico, the domain is encoded as such and then a finite difference frequency domain simulation (FDFD)
is computed using an autograd-compliant Maxwell solver called Ceviche [23]. ’Autograd-compliant’ here means that
by defining an objective that depends on the EM fields produced by the solver (L2 inner products as mentioned
before), numerical gradients can easily be computed with respect to the parameters that encode the domain using a
widely-known python package. Ceviche supplies the gradient of the fields with respect to the input parameters via
forward-mode differentiation, a technique where the Jacobian is computed during the forward pass, e.g. as the solver
progresses to produce the field solutions. The resulting gradient is then used to iteratively optimize the device.
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FIG. 1. (a) Flow chart describing the algorithmic design of our PMM array. J represents the modal source for the FDFD
simulation. Examples of the training parameter vector ρ, permittivity matrix εr and simulated E fields for a simple PMM
device are provided in (b).

The choice to encode the device as a PMM has a number of advantages that are a direct result of the unique
dielectric response of the plasma. Figure 2 shows the way the dielectric permittivity of a non-magnetized plasma
varies with incident wave frequency. The permittivity (neglecting the ion’s response) is of the following form:

ε = 1−
ω2
p

ω2 + iωγ

where γ is the collision/damping rate, ω2
p = nee

2

ε0me
is the plasma frequency squared, ne is the electron density, e is

the electron charge, me is the electron mass, and ε0 is the free-space permittivity. We can see from this functional
form that in the collisionless limit, the plasma permittivity can be tuned continuously in the interval (−∞, 1) by
varying the plasma density for a given operating frequency ω. By choosing an operating frequency that is close to
the plasma frequency of the elements, we can easily make drastic changes to their electromagnetic response; i.e. that
of a metallic element or a near-zero-index medium. This dispersion relation not only makes the configuration space
infinite as opposed to a binarized parameterization scheme, but much more importantly, this allows a single array of
plasma elements to perform several functions, and since the plasma elements can be quickly deactivated, you also can
switch the device on and off very quickly ∼ 10 ms or less. More detail about switching times is given in the methods
section below.

Most importantly, since all the parameters can be varied precisely in the physical device, it is possible to perform
the inverse design algorithm entirely in-situ. This expedites the process of designing these devices by eliminating the
need for expensive numerical simulations and also removes the errors associated with inaccurate modeling of the device
elements. Fully in-situ inverse design is just now becoming experimentally feasible [24], and the use of plasma in
inverse design devices offers high-precision, continuous reconfigurability of device elements, attributes which are ideally
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FIG. 2. Permittivity of non-magnetized plasma vs incident wave frequency normalized by the plasma frequency.

suited for in-situ optimization. In this study, we will examine the merits and disadvantages of creating inverse design
devices the conventional way, by optimizing them in-silico and then seeing how they perform experimentally. The
development of the experimental platform which is detailed in this study will enable the transition to in-situ inverse
design in short order, but first we must examine how our best in-silico optimization efforts translate to experimental
results. In the following sections we will numerically optimize and experimentally demonstrate a two-dimensional
PMM that can perform both beam steering and demultiplexing.

II. METHODS

A. Computational Inverse Design

Figure 3(a) provides a diagram of our PMM device. The device has a triangular lattice with lattice spacing
a = 24mm and is in the shape of a hexagon with six elements on each side, yielding 91 elements total. The outer
diameter of the ε = 3.8 quartz tubes is 15mm and the inner diameter is 13mm. In figure 3(b), the simulation domain
is shown with an arbitrary average plasma density distribution among the elements, where each domain parameter
corresponds to the space-averaged plasma frequency of one of the elements. The elements are modeled as either
spatially uniform or as having a density profile that is axisymmetric and a zeroth-order Bessel function of the first
kind of radius, with the first root at r = 6.5mm. In the collisional model (which is also non-uniform), the simulated
elements have a collision frequency of γ = 1 GHz. The blue line indicates where the source is located in the domain,
and the red lines indicate the locations in the domain where the objective function is evaluated; we refer to these as
’probe slices’. The probe slices surrounding the crystal are present to discourage leaking out of the device, while the
probe slices within the exit horns either promote propagation into the correct horn or discourage propagation into
the incorrect horn. The relative permittivity of the input and output horn walls was set to ε = −1000 to serve as a
lossless metal, and the horn geometry was chosen to match our experimental microwave horns (A INFO LB-20180
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FIG. 3. (a) Schematic of PMM and (b) relative permittivity of the simulation domain with source and objective evaluation
locations denoted in blue and red respectively. The domain is shown with an arbitrary device configuration as an example.

The basic idea is that a modal source is introduced at the input horn and allowed to scatter through the training
region before collecting at the desired output horn. In the computational optimization phase, the fields are propagated
through the domain via Ceviche. As mentioned earlier, Ceviche solves Maxwell’s equations using a FDFD solver, and
therefore all computed devices described here represent the steady state solution achieved after some characteristic
time. The simulation domain was discretized using a resolution of 50 pixels per lattice constant a and in each case
presented dimensions of Nx = 1000 and Ny = 1200 pixels. The final device configurations were tested at the higher
resolution of 150 pixels/a and yielded results that were qualitatively identical. A perfectly-matched boundary layer
(PML) 2a in width was applied along the domain boundaries. The simulated E fields are masked to compute integrals
along the probe slices within the problem geometry. These integrals are used to calculate the objective L(ρ). Our
simulation tool, Ceviche, is then used to compute numerical gradients of the objective with respect to the training
parameters via forward-mode differentiation [23]. We then use the Adam optimization algorithm [25] (gradient ascent
with momentum, in essence) to iteratively adjust ρ and thereby maximize L. Optimization was conducted with
learning rates ranging from 0.01− 0.05, and the default Adam hyperparameters β1 = 0.9, and β2 = 0.999.

The polarization of the input source has a strong effect in devices of this nature, either Ez (E out of the page), which
we call the transverse magnetic (TM) polarization, or Ex (H out of the page), which we call the transverse electric
(TE) polarization, with the latter case benefiting (and suffering, depending on the desired device functionality) from
the presence of localized surface plasmon (LSP) modes [26–29], while the former makes more direct use of dispersive
and refractive effects [27, 30, 31]. In our previous studies [17, 22], we see that for devices which seek to preserve an
input signal like those we present here, the TE polarization leads to poor performance, so we choose to focus on the
TM mode alone in this study. Thus, we will not expect to see any small, sub-wavelength-scale field structures around
our plasma elements or the large transmission losses which are indicative of the presence of LSP modes.

To summarize, the PMM optimization problem can be expressed as

max
ρ

L(E)

given ∇× 1

µ0
∇×E− ω2ε(ω, ρ)E = −iωJ.

where L is the objective composed of a set of L2 inner product integrals of the simulated field with the desired
propagation mode, E is the electric field, ρ is an n-dimensional vector (where n is the number of elements) that
contains the parameters that set the plasma frequency of each of the PMM elements, µ0 is the vacuum permeability,
ω is the field frequency, ε(ω, ρ) is the spatially-dependent permittivity that is encoded by ρ, and J is a current density
used to define a fundamental modal source at the input horn. In practice, the permittivity distribution among the
plasma elements is controlled by varying the discharge current (which therein alters the plasma density) in each of the
PMM elements according to the Drude model (discussed above in the introduction), which is where the dependence
on ω arises.
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The beam steering objective is the L2 inner product of the simulated field with an m = 1 propagation mode (in
order to preserve the input mode) evaluated at the probe in the desired exit minus the sum of the integrated field
intensity at the incorrect exit and the other probe slices to discourage loss:

Lsteer =

∫
E · E∗

m=1dldesired exit −
∑

prb̸=desired exit

∫
|E|2dlprb.

The optimization objective for the demultiplexer is quite different from the beam steering case since the objective
must take into account two separate simulations as the permittivity of the elements is frequency-dependent. With
this in mind, the demultiplexer objective is:

Lmp =

(∫
Eω1 · E∗

m=1dlω1 exit

)(∫
Eω2

· E∗
m=1dlω2 exit

)
−
∫

|Eω1
|2dlω2 exit −

∫
|Eω2

|2dlω1 exit

−
∑

prb̸=wvg exits

[∫
|Eω1

|2dlprb +

∫
|Eω2

|2dlprb
]
,

where Eω1
is the simulated field for the first frequency and Eω2

is the simulated field for the second frequency. The first
term in the objective is a product so that it ensures that the fields reach the exit horn for both operating frequencies
(therein avoiding local minima where one gets good performance for just one of the two frequencies), the second two
terms discourage leakage into the incorrect exits for each frequency, and the final term discourages leakage out of the
device for both operating frequencies. For both objectives, each term is normalized by its value in the initial design
iteration.

The maximum plasma frequency of the elements is set to be 8 GHz in the computational optimization procedure as
that was our conservative estimate for the nominal maximum plasma density of our experimental sources. The optimal
parameters from the computational inverse design process are then used to set the configuration of the experimental
device according to the mapping defined below in Section II B

B. Experimental Realization

The experimental plasma elements in this study are custom-manufactured UV germicidal discharge tubes made
of high-purity quartz (ε = 3.8) with an inner tube diameter of 13mm and an outer diameter of 15mm. The tubes
are filled with argon gas at a fill pressure between 200 and 300 Pa, with a small amount of Mercury present in each
discharge to provide the UV radiation. The use of UV discharge tubes is necessary because other types of off-the-shelf
discharge tubes (for lighting applications) often have a fluorescent coating applied to the glass that is opaque to
microwave-range radiation. When operating, the tubes are estimated to have a gas temperature between 315 and 330
K according to infrared thermometer measurements. The discharges are designed to operate with alternating current
(AC) at a frequency between 20 and 50 kHz depending on the ballast circuit that is used. The nominal operating
current and voltage is 24V and 0.6A, for a power of ≈ 15W. To push the discharges to higher plasma densities,
we drive them with 24W DC ballasts (Beasun RL15-425-18D24), each having its own dedicated programmable DC
power supply (Longwei LW-3010). The DC power supplies are connected to a RS485 serial communication bus (with
maximum 32 power supplies per RS485 bus) and accept MODBUS protocol serial commands from a custom python
library via a USB to RS485 converter. A schematic and photograph of the experimental scheme is included below in
Figure 4. In practice, the discharges can be tuned through a fairly large range of plasma frequencies by setting the
current of the DC power supply to its maximum value and then limiting the output voltage. The discharges typically
operate from a maximum DC power supply voltage of 32 V down to about 6 V and then fail to maintain the discharge
at a plasma frequency of about 2.4-4 GHz. We refer to this as the ’voltage tuning’ mode. If the power supply is set to
maximum voltage and the current is instead limited, a different operating mode can be reached, allowing us to access
lower plasma frequency values all the way down to 0.4 GHz before the discharge extinguishes. For the high power
ballasts used in this study, we achieve steady operation in the current tuning mode from approximately 60 mA to 200
mA.

In order to use the parameters from the in-silico optimization which correspond to the plasma frequency of each
of the plasma elements, we need to generate a mapping between the plasma frequency and the power supply settings
that produce that frequency. This is quite challenging as we do not know the precise manufacturer fill pressure or
gas temperature and the plasma density in our operating range is too small to use optical diagnostics for direct
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FIG. 4. (a) Schematic of experimental PMM system and (b) photographs of the different components of the apparatus including
the DC power supplies (left), the ballasts (middle), and the PMM itself activated in an arbitrary configuration (right).

measurements. To combat this and obtain an approximate mapping from the power supply settings to plasma
frequency, we use a 0-D kinetic simulation of the electron energy distribution function (EEDF) within a plasma
discharge, BOLSIG+ [32, 33], assuming a known reduced electric field, E/n, where n is the estimated neutral gas
number density. Our estimate for the neutral gas number density is obtained using the ideal gas law along with
estimates of the fill pressure and neutral gas temperature. We measure the time-varying voltage across and current
through the plasma discharge for a range of operating conditions. The RMS voltage, estimated neutral gas number
density, and estimates of the length of the discharge enables estimates of E/n. The EEDF determined using BOLSIG+
yields the electron mobility. The product of the mobility and electric field provides the space-averaged electron drift
velocity ud = µeE within the discharge. Finally, we can estimate the electron density using the measured current;
ne = IRMS/eudAtube,i, yielding the plasma frequency. Here, Atube,i is the internal cross sectional area of the discharge
tube. We note that this is complex path to determine the plasma frequency, where several sources of uncertainty may
be encountered.

Although the discharge frequency is much higher than the plasma recombination rate and as such the plasma
density is quasi-steady, we have confirmed via high-speed photography that at the peak of the voltage cycle the
plasma has the structure of a DC glow discharge with cathode and Faraday dark spaces clearly visible. At low-plasma
density operating conditions, we also observe striations in the positive column of the discharge. This means that when
considering the effective electric field applied to the plasma that we feed to the BOLSIG+ kinetic model, we have to
take into account the cathode fall voltage and be sure that we use the correct discharge length. For our discharges,
the discharge length varies between 190mm in the current-limited mode and 230mm in the voltage limited mode, and
we estimate the cathode fall voltage to be somewhere between 6 and 11 V [34]. Taking all of these considerations
into account, we perform a sweep of all parameters (fill pressure, temperature, cathode fall voltage) and perform a
one-term polynomial fit that allows us to sweep between the highest and lowest-density cases by varying a parameter
k ∈ [0, 1]. Since the plasma frequency values appeared to be slightly too large for these types of discharges (owing to
the many uncertainties in determining plasma density), we also added a scale factor S that would allow us to adjust
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the fit to lower values over the entire tuning range. The quasi-experimental fit is included below in Figure 5.

Voltage Tuning

 GHz∼ 4.4 < fp < 16.5

Current Tuning

 GHz0.4 < fp ≤ ∼ 1.8

fp = 16S
13 [( [0.35k + 0.87]I

100 )
0.8−0.1k

+ (0.03k − 0.47)]
fp = S [([5.25 − 1.7k][V + 0.5])0.55+0.1k + (0.725k − 3.475)]

k = 0

k = 1

k = 0, S = 0.8

FIG. 5. The quasi-experimental mapping for plasma tuning (bottom) and the plots including all the cases from the parameter
sweep in BOLSIG+ that form the basis for the mapping (top).

In addition to the high-speed photography images mentioned above, we have also conducted Schottky diode mea-
surements of the transient dielectric response of the discharges as they are activated and deactivated, showing that
the rise time of the dielectric response is ∼ 10 ms and the fall time is ∼ 60 ms. Due to the current configuration of
the device where each RS485 bus hosts up to 25 power supplies, the actual time to set and activate the array is much
longer, about 7 seconds, since each discharge is set and activated in series to avoid cross-talk within each RS485 bus.
In practice, should a user need faster actuation, they need only parallelize the computational array setting procedure
and use more RS485 buses. The theoretical limit is to have one cpu process communicating directly with a single
power supply at a time with as many processes running in parallel as necessary. Since the power supplies operate
at 9600 baud, each message is 8 bytes, and each actuation requires two messages (set voltage/current and activate),
the total time added by the communication protocol is about 15 ms, so the time to switch the entire array on could
be lowered to ∼ 25 ms and the deactivation time could be reduced to ∼ 75 ms. Temporal modulation of the plasma
frequency of an already-running discharge could occur at a maximum of about 75 Hz. Of course, more sophisticated
communication protocols and interconnects along with specially designed power supplies and ballast circuits could
push these actuation times down further. Experimental data supporting these claims about the discharge structure
and switching time can be found in the appendix of reference [35].

To perform the measurements described in the Results section, we first construct the apparatus as pictured in Fig.
4, place the array into a custom-made anechoic chamber consisting of a box with microwave absorber panels attached
to the interior surfaces, and then carry out an initial warm up of the device by turning every element in the device on
for 15 seconds of every minute over a period of 10 minutes. This warm-up procedure makes sure that the temperature
of the discharge tube will be steady throughout the measurements and it also allows the 3D-printed scaffolding to reach
its steady operating temperature such that it won’t flex/deform between measurements. Once the warm-up period
is concluded, the PMM is activated according to the optimal parameters from the in-silico optimization procedure
for 15 seconds of each minute for as many minutes as it takes for all measurements to be collected. As stated before,
the PMM device can activate and set the operating conditions for 91 elements in about 7 seconds. Python scripts



8

are constructed to ensure that the PMM is not allowed to cool to room temperature by failing to maintain the 15
sec/min duty cycle.

For each measurement, S21 and S31 are measured by a Rohde and Schwarz ZNB40 4-port vector network analyzer
that was calibrated using a Rohde and Schwarz ZN-Z54 calibration unit. The S-parameters are collected in 10,000
points from 2-12 GHz with an averaging factor of 10. For each device objective, we test the optimal parameters for
three different plasma element models (uniform density profile, Bessel function profile, and Bessel function profile
with collisions, see ref. [22] for more details regarding the plasma model) and sweep the fitting parameters k and
S to attempt to find the correct plasma frequency mapping. This corresponds to about 30 measurements for each
objective, and the best / most informative case is displayed below in Section III.

III. RESULTS

A. Beam Steering

The simulated and experimental results for the beam steering objective where a source delivers power to one of two
receiving ports are presented below in Figure 6. During the in-silico optimization, the plasma density within each
discharge is modeled as being either uniform with no collisions, non-uniform with no collisions, or non-uniform with
collisions with k and S used to parameterize the relationship between the plasma density and operating voltage or
current (see Figure 5).

Simulation Experiment
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FIG. 6. Field simulations |Ez| and optimal device domains ℜ[ε] (left) along with experimental transmission spectra (right) for
(a) the PMM device with all the elements inactive, (b) the 5 GHz operating frequency optimal beam steering design and, (c)
the 6 GHz operating frequency optimal beam steering design. The vertical dashed black lines indicate the design frequency in
(b) and (c), and the fit parameters k and S are given along with the plasma element model used (see Methods for details).
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As expected, when all elements are inactive (Fig.6(a)) the spectra of both ports are nearly identical within about 5
dB of one another at all frequencies. The small differences between the two measured spectra (right frame in Fig.6(a))
are due to minor defects in the device scaffold and in the alignment of the microwave horns. In both the 5 and 6
GHz active configurations, the transmission in port 2 (the desired port) is nearly maximal at the frequency for which
the device was optimized and we have about 10-15 dB isolation between the ports. In the 5 GHz configuration in
particular, there is a drop in transmission in port 3 at almost precisely the operating frequency predicted by the
simulations assuming a uniform plasma model with a discharge voltage mapping to plasma density defined by k = 0.1
and S = 1.0. In the 6 GHz plasma active case we see even better isolation at another frequency point, with over 30
dB isolation at about 4.7 GHz with a transmission in port 2 almost as high as at the operating frequency. We discuss
the possible cause(s) for this and its significance in Section IV. In both cases, the power supply setting to plasma
density fitting parameters that led to the best performance (k ≈ 0.2 and S = 1.0), suggest that the actual maximum
plasma density of the discharges when driven by their power supplies is is about 14 GHz (see Figure 5 for details)
although prolonged operation at this power level causes damage to the discharge.

B. Demultiplexer

The simulated and experimental results for the demultiplexer objective are presented below in Figure 7. Here, we
use the same device as that above, but seek to separate different source frequencies. For example, in panel (b) of
Figure 7, we direct 5.5 GHz and 6 GHz content sourced at port 1, to ports 2 and 3 respectively.
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FIG. 7. Field simulations |Ez| and optimal device domains ℜ[ε] (left) along with experimental transmission spectra (right) for
(a) the PMM device with all the elements inactive at 5 and 7 GHz, (b) the 5.5 / 6 GHz optimal demultiplexer design and, (c)
the 5 / 7 GHz optimal demultiplexer design. The vertical dashed black lines indicate the design frequencies in (b) and (c), and
the fit parameters k and S are given along with the plasma element model used (see Methods for details).

Figure 7(a) shows the baseline inactive plasma case, with experiments once again indicating that ports 2 and 3
receive similar signals (within 3-5 dB) over a wide range of frequencies. With active plasma cases, we find the best
performance for the non-uniform model using k = 0.0 and S = 0.7 (similar to the beam steering objective) for the
5.5 / 6 GHz demultiplexer (Figure 7(b)), but for the 5 / 7 GHz demultiplexer (Figure 7(c)) we see the transmission
characteristics we want for the collisional plasma element model at k = 1.0, S = 1.0. In the 5.5 / 6 GHz case, the
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transmission spectrum appears as one would expect in the region of the operating frequencies, with the transmission
of the two ports crossing at the midpoint between the operating frequencies, where we see about 10 dB isolation in
the correct direction. Interestingly, the same configuration performs the demultiplexer objective at the frequencies of
∼5.25 GHz and 8.05 GHz with up to 40 dB isolation, hinting at the potential of the device if the optimization was to
be carried out in-situ. The 5 / 7 GHz demultiplexer does not perform its objective properly at the design frequencies,
but instead, performs very well at the slightly shifted frequencies of about 5.6 and 7.4 GHz.

Simulation Experiment
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5 
G

Hz 1
2

3

FIG. 8. Field simulations |Ez| and optimal device domains ℜ[ε] (left) along with experimental transmission spectra (right) for
the PMM device with our best attempt at an a priori human-designed 5 / 7 GHz demultiplexer. The vertical dashed black
lines indicate the design frequencies, and the fit parameters k and S are chosen according to the best values for the devices
conceived via inverse design.

In figure 8, we see the simulated and experimental results when a 5 / 7 GHz demultiplexer is designed by hand by
creating what would function as low-index bridges to the correct output port for either design frequency. The general
principle is that port 3 is protected by a region of sources that have an average plasma frequency ∼ 6 GHz, so those
elements serve as a reflective barrier to the 5 GHz source but are transparent to the 7 GHz source. The edges of the
domain are set to their maximum plasma density to discourage leakage. k = 0.0, and S = 0.7 were chosen as the
fitting parameters to limit the voltage of the edge elements an avoid damaging the discharges. In both the simulation
and the experiment, the device doesn’t appear to steer the 7 GHz source to either output, and there is only slight
isolation between the ports in the correct direction at 5 GHz. The experimental spectrum is fairly unremarkable
without obviously meaningful structures at any frequency.

IV. DISCUSSION & CONCLUSION

The results presented in the previous section show that although we can reliably get somewhat strong performance
by optimizing our devices in-silico, there are ultimately some shortcomings. In most cases, the configurations actually
resulted in better performance at frequencies other than the design frequency as seen with the 6 GHz beam steering
device in Fig. 6 and the 5.5 / 6 GHz demultiplexer in Fig. 7. These cases show that up to ∼40 dB isolation is
achievable in practice at various frequencies throughout the frequency domain, indicating that the device has a high
degree of dynamic range (possibly due to some manner of Fabry-Pérot resonance effect), but the in-silico optimizer
was only able to produce 10-15 dB isolation at the design frequencies.

While there can be a few reasons for these shortcomings, we attribute them to simplifications made in the simula-
tions. The in-silico optimization procedure uses a 2D domain with plasma elements of varying levels of complexity.
The most sophisticated plasma element model that includes both a non-uniform plasma density profile and colli-
sional damping failed to produce the best performance in all but one case, illustrating that we still lack the detailed
knowledge of the discharge properties that are needed to produce robust results at design conditions. Furthermore,
the system is not entirely electromagnetically isolated as assumed in the simulations. To avoid interferences due to
scattering from the surroundings of the PMM, experiments are carried out in a custom-fabricated anechoic chamber,
but even this isn’t entirely sufficient. In addition, the finite size of the tubes brings the electrodes and the wiring into
play, both of which undoubtedly interact with the source fields. Unfortunately, a 3D simulation that takes many of
these non-ideal conditions into account is far too costly to use within an inverse design scheme.

We also found that the mapping between the power supply settings (voltage or current) and the plasma frequency
of the discharge tubes, facilitated by the electron-energy distribution solver, BOLSIG+, tends to overestimate the
plasma density, where only the lowest density case according to the BOLSIG+ calculations is compatible with the
experimental results (k = 0). One interesting departure from the other results regarding the experimental mapping
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is the 5 / 7 GHz demultiplexer that performs best for the collisional plasma element model at k = 1.0, S = 1.0,
indicating that when using that element model, the optimal plasma frequencies from the in-silico optimization are
necessarily larger. Because the elements are lossy, the optimizer may be biased to higher plasma densities to encourage
scattering off of the plasma elements instead of propagation through them. It’s also possible that the collisionality is
stronger in the experimental device at higher power (the collision frequency is assumed to be 1 GHz in the in-silico
collisional plasma model), therefore, to match the simulated result one has to decrease the plasma frequency in the
experiment. Also, since the device does not function at precisely the intended frequencies, it is possible that this
configuration was simply stumbled upon by chance. Much of these challenges can be avoided by in-situ optimization.
The attempt at designing the device intuitively for objectives such as the demultiplexer is an illustration of how

we cannot hope to outperform inverse design, particularly so when our model of the physical device is not precise.
Despite the shortcomings discussed above, the devices still show strong evidence that the in-silico optimization can
result in performance that at least addresses the design criteria, if not at a high degree of efficiency. Designing by
intuition is therefore not an option; but of course we have also shown here that the in-silico inverse design procedure
fails to fully utilize the dynamic range of the system elements. Luckily, since our device is composed entirely of plasma
elements, we can perform the inverse design process entirely in-situ.

Fully in-situ inverse design addresses almost all the shortcomings described above and also opens up many exciting
opportunities. We no longer have to be concerned with the fidelity of the modeling since we will be using the physical
device to perform the optimization. Since we find that the device is capable of ∼50 dB isolation at various frequencies,
we would expect to be able to achieve this and likely more since those cases were obtained accidentally. This also
presents an opportunity to refine our element model. Once a high-performance design is achieved via in-situ inverse
design, the parameters can be fed into a simulation domain where we modify the plasma model until we see the same
performance, allowing us to more thoroughly understand the physics of our plasma sources. Moving to fully in-situ
optimization also removes some of the limitations on our geometry. As mentioned before, 3D geometry would be far
too computationally costly to use for in-silico inverse design, but it incurs no extra cost in in-situ inverse design.
Thus, we could use device structures like that of ref. [27]. Even for this 2D configuration, each iteration in the
optimization procedure can take 10 minutes with a 64-core workstation, while the in-situ iterations an be limited to
mere seconds in practice regardless of the geometry. We have also shown in prior work that our plasma sources have
a pronounced gyrotropic response when magnetized [36, 37], but materials with anisotropic permittivity tensors like
magnetized plasma can’t be modeled with our simulation tool. By using a large Helmholtz configuration, entire PMM
devices can be magnetized to take advantage of the very rich physics inherent to magnetized plasmas.

In conclusion, we show in this study that PMM devices can be optimized in-silico to perform beam steering and
demultiplexing at a level of performance that is not possible to obtain using conventional intuitive design methods.
Ultimately, the in-silico inverse design process has shortcomings that lead to a failure to utilize the full potential of
the PMM configuration. Since the PMM device can be reconfigured in seconds or less, the inverse design process
can be performed entirely in-situ, side-stepping the computational cost and modeling inaccuracies associated with
in-silico inverse design, thereby promising better performance.
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