
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Calibration of Drive Nonlinearity for Arbitrary-Angle Single-
Qubit Gates Using Error Amplification

Stefania Lazăr, Quentin Ficheux, Johannes Herrmann, Ants Remm, Nathan Lacroix,
Christoph Hellings, Francois Swiadek, Dante Colao Zanuz, Graham J. Norris, Mohsen

Bahrami Panah, Alexander Flasby, Michael Kerschbaum, Jean-Claude Besse, Christopher
Eichler, and Andreas Wallraff

Phys. Rev. Applied 20, 024036 — Published 15 August 2023
DOI: 10.1103/PhysRevApplied.20.024036

https://dx.doi.org/10.1103/PhysRevApplied.20.024036


Calibration of Drive Non-Linearity for Arbitrary-Angle
Single-Qubit Gates Using Error Amplification

Stefania Lazar,1, ∗ Quentin Ficheux,1, ∗ Johannes Herrmann,1 Ants Remm,1 Nathan Lacroix,1 Christoph Hellings,1

Francois Swiadek,1 Dante Colao Zanuz,1 Graham J. Norris,1 Mohsen Bahrami Panah,1, 2 Alexander Flasby,1, 2

Michael Kerschbaum,1, 2 Jean-Claude Besse,1, 2 Christopher Eichler,1 and Andreas Wallraff1, 2, 3

1Department of Physics, ETH Zurich, CH-8093 Zurich, Switzerland
2ETH Zurich - PSI Quantum Computing Hub, Paul Scherrer Institute, CH-5232 Villigen, Switzerland

3Quantum Center, ETH Zurich, 8093 Zurich, Switzerland
(Dated: June 27, 2023)

The ability to execute high-fidelity operations is crucial to scaling up quantum devices to large
numbers of qubits. However, signal distortions originating from non-linear components in the control
lines can limit the performance of single-qubit gates. In this work, we use a measurement based on
error amplification to characterize and correct the small single-qubit rotation errors originating from
the non-linear scaling of the qubit drive rate with the amplitude of the programmed pulse. With
our hardware, and for a 15-ns pulse, the rotation angles deviate by up to several degrees from a
linear model. Using purity benchmarking, we find that control errors reach 2×10−4, which accounts
for half of the total gate error. Using cross-entropy benchmarking, we demonstrate arbitrary-angle
single-qubit gates with coherence-limited errors of 2 × 10−4 and leakage below 6 × 10−5. While
the exact magnitude of these errors is specific to our setup, the presented method is applicable to
most sources of non-linearity. Our work shows that the non-linearity of qubit drive line components
imposes a limit on the fidelity of single-qubit gates, independent of improvements in coherence times,
circuit design, or leakage mitigation when not corrected for.

I. INTRODUCTION

As quantum processors accommodate an ever larger
number of qubits, understanding the errors that limit
their performance remains an important task to enable
further progress [1–3]. In particular, errors in single-
and two-qubit gates limit the fidelities of quantum er-
ror correction codes [4–8], variational quantum algo-
rithms [9, 10], or digital quantum simulations [11–13].
These errors can be reduced by increasing the coherence
times, but also by mitigating control errors [14–19] or
by reducing the circuit depth when compiling algorithms
with a larger gate set [10, 20, 21].

For superconducting quantum processors, standard
gate calibration techniques [22–25] assume that the con-
trol parameters respond linearly to the control fields.
However, commonly used electronic components can in-
troduce non-linear effects, which result in control errors
if unaccounted for. For example, IQ-mixer imperfec-
tions produce spurious frequency components [26–28],
gain compression in amplifiers saturates the power of
control signals [29], and saturation of pulse-generation
devices leads to waveform distortions [30].

For the past decade, two-qubit gates have imposed
the main limitation on superconducting quantum proces-
sors [2, 31]. However, considerable efforts in recent years
have reduced the errors of two-qubit gates into the range
of 10−3 [19, 32–36], making their contribution to compu-
tation errors comparable to that of single-qubit gates [1].
Moreover, current algorithms often require a larger num-

∗ These authors contributed equally to this work.

ber of single-qubit gates than two-qubit gates, especially
for dynamical decoupling schemes [37, 38]. Thus, further
improvements in the performance of single-qubit gates
are needed to enhance the overall fidelity of quantum al-
gorithms.
Arbitrary single-qubit rotation angles are routinely cal-

ibrated by assuming that the rotation of the state vector
scales linearly with the pulse amplitude [22–25]. How-
ever, non-linear electronic components in the drive line
can produce a deviation from this linear model that leads
to rotation errors. So far, few techniques have been de-
veloped to compensate for similar imperfections, such
as waveform predistortion [32, 39, 40], pulse-shape opti-
mization methods [41, 42], and correction of drive-pulse
amplitudes affected by imperfect signal generation [30].
Here, we present an in-situ amplification scheme for

small rotation errors, which allows to calibrate coherence-
limited arbitrary-angle single-qubit gates on a transmon
qubit [43] even in the presence of non-linearity. With this
technique, we correct for residual rotation errors when
using pulses with amplitudes approaching the 1-dB com-
pression point of the frequency conversion device in our
microwave line, which is non-linear at high input pow-
ers [29]. Using randomized benchmarking (RB) [44], pu-
rity benchmarking (PB) [45], and cross-entropy bench-
marking (XEB) [46], we demonstrate arbitrary-angle 15-
ns-long single-qubit gates with coherence-limited perfor-
mance and with leakage outside the computational sub-
space below 6×10−5. Importantly, we find that, for short
gate duration, coherent errors in the computational sub-
space caused by non-linear pulse amplitude distortions
are one order of magnitude larger than leakage, imposing
a lower bound on the gate error for a given gate duration,
independent of improvements in coherence times.



2

We study the effect described above on two flux-
tunable superconducting transmon qubits from two dif-
ferent 17-qubit devices labeled A and B, with similar de-
signs to the one discussed in Ref. [7]. The devices are
controlled by nominally the same electronics. The mea-
surements presented in Sec. II and V were done on de-
vice A, while those discussed in Sec. III and IV were
performed on device B (see Appendix A, where we also
summarize the device parameters).

II. PULSE AMPLITUDE CALIBRATION USING
ERROR AMPLIFICATION

Non-linear components in qubit control lines distort
coherent microwave drive-pulses, effectively changing the
amplitude of the driving field at the qubit frequency in an
unintended way [26]. We illustrate this effect in Fig. 1(a,
b), where a pulse produced by the waveform generator
with amplitude A (purple) reaches the qubit with an
amplitude which shows a reduction from a linear behav-
ior (black and gray lines, respectively). This reduction
becomes more pronounced with larger input amplitudes
and leads to a rotation angle of the qubit state which
is smaller than the targeted one. The pulse distortions
introduced by the non-linearity could be corrected with
a sample-by-sample non-linear transformation. However,
we show that a simple scaling of the pulse amplitude by
the inverse of the response function of the drive line (or-
ange pulses) is enough to mitigate the rotation errors
produced by the non-linearity.

In order to characterize the impact of non-linearity
on the pulse amplitudes, we measure the rotation errors
which are introduced by reducing the pulse amplitude
proportionally to the amplitude of a π rotation, see the
dashed black line in Fig. 1(b). To this end, we use the
pulse calibration method based on error amplification de-
scribed in Refs. [47–49], which we extend to arbitrary an-
gles. We refer to this technique as an N -pulse calibration
method.

To calibrate any rotation errors left over from an initial
Rabi calibration of a π pulse, we start by initializing the
qubit in the superposition state |+i⟩ = (|g⟩ + i|e⟩)/

√
2,

and then we apply N repetitions of Xπ+ε gates, which
have a small error in the rotation angle, ε. The pulse se-
quence is shown above Fig. 1(c). In the ideal case (ε = 0),
the qubit remains in the equatorial plane of the Bloch
sphere, where the ground and excited state populations
are pg = pe = 0.5. For imperfect gates (ε ̸= 0), the ro-
tation errors accumulate to produce a deviation of the
excited state population from 0.5 [see purple points in
Fig. 1(c)]. We ignore any small errors in the initializa-
tion pulse as they will not be amplified during the pulse
sequence.

We extend the methods in Refs. [47–49] by extract-
ing the rotation error per gate from a fit of the excited-
state population of the qubit to a master-equation-based
model (see Appendix B). After applying the method to a

32-ns pulse with the amplitude calibrated with a single-
pulse Rabi experiment, we find around 0.9◦ of rotation
error. This corresponds to around 1.7 mV of ampli-
tude error for a pulse amplitude of 335 mV at the out-
put of the arbitrary waveform generator. We shape the
pulse using a Gaussian envelope with standard devia-
tion σ = 6.4 ns, which is truncated at ±2.5σ. We use a
value of 0.68σ for the quadrature scaling parameter of the
DRAG method [50, 51] to cancel the phase errors arising
from the AC-Stark shift of the ef -transition during the
drive pulse [52, 53].

Repeating the measurement after scaling the pulse am-
plitude based on the fit result, we are able to reduce the
observed rotation errors [see orange points in Fig. 1(c)].
The small residual oscillations exhibited by the orange
points are not caused by rotation errors captured by
our model, and could originate, for example, from off-
resonant driving by higher harmonic frequency compo-
nents, or from uncompensated non-linear distortions of
the pulse. The latter effects are beyond the scope of the
current work.

To determine the impact of non-linearity for rotation
angles smaller than π, we generalize the technique by
using groups of pulses implementing rotation angles that
add up to π. The initial pulse amplitude for these gates
is obtained from a proportional reduction with respect to
the previously calibrated π-pulse amplitude.

To calibrate rotation angles up to π/2, we use a pulse
sequence in which each π-pulse is split into k repetitions
of Xπ/k+ε gates, see the pulse sequence above Fig. 1(d).
For an Xπ/2 rotation, we find an over-rotation error of
around 0.4◦ when setting the pulse amplitude to half of
the amplitude of the π-pulse which was already corrected
with the N -pulse calibration [purple points and line in
Fig. 1(d)]. This value corresponds to an amplitude error
of around 0.7 mV.

Similarly, to measure the non-linearity for rotation an-
gles in the range π/2 to π, we apply groups of two X
rotations, where the first is a previously calibrated π/k-
gate, and the second is a pulse implementing a rotation
of π−π/k+ε, which is to be calibrated [indicated by the
colored box in the pulse sequence above Fig. 1(e)]. We
perform the calibration for an X5π/6 gate with the pulse
amplitude set to 5/6 of the π-pulse amplitude which was
already corrected with the N -pulse calibration. We find
an under-rotation error of around −1.0◦, corresponding
to an amplitude error of around −1.9 mV.

For bothXπ/2 andX5π/6, the accumulation of rotation
errors is prevented by adjusting the pulse amplitude with
the value extracted from the corresponding fit (see orange
points). We note that the amplitude of the oscillations
shown by the purple points in Fig. 1(d,e) is captured by
our model (see Appendix B).

We reconstruct the non-linear response curve of the
qubit drive line by performing the calibration for eleven
distinct rotation angles with a gate duration of 15 ns,
see Fig. 1(f, g). This gate duration corresponds to a π-
pulse amplitude of 730 mV at the output of the AWG,
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FIG. 1. (a) A pulse with amplitude A (purple) produced by an ideal waveform generator is distorted by a series of non-
linear components before reaching the quantum system with an amplitude f(A), which is lower than expected. A pulse with
amplitude scaled by the inverse response function f−1(A′) ensures that the quantum system is driven with the desired amplitude
A′. (b) Schematic example of a non-linear response function f(A) (solid black line) and the linear dependence (dashed line)
assumed when single-qubit rotations are implemented with a linear scaling of the pulse amplitude relative to the amplitude of a
π rotation. (c), (d), (e) Measured excited-state population of the qubit (pe) after applying a pulse sequence with N repetitions
of the 32-ns gates shown above each panel. At the bottom left, we indicate the rotation errors ε extracted from a fit of the
data (purple line and points) to a master-equation-based model. The orange points are obtained after correcting the pulse
amplitudes based on ε. We increment N from 0 to 150 in steps of 5 in (c) and (d), and in steps of 3 in (e). (f) Compressed
pulse amplitude AC as a function of the applied pulse amplitude for a 15-ns gate. The gray line is the expected linear response.
(g) Difference between the measured data and the gray line in (f). (h) Same data as in (f) but converted to the calibrated
rotation angle θ as a function of the pulse amplitude relative to the amplitude of a π rotation. The orange line is a fifth-order
odd polynomial fit to the data. (i) Difference of the measured data/polynomial fit in (h) and a linear interpolation between
the last data point in (h) and the origin (purple line).

which is around 100 mV below the 1-dB compression
point of our upconversion device. Figure 1(h, i) shows
that a simple linear downscaling of the amplitude with
respect to the calibrated π-pulse amplitude introduces a
systematic over-rotation error, see the filled purple re-
gion in Fig. 1(i). For rotation angles between 0 and 180
degrees, we model this response with a polynomial correc-
tion which preserves the anti-symmetry between positive
and negative amplitudes:

θ(Ã) = 180◦(1 + b(Ã2 − 1) + a(Ã4 − 1))Ã, (1)

Here, Ã = A/Aπ is the pulse amplitude scaled with re-
spect to the amplitude of a π rotation, and a and b are
fitting parameters capturing the non-linearity of the up-
conversion circuitry. The degree of the polynomial is cho-
sen heuristically based on the shape of the deviation from
the linear scaling shown in Fig. 1(i). The parameters a
and b are determined from a fit to the data in Fig. 1(h)
(orange line), for which we obtain residuals on the or-
der of 0.2◦. In Sec. V, we use the model in Eq. (1) to
implement arbitrary rotation angles.

In the specific case of our setup, we identify the fre-
quency upconversion device as the dominant source of

the non-linear response by comparing the results mea-
sured with the N -pulse calibration to the ones obtained
by rerouting the upconverted drive signal directly to
the detection electronics at room temperature (see Ap-
pendix C). However, not all the observed non-linearity
is explained by this measurement, indicating some fur-
ther source of non-linearity in other parts of the drive
line, which could not be avoided by only using this type
of calibration. On the other hand, the N -pulse calibra-
tion method is a calibration tool for the entire microwave
drive line that can also be used when the non-linear dis-
tortions have a different origin than the one we have iden-
tified in our setup.

III. IMPACT OF NON-LINEARITY ON SHORT
SINGLE-QUBIT GATES

A lower bound on single-qubit gate errors is imposed
by the ratio between the gate duration and the coher-
ence time of the system. However, decreasing the gate
duration requires an increase of the pulse amplitude. As
discussed above, this leads to a larger non-linear distor-
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FIG. 2. Single-qubit gate performance extracted from Clif-
ford randomized and purity benchmarking (RB/PB). Top:
Schematic of a PB sequence with single-qubit gates imple-
mented by linearly scaling the π/2-pulse amplitude with re-
spect to the amplitude of a π rotation (purple), and by cali-
brating the π/2-pulse amplitude with the N -pulse calibration
(orange). In both cases, the π pulse is calibrated with the N -
pulse method. (a) Total gate error E, (b) incoherent error per
gate Einc, (c) coherent error per gate Ecoh, and (d) leakage
error per gate L of single-qubit gates as a function of gate du-
ration τ (bottom axes) and π-pulse amplitude Aπ (top axes).
The black line in (b) is a linear fit to the orange data points.
Colors have the same meaning as in the sequence schematic.

tion [see Fig. 1(f,g)], and hence, more rotation errors if
not calibrated out; but also to possible leakage out of the
computational subspace.

To quantify the impact of rotation errors produced
by drive-line non-linearity on the performance of single-
qubit gates, we measure the total average gate error with
randomized benchmarking (RB) [44, 54, 55]. In addition,
we distinguish between coherent and incoherent errors us-
ing purity bechmarking (PB) [45, 56]. Both methods rely
on the application of random sequences sampled from the
24 single-qubit Clifford operations, which we decompose
into X and virtual Z gates [57]. However, for purity
benchmarking we apply the tomography pulses I (iden-
tity), Xπ/2, and Yπ/2 at the end of each sequence to mea-
sure the state purity (see the pulse sequence at the top
of Fig. 2). We record 4096 acquisitions of each sequence
using single-shot readout, and discriminate between the
evolution confined to the qubit computational subspace
and leakage into the f -state with an average readout as-
signment error over the three qutrit states of around 4%.
The results are then corrected for readout errors [58, 59].

We calculate the average f -state population for each
sequence length and extract the leakage error per gate

L [Fig. 2(d) and Appendix D]. To estimate the gate er-
rors within the qubit subspace, we then renormalize the
populations of the qubit subspace so that they add up to
one. The total gate error E [Fig. 2(a)], and the incoher-
ent error per gate Einc [Fig. 2(b)] are extracted indepen-
dently from the decay of sequence fidelity and state pu-
rity, respectively (see Appendix D). Thus, the difference
between E and Einc provides an estimate of the coherent
control errors per gate Ecoh in the computational sub-
space [Fig. 2(c)]. We stress that, by renormalizing the
qubit subspace before estimating the gate errors, L does
not contribute to the total gate error E.
In Sec. II we found that not correcting for the effects

of non-linearity results in around one degree of rotation
error for a 32-ns gate, and 3.6◦ when the length is de-
creased to 15 ns. Here we use a different device (device
B) with better coherence and smaller π-pulse amplitude
(see Appendix A) to measure the coherent errors intro-
duced when the π/2-pulse amplitude is scaled linearly rel-
ative to the π-pulse amplitude (purple points in Fig. 2).
By calibrating the π/2-pulse amplitude with the N -pulse
method (orange), we show that these errors can be mit-
igated. In both cases, the amplitude of the π-pulse is
calibrated with the N -pulse method. We benchmark the
performance of single-qubit gates with lengths ranging
from 15 to 40 ns (see the bottom horizontal axis in Fig. 2),
using 50 random purity benchmarking sequences of up to
4096 Cliffords. For each gate length, the pulses are imple-
mented as DRAG pulses with Gaussian envelopes having
standard deviations σ ranging from 3 to 8 ns which are
truncated at ±2.5σ.
For both implementations of the π/2-pulse, we find

an expected linear increase of Einc with gate duration,
see the black line in Fig. 2(b). At 20 ns, we observe
an increase in the coherent errors when using a linear
scaling of the amplitude [Fig. 2(c)]. This increase be-
comes more pronounced at 15 ns, where the coherent
gate errors account for about half of the total gate error
[Fig. 2(a)], while the leakage remains comparatively low
at around 6×10−5. With the N -pulse calibration we ob-
tain coherence-limited gate errors for all gate lengths, see
orange points. This indicates that the measured coherent
errors originate primarily from the non-linearity identi-
fied in Sec. II, which becomes more pronounced at shorter
gate lengths where larger pulse amplitudes are needed to
achieve the same rotation (see top axes in Fig. 2). In our
experiment, the coherent errors produced by this effect
are up to one order of magnitude larger than leakage into
the non-computational states.

IV. IMPACT OF NON-LINEARITY ON
ARBITRARY-ANGLE SINGLE-QUBIT GATES

In this section, we show that the N -pulse calibration
method can be used to implement arbitrary-angle single-
qubit gates with coherence-limited performance. Purity
benchmarking cannot be used to benchmark arbitrary-
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FIG. 3. Characterization of arbitrary-angle single-qubit gates
using cross-entropy benchmarking (XEB). Top: illustration of
an XEB pulse sequence. For each angle θ, the amplitudes of
the Xθ gates are obtained either from a linear scaling with
respect to the calibrated amplitude of the Xπ gate (purple),
or from the N -pulse calibration (orange). (a) Total gate error
E, (b) incoherent error per gate Einc, (c) coherent error per
gate Ecoh, and (d) leakage error per gate L for single-qubit
Xθ gates of various rotation angles θ. The black squares in (c)
are calculated from the amplitude corrections obtained with
the N -pulse calibration.

rotation single-qubit gates, since these gates are not in
the Clifford group. Hence, we use cross-entropy bench-
marking (XEB) [20, 46, 60] with the pulse sequence
shown at the top of Fig. 3. Each cycle consists of an X
rotation of fixed angle θ followed by a virtual Zϕi

gate,
with ϕi sampled fully randomly from a uniform distribu-
tion between 0 and 2π. We generate K = 200 random
sequences of up to 4096 cycles and measure in the Z basis
using single-shot readout with 4096 acquisitions.

In cross-entropy benchmarking, the cross-entropy is
used as a metric to compare the output qubit-state dis-
tribution after K random sequences to the one calculated
assuming ideal gates [20]. By then fitting the exponential
decay of this cross-entropy fidelity versus the number of
cycles in the sequence, we extract the average error E of
the Xθ gate (see Appendix E). In addition, the ratio of
the variance of the measured distribution and that of the
Porter-Thomas distribution allows us to extract the av-
erage purity of the final qubit state over the distribution
of random sequences [60]. This quantity also decays ex-
ponentially with the number of cycles, from which we ex-
tract the average incoherent errors per gate, Einc. Then
we calculate the coherent errors per gate Ecoh as the dif-
ference between E and Einc. Finally, as also done for
purity benchmarking, we use the measured f -state pop-
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FIG. 4. Cross-entropy benchmarking (XEB) of random-angle
single-qubit X rotations. The data points show the sequence
fidelity, and the line is an exponential fit to the data. The
legend indicates the total gate error obtained when using lin-
ear (purple) and polynomial (orange) scaling for calculating
the amplitudes of the X pulses.

ulation to estimate the average leakage error per gate L,
and renormalize the qubit subspace before estimating the
gate errors. Thus, L does not contribute to the total gate
error E.

To minimize the incoherent errors, we choose the short-
est, 15-ns gate in Fig. 2, which is also maximally sensi-
tive to errors caused by the non-linearity of the drive-line
components. We benchmark the performance of X rota-
tions with angles π/4, π/3, π/2, 3π/4, 5π/6 using the N -
pulse calibration method, and obtain coherence-limited
gate errors in the computational subspace of around
2.0(1) × 10−4 for all rotation angles [see orange points
in Fig. 3(a)]. Thus, we observe no coherent errors within
error bars.

For reference, we repeat the measurements for the case
where the amplitude is scaled linearly with respect to the
calibrated π-pulse amplitude (see purple points), and we
find a dependence of the control errors on the rotation
angle [Fig. 3(c)], which is similar to the curve in Fig. 1(i).
From the N -pulse calibration of each rotation angle per-
formed before the corresponding XEB measurement, we
calculate the expected control errors per gate, and find
good agreement with the data in Fig. 3(c), see hollow
black squares.

With both implementations, the incoherent errors
per gate remain constant across all measured angles
[Fig. 3(b)], as expected for a fixed gate duration. How-
ever, the leakage shows a small increase with rotation
angle from around 2 × 10−5 for π/4 to around 6 × 10−5

at 5π/6 [Fig. 3(d)], which is expected as the drive ampli-
tude becomes larger. Nevertheless, the leakage is smaller
by one order of magnitude than the coherent errors in-
troduced by the non-linearity, signalling the latter as the
main limitation on overall gate performance.
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V. CONTINUOUSLY PARAMETERIZED
SINGLE-QUBIT GATES

Finally, we show that an individual calibration of the
amplitude of every arbitrary-rotation single-qubit gate
used in a sequence is not required to achieve coherence-
limited gates in our experimental setup. To this end, we
implement a continuously parameterized gate set using a
polynomial scaling of the pulse amplitude obtained from
the fit of the data in Fig. 1(h) to the model in Eq. (1).

To benchmark continuously parameterized single-qubit
gates, we replace the fixed-angle Xθ gates in the proto-
col described Sec. IV by Xθi gates, where in each cycle,
the angles θi are sampled fully randomly from a uniform
distribution between 0 and π. We use 400 random se-
quences of up to 2048 cycles, and measure each sequence
in the Z basis using single-shot readout with 8192 ac-
quisitions. We discriminate between the computational
subspace and leakage, and process the data as described
in Sec. IV.

When the pulse amplitudes are scaled with the poly-
nomial function, we measure coherence-limited random-
angle X gates with an average error of 8.9(4)× 10−4 on
device A, see the orange data points in Fig. 4 and the
exponential fit (line). With a linear amplitude scaling
(purple points and line), we find around 3.8 × 10−4 of
coherent control errors. This number matches the mean
value of the gate errors calculated from the rotation er-
rors in Fig. 1(h, i).

VI. CONCLUSION

In this work, we have presented the N -pulse calibration
method for pulse amplitudes, which amplifies small ro-
tation errors by the repeated application of gates. Such
errors can originate from signal distortions introduced by
non-linear components that are essential for processing
microwave signals, such as the frequency upconversion
circuitry used in our experiment. By correcting the ro-
tation errors, we demonstrated – using randomized and
purity benchmarking – that this non-linearity can be the
dominant source of single-qubit coherent gate errors, and
that the errors produced by the non-linearity can be up
to one order of magnitude larger than leakage into the f -
state. In particular, in our setup using superconducting
transmon qubits, we found up to several degrees of over-
rotation error for the shortest gates we have investigated
(15 ns), which accounts for half the total gate error. Fi-
nally, by scaling the pulse amplitude based on a simple
polynomial model of the non-linear response of our con-
trol line, we showed that we can implement a continuous
family of single-qubit gates with coherence-limited per-
formance for any rotation angle, as characterized with
cross-entropy benchmarking.

Our method demonstrates that a sample-by-sample
correction of the pulse shape is not needed to mitigate the
control errors introduced by the non-linearity and obtain

coherence-limited gates. Moreover, the N -pulse tech-
nique is an in-situ calibration measurement which can
be used to compensate for most sources of non-linearity
(for example, sources of non-linearity such as the one
described in Ref. [61] and errors originating from heat-
ing of the electronics would need further experimental
investigation). However, while our protocol tackles ro-
tation errors, it is not highly sensitive to other types of
control errors, such as leakage, crosstalk, or phase errors
which may arise from off-resonant driving by spurious
frequency components. Nevertheless, similar error ampli-
fication techniques, such as the ones used in Ref. [22, 62],
can be tailored to address these error mechanisms as well.
This work demonstrates that as qubit coherence times

improve in the near future, the characterization and mit-
igation of coherent single-qubit control errors is crucial
for further improving the fidelity of these gates. The N -
pulse calibration is an essential step in this direction. Our
method is applicable to any quantum computing plat-
form suffering from non-linear distortions of the drive
signals. In particular, the N -pulse calibration method
is an essential tool for architectures that are compatible
with large driving amplitudes, such as superconducting
circuits with larger anharmonicity [33, 63–65].
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Appendix A: DEVICE PARAMETERS

In Table I below, we summarize the properties of the
qubits on the two devices (A and B) with which the ex-
periments were performed, and indicate for which figure
of the main text they were used.

Device A Device B

Qubit idle frequency, ωQ/2π (GHz) 6.257 4.640
Qubit anharmonicity, α/2π (MHz) -153 -183
Lifetime, T1 (µs) 12.3 60.9
Ramsey decay time, T ∗

2 (µs) 9.86 55.3
Echo decay time, T e

2 (µs) 14.7 67.3
15-ns π-pulse amplitude, Aπ (mV) 730 235

Three-state readout error, ϵ
(3)
RO (%) 3 4

TABLE I. Qubit parameters, and their coherence, drive, and
readout properties. The measurements in Fig. 1 and Fig. 4
were performed on device A, while those in Fig. 2 and Fig. 3
were done on device B.

Appendix B: AMPLITUDE CORRECTION WITH
ERROR AMPLIFICATION

The excited state population of the qubit after the ap-
plication of a series of N π-pulses [see Fig. 1(c-e)] is fitted
to a master equation model to extract the error in the
rotation angle.
We model our measurement starting from the time-

independent Hamiltonian H = Ωσx/2 describing rota-
tions around the x axis of the Bloch sphere at the Rabi
rate Ω. The time evolution of the y and z components of
the Bloch vector are captured by the Lindblad equation

dρ(t)

dt
=− i[H, ρ(t)] +

Γϕ

2
(σzρ(t)σz − ρ(t)) +

Γ1

(
σ−ρ(t)σ+ − σ+σ−ρ(t) + ρ(t)σ+σ−

2

)
, (B1)

with σ+ = |1⟩⟨0|, σ− = |0⟩⟨1|, the energy relaxation
rate of the qubit Γ1 = 1/T1, and the dephasing rate
Γϕ = 1/T2 − 1/(2T1).
From Eq. (B1), we obtain the time evolution of the

Bloch vector components of the qubit state in the yz
plane as [66]

(
ỹ(t)
z̃(t)

)
= e−(3Γ1+2Γϕ)

t
4

(
cos(νt) + sin(νt)

Γ1−2Γϕ

4ν
sin(νt)

ν Ω

− sin(νt)
ν Ω cos(νt)− sin(νt)

Γ1−2Γϕ

4ν

)(
ỹ(0)
z̃(0)

)
, (B2)

where

ỹ(t) = y(t) +
2ΩΓ1

Γ1(Γ1 + 2Γϕ) + 2Ω2
, (B3)

z̃(t) = z(t) +
Γ1(Γ1 + 2Γϕ)

Γ1(Γ1 + 2Γϕ) + 2Ω2
, (B4)

ν =

√
Ω2 − (Γ1 − 2Γϕ)2

16
, (B5)

and ỹ(0), z̃(0) are the coordinates at the start of the evo-
lution.

We apply Eq. (B2) to the qubit ground state (y(0) = 0,
z(0) = −1), and then continue to apply this equation to
the qubit state after each pulse in the N -pulse calibra-
tion measurement. We estimate the final qubit excited
state population as pe = (1+ z(t))/2. Denoting the gate
duration by τ , we express Ω = απ/τ , and extract the
dimensionless fraction of a π rotation α from a fit of the
measured data to pe. The dephasing time T2 is also ad-
justed during the fit to capture the effects of the drive on
the qubit dephasing; however, we keep the T1-time fixed
to the experimental values shown in Table I.
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Using the found value of α, we calculate the pulse am-
plitude as A = αAπ, where Aπ is the amplitude of a π
rotation.

Appendix C: SIGNAL NON-LINEARITY DUE TO
ELECTRONIC COMPONENTS

The response curves shown schematically in Fig. 1(b)
and measured in Fig. 1(f-i) are typical for electronic com-
ponents such as mixers or amplifiers, which become non-
linear above a certain input power [29].

Here we verify that the non-linearity observed with
the N -pulse calibration originates mostly from the con-
trol electronics used for driving the qubits. We perform
the measurements on a different setup than the ones pre-
sented in the main text, but with nominally identical
control electronics. We use slightly longer 50-ns DRAG
pulses, with a σ = 10 ns standard deviation of the Gaus-
sian envelope truncated at ±2.5σ. The pulses are gen-
erated at an intermediate frequency of -100 MHz before
upconversion to the qubit frequency using a circuit which
consists of an IQ mixer and amplifiers [see the red out-
line in the schematic in Fig. 5(a)]. We choose to either
apply the pulses to the qubit and perform the N -pulse
calibration [path 1 in Fig. 5(a)], or we directly downcon-
vert the pulses to an intermediate frequency of 200 MHz
before detecting the quadratures of the signal (path 2).
The signal for path 2 is attenuated by -20 dB to ensure
that the downconversion mixer and subsequent amplifiers
are operated in their linear regime. We then demodulate
the signal to DC, filter out spurious frequency compo-
nents larger than the spectral width of the pulse, and
extract the amplitudes of the resulting pulses. This data
is then converted to a rotation angle [see black squares in
Fig. 5(b)] for better comparison to the results obtained
with the N -pulse calibration via path 1 (blue circles).

We find that the non-linear scaling of the Rabi angle
with the pulse amplitude identified with the N -pulse cal-
ibration technique originates mostly from our frequency
conversion device, see Fig. 5(c), where we plot the differ-
ence between the measured data points in Fig. 5(b) and a
linear interpolation between the origin and the last data
point. However, the results obtained via path 2 system-
atically overestimate the ones measured using the qubit
by about 0.2◦ at an amplitude ratio of 0.5, showing that
the room-temperature calibration presented here cannot
fully replace the in-situ calibration presented in the main
text.

Appendix D: PURITY BENCHMARKING

In order to distinguish between incoherent and con-
trol errors, we use a simple extension of the random-
ized benchmarking (RB) protocol known as purity bench-
marking (PB). Purity benchmarking consists of perform-
ing tomography of the qubit state vector after each ran-

dom sequence of Clifford gates [45, 56]. This is illustrated
by the schematic in Fig. 6(a), where the orange block con-
sists of the single-qubit tomography pulses I (identity),
Xπ/2, and Yπ/2. We estimate the purity of the state after
each random sequence as

P = ⟨σx⟩2 + ⟨σy⟩2 + ⟨σz⟩2, (D1)

and compute the mean of this quantity over the random
sequences for a fixed number of Cliffords.

In Fig. 6(b) we show the exponential decay of the ⟨σz⟩
operator (blue) from the RB measurement of the 40-ns
gate in Fig. 2 of the main text calibrated with the N -
pulse technique. We compare this decay to the decay of
⟨
√
P⟩ (orange) from the corresponding PB experiment.

In the absence of control errors, the two curves should
coincide.

For RB and PB, respectively, we fit to

⟨σz⟩(m) = Aαm +B, (D2)

⟨P⟩(m) = A′um +B′,

where m is the number of Cliffords, α is the depolariza-
tion parameter [44], u is the unitarity [45], and A, A′,
B, B′ are fit parameters capturing state preparation and
measurement (SPAM) errors. The total average error per
gate and the average incoherent error per gate, respec-
tively, are then calculated as,

E =
1− α

2N
, (D3)

Einc =
1−

√
u

2N
,

where N = 1.125 is the average number of physical gates
per Clifford in the HZ decomposition [57]. The virtual
Z gates are implemented in software by a qubit phase
update, and hence it has perfect fidelity. Subtracting
these two quantities gives an estimate of the coherent
control error per gate, Ecoh = E − Einc.

The analysis described above is performed after dis-
criminating between the qubit subspace and leakage, and
normalizing the qubit populations so that they add up to
one. In Fig. 6(c), we show the average f -state population
as a function of the RB sequence length (points). We fit
this data to the following rate equation [22]

pf (m) =
l

l + s

(
1− e−(l+s)m

)
+ p0e

−(l+s)m, (D4)

from which we find the average leakage per gate, L =
l/N . Here, s is the decay rate into the computational
subspace, and p0 is the initial f -state population.

From the data shown in Fig. 6, we extract a leakage
rate per gate of around 1.1(1)×10−5, and a total average
gate error of 4.4(2)× 10−4, which is limited by decoher-
ence at around 4.1(1)× 10−4.
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FIG. 5. (a) Simplified schematic of the room temperature and measurement setup used to operate the qubits. Intermediate
frequency pulses are generated with an AWG and upconverted to the GHz range using the conversion device indicated in red.
This device contains an IQ mixer and an amplifier, and is the main source of non-linearity in our drive line. We configure a
switch to either send the pulses into the dilution refrigerator via the qubit drive line (path 1), or directly into the detection
chain consisting of another IQ mixer, which downconverts the pulses into the frequency band of the detection device (path
2). (b) Measured qubit rotation angle as a function of applied pulse amplitude relative to the π-pulse amplitude. The blue
points were measured with the N -pulse calibration via path 1, and the black points are obtained from the amplitudes of the
demodulated pulses measured via path 2 and converted to the same units. (c) Difference between the rotation angles in (b)
and a linear interpolation between the last point and the origin. The lines in (b) and (c) are fits to the fifth-order polynomial
in Eq. (1) of the main text.

(a)

(b)

RB sequence Incoh. err., EincTomo. pulses

RB

PB

(c)

Avg. err.,  ERB sequence

FIG. 6. RB and PB with the 40-ns single-qubit gate shown in
Fig. 2. (a) Schematic illustration of the PB experiment. (b)
Average expectation value of the σz operator (blue), and the

average of the square root of the sequence purity
√
P (orange)

as a function of the number of Clifford gates. The lines are
fits to the exponential decay functions in Eq. (D2). (c) f -
state population as a function of the number of Clifford gates
(points) with a fit to the rate equation Eq. (D4) (line). The
error bars in (b) and (c) represent one standard deviation of
the distribution of outcomes of the random sequences for a
fixed number of Clifford gates.
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FIG. 7. XEB with the 15-ns single-qubit X5π/6 gate shown in
Fig. 6. (a) Average XEB sequence fidelity FXEB (blue) and

the square root of the average sequence purity
√
P (orange)

as a function of the number of cycles. The lines are fits to the
exponential decay functions in Eq. (E4). (b) f -state popula-
tion as a function of the number of cycles (points) with a fit
to the rate equation Eq. (D4) (line). The error bars represent
one standard deviation of the distribution of outcomes of the
random sequences for a fixed number of cycles.

Appendix E: CROSS-ENTROPY
BENCHMARKING

To benchmark the performance of gates that do not
belong to the Clifford group, such as arbitrary-rotation
single-qubit gates, we use the cross-entropy benchmark-
ing (XEB) technique [20, 46, 60]. In the XEB proto-
col, sequences of random cycles of gates are applied to a
system prepared in a chosen state (typically the ground
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state). The only requirement to take into consideration
when choosing the cycle design is that sequences with
enough cycles should fully explore the Hilbert space of
the system [46].

The average sequence fidelity is estimated by com-
paring the distribution of measured outcomes Qmeas to
the calculated, ideal distribution Qideal using the cross-
entropy as a metric of overlap. The cross-entropy be-
tween two distributions Q and R is given by

S(Q,R) = −
∑
i

qiln(ri), (E1)

where qi, ri are samples from the distributions Q,R. For
a fixed number of cycles, we estimate the average XEB
sequence fidelity of a distribution of random sequence
outcomes as [20]

FXEB =
S(Qincoh, Qideal)− S(Qmeas, Qideal)

S(Qincoh, Qideal)− S(Qideal, Qideal)
. (E2)

Here, Qincoh is the incoherent distribution where all the
bit strings have an equal probability of 1/2n (with n = 1
for one qubit), and Qmeas and Qideal are the measured
and calculated distributions of probabilities (pg, pe)i de-
scribing the qubit state at the end of each random se-
quence i. To constrain FXEB between 0 and 1, we nor-
malize Qincoh, Qmeas, and Qideal by the total number of
random sequences for a fixed number of cycles.

From the variance of the measured probability distri-
bution, we also estimate the average purity of the final
qubit state as [60]

P =
Var(Qmeas)

Var(QPT)
, (E3)

where Var(QPT) = (2n− 1)/(22n(2n+1)) is the variance

of the Porter-Thomas distribution, with n = 1 for a single
qubit.

The points in Fig. 7(a) show the exponential decays
of the XEB fidelity (blue) and the square root of the
sequence purity (orange) for the purple point in Fig. 3 of
the main text, corresponding to an X gate of angle 5π/6.
The lines are fits to

FXEB(m) = A

(
1− 2n

2n − 1
E

)m

+B,

√
P(m) = A′

(
1− 2n

2n − 1
Einc

)m

+B′, (E4)

from which we estimate the total average errors per cy-
cle E, and the average incoherent errors per cycle Einc.
Here m is the number of cycles, and A,A′, B,B′ are fit
parameters capturing the state preparation and measure-
ment (SPAM) errors. We then calculate the amount of
coherent control errors per cycle as Ecoh = E − Einc.
Since both cycle designs chosen for this work (see Fig. 3
and Fig. 4) contain only one physical gate, E, Einc, and
Ecoh quantify the average errors per gate. From the data
set in Fig. 7(a), we find a total average gate error of
6.3(3) × 10−4, with a contribution from decoherence er-
rors of 5.6(2) × 10−4, giving around 8(3) × 10−5 control
errors.

The analysis described above is performed after dis-
criminating between the qubit subspace and leakage, and
normalizing the qubit populations so that they add up to
one. In Fig. 7(b), we show the average f -state population
(points) as a function of the XEB sequence length, and
a fit to the rate equation in Eq. (D4) (line), from which
we extract an average leakage rate per gate of around
9.5(7)× 10−5.
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N. C. Rubin, V. Shvarts, D. Strain, M. Szalay, M. D.
Trevithick, B. Villalonga, T. White, Z. J. Yao, P. Yeh,
J. Yoo, A. Zalcman, H. Neven, S. Boixo, V. Smelyanskiy,
Y. Chen, A. Megrant, J. Kelly, and A. I. Google Quan-
tum, Exponential suppression of bit or phase errors with
cyclic error correction, Nature 595, 383 (2021).

[9] A. Kandala, A. Mezzacapo, K. Temme, M. Takita,
M. Brink, J. M. Chow, and J. M. Gambetta, Hardware-
efficient variational quantum eigensolver for small
molecules and quantum magnets, Nature 549, 242
(2017).

[10] N. Lacroix, C. Hellings, C. K. Andersen, A. Di Paolo,
A. Remm, S. Lazar, S. Krinner, G. J. Norris, M. Gabu-
reac, J. Heinsoo, A. Blais, C. Eichler, and A. Wallraff,
Improving the performance of deep quantum optimiza-
tion algorithms with continuous gate sets, PRX Quan-
tum 1, 020304 (2020).
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