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Entanglement is vulnerable to degradation in a noisy sensing scenario, but surprisingly, the quantum illumi-
nation protocol has demonstrated that its advantage can survive. However, designing a measurement system
that realizes this advantage is challenging since the information is hidden in the weak correlation embedded
in the noise at the receiver side. Recent progress in a correlation-to-displacement conversion module provides
a route towards an optimal protocol for practical microwave quantum illumination. In this work, we extend
the conversion module to accommodate experimental imperfections that are ubiquitous in microwave systems.
To mitigate loss, we propose amplification of the return signals. In the case of ideal amplification, the entire
six-decibel error-exponent advantage in target detection error can be maintained. However, in the case of noisy
amplification, this advantage is reduced to three-decibel. We analyze the quantum advantage under different
scenarios with a Kennedy receiver in the final measurement. In the ideal case, the performance still achieves
the optimal one over a fairly large range with only on-off detection. Empowered by photon number resolving
detectors, the performance is further improved and also analyzed in terms of receiver operating characteristic
curves. Our findings pave the way for the development of practical microwave quantum illumination systems.

I. INTRODUCTION

Quantum illumination (QI) is an entanglement-assisted
sensing scheme that enhances the precision and sensitivity of
target detection [1–4], via entangling the signal probes with
locally stored idlers. Originally developed to simply detect
the presence or absence of a target, QI offers a 6-decibel im-
provement in error exponent due to entanglement [2]. In re-
cent years, QI has been extended to improve target range and
angle detection [5, 6], demonstrating an even greater advan-
tage over classical counterparts in the intermediate signal-to-
noise-ratio (SNR) region, thanks to the threshold phenomena
of nonlinear parameter estimation [6].

Despite these theoretical advancements in QI, its exper-
imental realization in the microwave domain, which is the
natural scenario for its application, has faced several limita-
tions. One of the practical challenges is the need for exten-
sive cooling for microwave quantum-limited detection, due
to the high natural noise background, and the lack of devel-
oped photon-counting detection technology [7, 8]. To address
these issues, a solution for QI based on optical-microwave
transduction has been proposed [9]. This approach utilizes
an optical idler mode for noiseless storage at room tempera-
ture, and up-converts the microwave return mode to the op-
tical domain for quantum-limited joint detection of optical
photons. However, the current state-of-the-art efficiency in
optical-microwave transduction [10–15] falls short of what is
required to sustain this transduction-based scheme in the near
future.
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In addition to the practical challenges, a fundamental lim-
itation of QI is the receiver design problem. Currently, prac-
tical receivers such as the optical parametric amplifier re-
ceiver (OPAR) and the phase-conjugate receiver (PCR) can
only attain half of the error exponent advantage [16]. The op-
timal receiver would require unit-efficiency sum-frequency-
generation at the single photon level [17], which is highly
challenging to realize experimentally. The problem of opti-
mal receiver design seems to necessitate nonlinear processes
and joint operations on the idler and return modes, making it
difficult to implement in practice.

Previous in-principle demonstrations of QI target detec-
tion have been hindered by the aforementioned limitations.
One example is an optical domain simulation, which injected
noise to mimic a microwave scenario and utilized a sub-
optimal OPAR [18]. This approach achieved approximately
20% of the error exponent advantage. Another demonstra-
tion in the microwave domain used a digitally reconstructed
PCR [19], but was unable to surpass the performance of the
classical benchmark represented by an ideal coherent state
source with the same mean number of photons and homo-
dyne detection. More recently, the OPAR scheme was adapted
to the microwave domain, overcoming several challenges in
microwave photon processing [8] and again yielding roughly
20% of the error exponent advantage.

A recent development in the field of optimal receiver design
is the correlation-to-displacement (‘C )D’) conversion pro-
posal, which suggests that the optimal receiver design can be
achieved by heterodyne-detecting the return mode separately
and processing the associated conditional idler field [20].
Upon heterodyne detection of the return modes, the idler
modes collapse to coherent states embedded in weak ther-
mal noise. With the help of well-established coherent state
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discrimination protocols, the C )D receiver design can attain
the optimal error probability of QI [21]. This receiver de-
sign requires only programmable linear optics [22, 23] and
photon detection, making it more feasible for experimental
realization. Additionally, it eliminates the need for mode-
matching between the noisy return fields at room temperature
and the cooled idler fields, avoiding technical difficulties. In
this study, we evaluate the feasibility of the C )D receiver de-
sign in the microwave domain. We account the lossy antenna
coupling to the detection in real radar systems, by introduc-
ing loss 1 − ηS ≤ 1 in the return mode prior to heterodyne
detection. To mitigate this loss, we suggest using parametric
amplification with gain G ≥ 1. Our results show that the full
optimal six-decibel error-exponent advantage can be retained
when GηS ≫ 1 if the amplifier is quantum limited. Even if
the amplifier introduces noise at room temperature, the C )D
receiver still provides a three-decibel advantage over the ideal
classical system. Furthermore, we consider the case of limited
detection capability in the idler modes. Instead of the complex
Dolinar receiver, we consider the simpler Kennedy receiver
and still observe the optimal error exponent advantage. Fi-
nally, we compare the practical C )D receiver design with both
the classical coherent-state homodyne detection and the PCR
(which is more effective than the OPAR [24]).

This paper is organized as follows. Sec. II describes the
protocol, while Sec. III recalls the basic properties and tools
of QI. Sec. IV provides a brief review of the C )D receiver and
its performance under ideal conditions. Sec. V discusses rel-
evant experimental limitations in the case of microwave QI,
and Sec. VI shows the performance of the C )D module in
the presence of such realistic scenarios. Sec. VII compares
the performance of the C )D module with that of classical QI
based on coherent state and homodyne detection and that of
the PCR. In Sec. VIII, we consider performance enhancement
if we further allow number-resolving detection. In particu-
lar, Sec. VIII B presents the Neyman-Pearson framework and
receiver operating characteristic (ROC) curves. Finally, we
conclude the paper in Sec. IX.

II. OVERALL PROTOCOL

As shown in Fig. 1, in a target detection scenario, the trans-
mitter sends signals to the target, and then the receiver col-
lects return signals and performs measurement to infer about
target’s presence or absence. To benefit from entanglement,
a source generates pairs of idler-signal entangled pulses. The
idlers are stored locally and used to assist joint measurements
with the return signals. In QI, such signal-idler entanglement
provides a six-decibel error exponent advantage, despite be-
ing destroyed by extremely lossy transmission and high noise
background.

Our proposed receiver system adapts the C )D conversion
approach to practical receiver operating conditions. While the
idlers are cooled to TI ∼ 10 mK to enable quantum advantage,
the returned signal part is cooled to a much higher temperature
TS for experimental convenience. Such a layout is possible as
the C )D conversion module only feeds the classical hetero-

dyne measurement results on the ‘warm’ and noisy returned
signals, to perform conditional linear optical transforms on
the ‘cool’ idler alone (indicated by the dashed line), avoiding
idler contamination. Finally, photo-detection is performed on
the transformed idler, and a decision on the target’s presence
or absence is made according to the measurement result. To
compensate for additional loss 1 − ηS at the receiver antenna,
amplification of gain G is performed. On the contrary, the
loss 1 − ηI on the idler needs to be minimized and cannot
be compensated. In fact, the idler pulses are not contami-
nated by noise, and any amplification will actually degrade
the overall performance. The photo-detection can be realized
via coupling the microwave idler modes to transmon qubits,
as demonstrated in Refs. [7, 8].

III. QUANTUM ILLUMINATION FOR TARGET
DETECTION

QI is a quantum-based remote sensing technique that lever-
ages the entanglement between signal (aS ) and idler (aI)
modes. The signal mode probes a target region, while the
idler one is kept at the emission station. By performing a joint
measurement on the signal and idler modes, the quantum cor-
relations of the transmitted state are exploited at the receiving
station. The problem is framed as a binary decision-making
task, where the two hypotheses are: ‘target absent’ (H0) and
‘target present’ (H1). The asymptotic optimal input state is a
two-mode squeezed vacuum (TMSV) state, a bipartite Gaus-
sian state characterized by its covariance matrix (CM) [21, 25]

VS I =

(
(2NS + 1) I 2

√
NS (NS + 1)Z

2
√

NS (NS + 1)Z 2 (NS + 1) I

)
, (1)

where Z = diag{1, −1}, I = diag{1, 1}, and
〈
a†S aS

〉
= NS is

the signal brightness. While the idler is stored for later detec-
tion, the signal is transmitted through a phase-shift thermal-
loss channel Φκ, θ, whose action on its mode when the target is
present is described by

aR = eiθ √κaS +
√

1 − κaB, (2)

while the absence of a target corresponds to the case κ = 0,
i.e., where the channel isΦ0, 0. Upon the channelΦκ, θ, the CM
Eq. (1) becomes

VRI =

(
[2 (κNS + NB) + 1] I 2

√
κNS (NS + 1)RZ

2
√
κNS (NS + 1)ZRT (2NS + 1) I

)
, (3)

where R = cos θI−i sin θY (with Y indicating the Pauli-Y ma-
trix) and

〈
a†BaB

〉
= NB/ (1 − κ) is the mean number of thermal

background photons. Tab. I shows the mean thermal photon
number for a typical microwave field at ω = 2π × 5 GHz at
temperatures of interest. The signal and return modes propa-
gate at room temperature, while—depending upon the chosen
device—detectors and amplifiers can be operated at tempera-
ture TS equaling either the room temperature, a few Kelvins,
or ideally close to the Josephson parametric amplifier gener-
ating the TMSV state at microwave frequency [26, 27], which
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FIG. 1. Schematic of quantum illumination, with a practical receiver based on correlation-to-displacement conversion, in the presence of noise
and loss. A set of M signal-idler TMSV states is generated by an entanglement source, with the idler mode (aI) stored in a refrigerator (at
temperature TI) for later detection. The signal mode (aS ) is transmitted from the transmitter to investigate a target, which is represented by a
phase-shift thermal-loss channel (Φκ, θ). The returning modes (aR) are gathered at the receiver, where they undergo processing (at temperature
TS ). To account for losses (ηS ) and noise, they are first amplified (G) before being heterodyne-detected (het). The measurement results are
then collected and used to operate a programmable beamsplitter array. This array transforms the phase-sensitive cross-correlation among the
M signal-idler pairs into the complex displacement amplitude dT of a collective idler mode (with thermal photon number E) at the output of
the array, which is detected by a photodetector (PD). We take into account the impact of imperfect idler detection using the ηI elements, which
commute with the beamsplitter array and thus appear beforehand.

ω/2π [GHz] T [K] N ∼
5 3 × 102 1.25 × 103

102 4.15 × 102

10 40
4 15
1 4

10−1 10−1

10−2 4 × 10−11

4 × 10−3 9 × 10−27

TABLE I. Values of mean thermal photon numbers for a microwave
mode at ω = 2π × 5 GHz at temperature values of interest.

is typically placed in the cold plate of a dilution refrigerator at
about 10 mK [8, 19, 28]. The idler is always stored in the di-
lution refrigerator at about TI ∼ 10 mK [8, 19, 28], to enable
quantum advantages.

IV. CORRELATION-TO-DISPLACEMENT CONVERSION
IN THE IDEAL CASE

Ref. [20] proposes a conversion module for capturing
and transforming quantum correlation into coherent quadra-
ture displacement, to enable the optimal receiver design for
various entanglement-enhanced protocols. The module is
based on heterodyne and programmable passive linear op-
tics, and maps the multi-mode quantum detection problem
to the semi-classical detection problem of a single-mode
noisy coherent state, allowing for explicit measurements to
achieve the optimal performance. The module provides a
paradigm for processing noisy quantum correlations for near-

term implementation and can be applied to a wide range
of entanglement-enhanced protocols, including quantum illu-
mination, phase estimation, classical communication, target
ranging, and thermal-loss channel pattern classification.

QI for target detection considers the discrimination between
two channels, Φ0, 0 and Φκ, 0. In fact, we will consider from
now on the simple case of a fixed known phase-shift θ (which
can always be chosen equal to zero), as the protocol’s perfor-
mance in the large M limit is independent of this phase [6].
Additionally, the possibility of a random return phase-shift
has been explored [29].

In the ideal case, the conversion module produces the dis-
placed thermal states ρ0,NS (target absent, H0) and ρ√x, E (tar-
get present, H1), where

ρα, E =

+∞∑
n=0

En

(E + 1)n+1 D (α) |n⟩ ⟨n|D† (α) , (4)

with |n⟩ a Fock state and D (α) the displacement operator.
The total displacement amplitude square x ∼ P(M) ( · ; ξIdeal)
obeys a (generalized) χ2 distribution with ξIdeal ≡ κNS (NS +

1)/2(κNS + NB + 1). Here the probability density function for
the χ2 distribution parameterized by ξ is given by

P(M) (x; ξ) =
xM−1e−x/(2ξ)

(2ξ)M Γ (M)
, (5)

where Γ (M) = (M − 1)! is the gamma function [20]. This
leads to the error probability performance limit

PC )D =

∫ +∞

0
dx P(M) (x; ξ) PH

(
ρ0,NS , ρ

√
x, E

)
, (6)

where PH is the Helstrom limit [30–32]

PH (ρ1, ρ2) =
1
2

(
1 −

1
2

Tr
[
|ρ1 − ρ2|

])
, (7)
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FIG. 2. Behavior of r(LB)
C )D/rCS as a function of log10 [NV (1 − 1/G)]

with amplification and ideal signal and idler detection, for differ-
ent values of log10 NS , given NB = 1250 and κ = 0.01. NS ={
101, 100, 10−1, 10−2, 10−3, 10−6

}
from bottom to top, as indicated

by the labels on top of the curves. The plot indicates that the am-
plification stage provides a factor of advantage greater than 2 (as
indicated by the horizontal dashed line) for a range of relevant pa-
rameters. This is due to the robust compensation of noise effects
achieved by amplifying, as demonstrated by the vertical dashed line
at NV (1 − 1/G) = NB.

in the case of equal prior probability. As shown in Ref. [20],
even though the exact solution of Eq. (6) is challenging, we
can obtain lower (LB) and upper bounds (UB) for the er-
ror exponent rC )D = − limM→∞ ln (PC )D) /M. The upper
bound can be achieved by approximating ρ√x, E as a coherent
state and ρ0,NS as vacuum. In the respect of the asymptotic
analysis, the Helstrom limit approaches PH

(
ρ0,NS , ρ

√
x, E

)
∼

e−x/4, which—combined with Eq. (6)—gives the upper bound
r(UB)

C )D = 2ξ. On the other hand, a lower bound of the conver-
sion module performance can also be obtained as [20]

r(LB)
C )D = 2ξ

( √
NS + 1 −

√
NS

)2
. (8)

In comparison, the optimal classical case, achieved when a
coherent-state with mean photon number NS is sent to the tar-
get, has the error exponent

rCS = κNS

( √
NB + 1 −

√
NB

)2
. (9)

In the NS ≪ 1 and NB ≫ 1 limit, one finds that r(UB)
C )D ≃ r(LB)

C )D ≃

4rCS, which achieves the optimal advantage.

V. PRACTICAL MICROWAVE DETECTION SCENARIO

Regardless of the technology or setup employed, non-
idealities or imperfections will always exist in practical sys-
tems, affecting their performance. To mitigate this, we pro-
pose the use of a pre-detection amplifier, which can compen-
sate for additional coupling loss. Our results demonstrate that
this approach can effectively improve the performance of bi-
nary hypothesis testing and enhance the accuracy of state dis-
crimination.

Before detection, the returned mode is amplified using a
quantum amplifier, leading to the amplified mode

aA =
√

GaR +
√

G − 1a†V , (10)

where
〈
a†VaV

〉
= NV is the mean photon number of the am-

plifier noise mode. The amplified aA and the idler aI modes
share the CM

VAI =

 (2NA + 1) I V12RZ
V12ZRT (2NS + 1) I

 , (11)

where

NA =
〈
a†AaA

〉
=G [κNS + NB + (1 − 1/G) (NV + 1)] ,

V12 = 2
√

GκNS (NS + 1).

(12)

Microwave amplifiers with gain G ∼ 100 and excess noise of
NV ∼ 10 photons have been successfully utilized in various
microwave QI experiments [19]. Additionally, superconduct-
ing quantum computers employ microwave quantum-limited
amplifiers that exhibit added noise levels of about half a pho-
ton [33]. The behavior of such experimental systems can be
accurately described by the phase-insensitive linear amplifier
model presented in Eq. (10).

It should be noted how, comparing Eq. (11) with the one
without any amplification Eq. (3), the performance lower
bound Eq. (8) applies also to the case with the amplifier, as
long as one replaces the parameters κ → Gκ and NB → NA −

GκNS . Furthermore, we see that if (1 − 1/G) (NV + 1) ≪ NB,
the performance of the conversion module does not change
asymptotically. This is verified in Fig. 2 via calculating
r(LB)

C )D/rCS vs log10 [NV (1 − 1/G)], where the factor of four (6
dB) advantage is seen at the NS ≪ 1 limit.

The same analysis can also be applied to the non-ideal sce-
nario of imperfect heterodyne detection of the amplified mode
and imperfect idler detection. Heterodyne detection efficiency
in the microwave regime typically ranges from 40% to 70%
depending on the input power. However, in the scope of our
analysis, ηS represents the overall channel efficiency, which is
dependent on the specific experiment and may be much lower,
with realistic values around 10% or even less (down to 1%).
Therefore, to account for the efficiencies of the detectors, we
introduce two beamsplitters, as illustrated in Fig. 1, with trans-
missivities ηS and ηI , respectively. These beamsplitters com-
bine the incoming modes aA and aI with their respective ther-
mal modes aE1 and aE2 .

For simplicity, we assume the non-ideal heterodyne detec-
tion to be symmetric in the quadratures, resulting in the input-
output relation

a′A =
√
ηS aA +

√
1 − ηS aE1 , (13)

where we set
〈
a†E1

aE1

〉
= NE1 . By performing the analysis

through channel composition [see Eqs. (2), (10), and (13)],
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one can obtain

a′A = eiθ
√
ηS GκaS +

√
1 − ηS Gκã,

ã =

√
ηS G (1 − κ)aB +

√
ηS (G − 1)a†V +

√
1 − ηS aE1√

1 − ηS Gκ
,

(14)

with
[
ã, ã†

]
= 1, and

〈
ã†ã

〉
=
ηS GNB + ηS (G − 1) (NV + 1) + (1 − ηS ) NE1

1 − ηS Gκ
. (15)

With this composition, the channel is now characterised by
the parameters

κ → ηS Gκ,

NB → ηS G
[
NB + (1 − 1/G) (NV + 1) +

1 − ηS

ηS G
NE1

]
.

(16)

If we combine this reparameterization with an imperfect idler
detection

a′I =
√
ηIaI +

√
1 − ηIaE2 , (17)

with
〈
a†E2

aE2

〉
= NE2 , the CM of these two non-ideal modes

a′A and a′I can be expressed as

V′AI =


(
2N′A + 1

)
I V ′12RZ

V ′12ZRT
(
2N′I + 1

)
I

 , (18)

where we call

N′A = ηS G
[
κNS + NB + (1 − 1/G) (NV + 1) +

1 − ηS

ηS G
NE1

]
,

V ′12 = 2
√
ηS ηIGκNS (NS + 1),

N′I = ηI

(
NS +

1 − ηI

ηI
NE2

)
.

(19)

It is worth noting how the dominance of N′A by NB in Eq. (19)
suggests that excess noise from the electronics may not play a
significant role.

VI. CORRELATION-TO-DISPLACEMENT CONVERSION
IN PRACTICE

Since the procedure has been extensively discussed in
Ref. [20], we will not delve into it in this paper. By hetero-
dyning mode a′A, one obtains the remaining modes are still in
a Gaussian state, resulting in the following expression for the
output CM

V′(Het)
I|A =

(
2E′ + 1

)
I,

E′ =N′I −
ηS ηIGκNS (NS + 1)

N′A + 1
.

(20)

Correspondingly, with measurement result xΠ = (qΠ, pΠ)T ,
the mean of the non-ideal idler becomes

x′I =
√
ηS ηIGκNS (NS + 1)

N′A + 1

 qΠ cos θ + pΠ sin θ
qΠ sin θ − pΠ cos θ

 . (21)

Here Π is just a subscript reminding ourselves that these are
measurement outcomes. With the imperfections in consider-
ation, the distribution of the measurement outcomes is given
by

p
(
xΠ

)
=

exp
(
−
|xΠ|

2

4(N′A+1)

)
4π

(
N′A + 1

) , (22)

from which the distribution ofMm =
(
qΠm + ipΠm

)
/2 can be

obtained as

p (Mm) =
exp

(
−
|Mm |

2

N′A+1

)
π
(
N′A + 1

) . (23)

Finally, by utilizing the displacement conditional on the het-
erodyne measurement result in the idler complex plane

dm =

√
ηS ηIGκNS (NS + 1)eiθM⋆m

N′A + 1
, (24)

we can express the total displacement of the collective idler
mode at the output of the programmable beam splitter array,
through a change of variables, as

|dT |
2 =

M∑
m=1

|dm|
2 = ξ

2M∑
i=1

z2
i , zi ∼ N (0, 1) ,

ξ =
ηS ηIGκNS (NS + 1)

2
(
N′A + 1

) ,

(25)

whereN (0, 1) denotes a Gaussian distribution with zero mean
and unit variance. In the following sections, we will make
extensive use of the parameter ξ, which plays a critical role
in our analysis. We note that |dT |

2 satisfies the χ2 distribution
Eq. (5), with mean 2Mξ and variance 4Mξ2. Furthermore,
Eq. (20) can be conveniently rephrased as E′ = N′I − 2ξ.

A. Performance limits of the conversion module in practice

Here we introduce a further, commonly used, benchmark
for analysing the illumination protocol, i.e., the Quantum
Chernoff Bound (QCB). It provides an upper bound for the
Helstrom error probability of Sec. IV, which is asymptotically
tight in the error exponent for large M [34]. Thus, the error
exponent of the QCB provides the best achievable error expo-
nent, and must be larger than r(LB)

C )D .
The comparison between the error exponent of the C )D

module [see Eq. (8) and that for the upper bound, which
is within the text] and the one obtained from the QCB (see
App. A for further details) can be seen in Fig. 3, showing



6

FIG. 3. Black lines represent the ratio r(LB)
C )D/rCS as a function

of log10 NS , purple ones r(UB)
C )D /rCS, dashed gray for the QCB (see

App. A), and blue ones r(NI)
CS /rCS, where rNI

CS is obtained by apply-
ing the substitution Eq. (16). (a) Ideal return detection, no additional
signal loss ηS = 1 and therefore no amplification needed, G = 1. (b)
Lossy return detection ηS = 0.1, assuming pure loss NE1 = 0. We
apply quantum-limited amplification of G = 100, NV = 0. (c) Ideal
return detection ηS = 1, and noisy amplification G = 100, NV = NB

at room temperature. (d) Lossy return detection ηS = 0.1 with
noise NE1 = NB at room temperature. We apply noisy amplifica-
tion G = 100, NV = NB at room temperature. The lower bound of
the C )D module consistently aligns with the QCB.

that even in the worst case scenario of lossy amplification and
imperfect detection, there is a factor of 2 improvement com-
pared to the classical case Eq. (9). Furthermore, it is worth
noting that the lower bound of the conversion module con-
sistently exhibits a close alignment with the QCB. The plots
in Fig. 4 provide evidence for the importance of an ampli-
fication stage in the microwave domain, where losses from
detection may be challenging to overcome. It compares the
ratio r(LB)

C )D/rCS with r(NI)
CS /rCS versus log10 G, in two different

temperature conditions (cool and warm). It can be seen that
amplification is not necessary in a cool environment, but it is
crucial in practical cases characterized by warm environments
where ηS < 1/2: only through amplification can a factor of
2 advantage be achieved, with the emergence of an optimal
value of G. In the later part of the paper, we will refer to the
parameter setting above as either the ‘cool case’ or the ‘warm
case’, referring to the processing temperature of the returned
signal.

B. Kennedy receiver

Let us now study the performance of the C )D module in
the case of a specific detection scheme of the conditional
idler state. A simple idler’s detection scheme is the classical
Kennedy receiver, described by the set of POVMs Π0 = |0⟩⟨0|
and Π1 = 1 − Π0, where 1 is the identity operator and |0⟩⟨0|
represents the absence of a photon. The receiver operates in

FIG. 4. The impact of losses and gain on two scenarios: (a) a cool
case with NV = NE1 = 0.1 (corresponding to TS = 100 mK) and (b) a
warm one with NV = NE1 = NB (corresponding to TS = 300 K). The
other parameters are fixed at NB = 1250, κ = 0.01, NS = 10−3, and
ηI = 1 (i.e., we assume the idler is ideally stored). Solid lines repre-
sent the ratio r(LB)

C )D/rCS as a function of the gain log10 G, for different
values of ηS (visible in the legend); dashed lines r(NI)

CS /rCS, where rNI
CS

is obtained by applying the substitution Eq. (16). Amplification is
not necessary in a cool environment (a), but it is crucial in practical
cases characterized by warm environments (b) where ηS < 1/2: only
through amplification can a factor of 2 advantage be achieved.

the on/offmode and distinguishes between the presence or ab-
sence of a photon.

A practical approach to implement such a receiver is de-
scribed in Ref. [8], where the authors introduce a method
based on a photo-current and photo-counting discriminator.
While the calibration and measurement of every parameter in
their system are rather complex, the basic idea is to use a dis-
persive qubit to read out single photons in a regime where the
probability of having more than one photon is low.

We present a simple approach that provides useful insights
and motivates the adoption of a Kennedy receiver, but we will
not employ it for our analysis. In the limit where the number
of signal photons NS ≪ 1 is low, the receiver (neglecting ex-
perimental limitations) accurately selects |0⟩ as the measure-
ment outcome. However, the uncertainty in the decision arises
from the fluctuations in the coherent state |α⟩. When the least
probable classical situation p0 = p1 = 1/2 is considered, the
error probability can be calculated as [20]

pe =
1
2
⟨α|Π1 |α⟩ =

1
2

e−|α|
2
∼ 2PH ⇒ PK ∼ 2PC )D, (26)

when |α| ≫ 1 [see Eq. (6)] .
Nevertheless, the idler photon counting formula Eq. (26)

only considers the ideal case of vacuum versus coherent state.
To account for deviations from this ideal scenario, we intro-
duce a Kennedy receiver that attempts to discriminate between
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two differently displaced thermal states at finite NS . In the P-
representation, the two density operators to be distinguished
are described by [35]

ρth (δ) =
∫

C

d2β

πNT
exp

[
−
|β − δ|2

NT

]
|β⟩⟨β| , (27)

where δ =
{
0,
√

x
}

is the phase-space displacement, and
NT = N′I − {0, 2ξ} represents the average number of photons
produced by thermal noise, with N′I and ξ defined in Eqs. (19)
and (25), respectively. The error probability can then be cal-
culated using the two POVMs as

pe = p0Tr
[
Π1ρth (0)

]
+ p1Tr

[
Π0ρth (α)

]
= p0

{
1 − Tr

[
Π0ρth (0)

]}
+ p1Tr

[
Π0ρth (α)

]
,

(28)

where Tr
[
Π0ρth (δ)

]
= exp

(
−
|δ|2

NT+1

)
/ (NT + 1) [see Eq. (E1) of

Ref. [24]]. Applied to our case, the least classical probability
situation p0 = p1 = 1/2 yields

pe =
1
2

1 +
exp

(
− x

N′I+1−2ξ

)
N′I + 1 − 2ξ

−
1

N′I + 1

 . (29)

Finally, the error probability of the Kennedy receiver is given
by

PK =

∫ +∞

0
dx P(M) (x; ξ) pe, (30)

with P(M) (x; ξ) given in Eq. (5). In other words

PK =
1

2
(
N′I + 1

) (1 + 2ξ
N′I + 1 − 2ξ

)1−M

+ N′I

 . (31)

While we have adopted the Kennedy receiver in this work, it
is worth noting that further performance improvements can be
achieved by optimizing the displacement amplitude and con-
sider the improved Kennedy receiver [36].

VII. PERFORMANCE BENCHMARKS

In order to assess the performance of the C )D module,
we compare it with a classical benchmark based on coher-
ent states and homodyne detection. The error probability of
homodyne detection is given by [2]

PE, homo =
1
2

erfc
√ κMNS

2 (2NB + 1)

 , (32)

where erfc[z] =
(
2/
√
π
) ∫ +∞

z dt e−t2
is the complementary er-

ror function.
Besides the classical scheme, we also benchmark with

known practical receivers for QI such as the PCR scheme [16,

FIG. 5. Comparison of the error exponent ratio r/rCS between the
C )D module and the PCR [see Eqs. (8), (33), and (9), respectively]
as a function of log10 NS and log10 NB. The other parameters corre-
spond to the ‘cool’ case and are set to: NV = NE1 = NVPCR = 0.1
(corresponding to TS = 100 mK), NE2 = 4 × 10−11 (corresponding
to TI = 10 mK), G = 100, GPCR = 2, ηS = 0.1, and ηI = 0.9. The
red circle represents the parameters used in Fig. 6. The C )D module
possesses clear better performance, as stated by the wide yellowish
areas.

20], whose error probability in the QI scenario is simply given
by (details can be found in App. B)

PE,PCR =
1
2

erfc
( √

RPCRM
)
,

RPCR =
µ2

1

4

[
2N′I + (GPCR − 1)

(
2N′I + 1

) (
N′A + N′A, κ=0 + 2

)
+µ2

1/2 + 2GPCRNVPCR

]−1
,

(33)

where µ1 is given by Eqs. (B8), and GPCR and NVPCR corre-
spond to the gain and mean number of added photons of the
phase conjugator, respectively. Fig. 5 shows a comparison be-
tween the performance limits of the C )D module and PCR
in terms of error exponents [see Eqs. (8) and (33), respec-
tively]. Although we only present the performance analysis
for the cool case of return signal processing, it is notewor-
thy that the C )D module exhibits superior performance com-
pared to the PCR, as evidenced by a significantly larger re-
gion of parameter space with better performance, as indicated
by the yellow coloration. The scaling of major error proba-
bilities with the number of copies M is shown in Fig. 6, for
both the warm and cool cases. Note that the parameter set-
ting of Fig. 6 corresponds to the red dot in Fig. 5. Specifi-
cally, we focus on the performance of the C )D module with
Kennedy receiver (red lines), which is almost comparable to
that of the QCB (blue) and outperforms any other practical
scheme considered. The saturation of the C )D performance
is due to the on-off detection of Kennedy receiver, as we will
resolve in Sec. VIII. We also present the comparison to the
Nair-Gu lower bound [21] (light gray), which shows similar
scaling of the QCB. In Fig. 5, the dashed curves are the per-
formance curves of the receivers assuming all equipment be-
come ideal, instead the solid curves where imperfections are
considered (the same color coding of the curves are adopted
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FIG. 6. Error probability as a function of the number of copies M
in both the non-ideal (solid) and ideal (dashed) case. The non-ideal
case is characterised by: NS = 10−3, NB = 1250, NE2 = 4 × 10−11

(corresponding to TI = 10 mK), κ = 0.01, G = 100, ηS = 0.1,
ηI = 0.9, and GPCR = 2. (a) Cool case with NV = NE1 = NVPCR =

10−1 (corresponding to TS = 100 mK), (b) warm one NV = NE1 =

NVPCR = 1250 (corresponding to TS = 300 K). Dashed lines are
the performance for each solid colored curve in the ideal scenario
(ηS = ηI = 1 and no amplification G = 1). The horizontal dashed
line marks PE, homo = 0.05.

for both dashed and solid, as indicated by the legend). To pro-
vide a comparison between the C )D module equipped with an
on/offKennedy receiver and the PCR, Fig. 7 presents the error
probability ratio log10

(
PE/PE, homo

)
for the cool case, where

M is chosen such that the homodyne error probability is fixed
at PE, homo = 0.05. As shown by the wide dark area, the C )D
module clearly outperforms the PCR in the NB ≫ 1, NS ≪ 1
parameter regime.

VIII. ENHANCED PERFORMANCE WITH
NUMBER-RESOLVING DETECTION

So far we have adopted the Kennedy receiver with on-off
detection, which leads to the saturation of error probability
(red lines) in Fig. 6 at large M. To obtain better performance,
in this section we generalize the Kennedy receiver to a photon
number resolving detector (PNRD) on the idler.

As already analyzed, the decision between the presence or
absence of the target is equivalent to discriminating between
two states of the final idler mode after the beamsplitter array:
the thermal state ρ0,N′I when the target is absent, and the dis-
placed thermal state ρ√x, E′ when it is present. Recall that N′I is
defined by Eq. (19), E′ by Eq. (20), and x is a random variable

FIG. 7. Comparison based on the error probability ratio
log10

(
PE/PE, homo

)
between (a) the C )D module (equipped with an

on/off Kennedy receiver) and (b) the PCR [see Eqs. (31), (33),
and (32), respectively] vs. log10 NS and log10 NB. The value of M
is selected to set PE, homo = 0.05. The other parameters correspond to
the ‘cool’ case and are: NV = NE1 = NVPCR = 0.1, NE2 = 4 × 10−11,
G = 100, GPCR = 2, ηS = 0.1, and ηI = 0.9. The red circle indicates
the parameters used in Fig. 6. As shown by the wide dark area, the
C )D module outperforms the PCR.

associated with the results of M heterodyne measurements on
the return modes, distributed according to Eq. (5), with ξ given
by Eq. (25). With a PNRD detection, we can now compare
the photon number probability distributions for the two hy-
potheses: p(0)

n = ⟨n| ρ0,N′I |n⟩ and p(1)
n (x) = ⟨n| ρ√x, E′ |n⟩. The

presence of the target is declared when the outcome of the
photon number measurement is greater than a predetermined
threshold value, n ≥ nD ≥ 1.

To prepare our analyses for the ROC curve, we consider the
false alarm probability PF and the detection probability PD
for a fixed decision threshold nD as

PF =

+∞∑
n=nD

⟨n| ρ0,N′I |n⟩ , (34)

PD =

+∞∑
n=nD

∫ +∞

0
dx P(M) (x; ξ) ⟨n| ρ√x, E′ |n⟩ , (35)

where we average over the random variable x.
The evaluation of PF is simple and one has

PF (nD) =
(

N′I
N′I + 1

)nD

, (36)

while that of PD is more involved. We start by using the fol-
lowing result for the photon statistics of a displaced thermal
state for a given x [37, 38]

p(1)
n (x) =

exp
(
− x

E′+1

)
E′ + 1

(
E′

E′ + 1

)n

Ln

[
−

x
E′(E′ + 1)

]
, (37)

where Ln [·] is the n-th Laguerre polynomial. Next, one can
perform the average over the probability distribution Eq. (5)
to obtain the average photon number probability distribution



9

when the target is present

p̄(1)
n (M; ξ) =

(E′ + 1)M−n−1E′n

(E′ + 1 + 2ξ)M

× 2F1

[
M, −n, 1, −

2ξ
E′(E′ + 1 + 2ξ)

]
,

(38)

where 2F1 (a, b, c, z) is the Gaussian hypergeometric func-
tion. Consequently, the detection probability PD (nD) can be
exactly determined as

PD (nD) = 1 −
nD−1∑
n=0

p̄(1)
n (M; ξ) . (39)

A. Bayesian error probability

To begin with, we consider the symmetric error PE =

(PF + 1 − PD)/2 and evaluate the performance. Here the re-
sults are similar to that of Ref. [29]. This is because, given
the choice of photon counting, random phase does not change
the performance anymore. From Eqs. (38) and (36), we have
the error probability PE as a function of the threshold nD. We
compare this optimal decision strategy with a variable thresh-
old nD, and quantify the error of probability using

P(nD)
C )D =

1
2

1 − nD−1∑
n=0

γn (2M; ξ)

 , (40)

where the function

γn (M; ξ) =
N′nI(

N′I + 1
)n+1

−
(E′ + 1)M−n−1E′n

(E′ + 1 + 2ξ)M 2F1

[
M, −n, 1, −

2ξ
E′(E′ + 1 + 2ξ)

]
.

(41)

Although the above equation is exact, to enable efficient nu-
merical evaluation in all parameter region of interest, we fur-
ther make an approximation at the M ≫ 1 limit and obtain

γn (M; ξ) ≃
N′nI(

N′I + 1
)n+1

−
E′n

(E′ + 1)n+1 e−2Mξ/E′
1F1

[
n + 1, 1,

2Mξ
E′ (E′ + 1)

]
.

(42)

The precision of such an approximation is sufficient for our
evaluation, as verified in Ref. [29]. The optimal performance
is then given by a minimization of the error probability over
the threshold nD,

P(opt)
C )D = min

nD≥1
P(nD)

C )D. (43)

Note that P(1)
C )D ≡ PK [see Eq. (31)], as expected.

FIG. 8. The saturation of the red line in Fig. 6 suggests an improve-
ment, following the lines of Ref. [29], where a variable threshold
decision strategy approach has been used for asymptotic analysis.
The red curve reproduces the usual Kennedy receiver corresponding
to the fixed threshold nD = 1. The dashed grey lines corresponds to
the case of fixed, increasing values of nD. The orange line gives the
optimized result in which nD is adjusted according to M, and there-
fore to the two states to be discriminated. This latter approach yields
results comparable to those of the non-ideal QCB (blue). Parameter
values are the same as those of Fig. 6.

Fig. 8 shows the results of our analysis, using the same pa-
rameter values as in Fig. 6. We observe that the optimized ap-
proach (orange) produces results that are comparable to those
of the non-ideal QCB (blue, see also App. A). Specifically,
the irregular trend in the data is well described by a variable
threshold decision strategy approach, which is represented by
the dashed lines in the figure. Our findings suggest that the
optimized approach can effectively discriminate between the
two states of interest, even in the presence of noise and other
imperfections.

B. Receiver operating characteristic

1. Conversion module and photon-number resolving detector

Let us now analyse the performance of the C )D module
within the Neyman-Pearson framework, which is suitable in
some radar operations [39], using ROC curves. In this ap-
proach, a chosen false alarm probability PF is fixed, and the
goal is to maximize the detection probability PD. By gradu-
ally reducing the threshold value nD from a high (ideally in-
finite) value to zero, a concave ROC curve can be obtained,
plotting PD versus PF , starting from PF = PD = 0 and ending
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at PF = PD = 1.
To gain a clearer understanding of the behavior of the ROC

curve, we derive an analytical expression based on a Gaus-
sian approximation. When x ≫ 1, the probability distribu-
tion p(1)

n (x) Eq. (37) can be represented by a Gaussian dis-
tribution with mean ⟨n(x)⟩ = E′ + x, and variance σ2

n(x) =〈
n2(x)

〉
− ⟨n(x)⟩2 = E′2 + E′ + x (2E′ + 1). As a result, in this

limit, the average probability distribution Eq. (38) can also be
approximated by a Gaussian distribution with properly aver-
aged mean and variance, and we have

p̄(1)
n (M; ξ) ∼

1√
2πσ2

n

exp
[
−

(n − n̄)2

2σ2
n

]
, (44)

with

n̄ = E′ + x̄
= E′ + 2Mξ, (45)

σ2
n = E′2 + E′ + x̄

(
2E′ + 1

)
+ σ2

x

= E′2 + E′ + 2Mξ
(
2ξ + 2E′ + 1

)
, (46)

taking into account that the distribution Eq. (5) has mean
x̄ = 2Mξ, and variance σ2

x = 4Mξ2. A necessary condition for
the validity of such a Gaussian treatment is that x̄ = 2Mξ ≫ 1.
By using the Gaussian approximation Eq. (44), and eliminat-
ing the threshold nD with the aid of Eq. (36), one gets the
following approximate expression for the ROC curve of the
C )D module

PD (PF) ∼
1
2

erfc

 1

σn
√

2

 log PF

log
(

N′I
N′I+1

) − n̄


 . (47)

This approximation provides a satisfactory description of the
ROC curves for moderate values of PD and PF as long as
2Mξ > 1. Although the average probability distribution
p̄(1)

n (M; ξ) resembles a Gaussian distribution around the peak
centered at its average value, it decays exponentially, not
Gaussianly, for PF → 0 ⇒ PD → 0, i.e., nD → ∞. As
a result, Eq. (47) tends to underestimate the value of PD for
high threshold values nD.

2. The ROC curve in the case of the PCR

As discussed in App. B (see also Ref. [40]), when M ≫ 1,
the photo-count difference of the PCR, N = N+ − N−, accord-
ing to the central limit theorem, follows a Gaussian distribu-
tion with a probability density for the two hypotheses

PN |H0/1

(
n|H0/1

)
=

exp
[
−

(n−Mµ0/1)2

2Mσ2
0/1

]
√

2πMσ2
0/1

, (48)

where the two mean values µ0/1 and the two variances σ2
0/1

are given by Eqs. (B8).
The discrimination between two Gaussian distributions

with different means and variances can be obtained by using

the extended van Trees approximation [41], and it can be ex-
pressed in terms of the auxiliary function

µ(s) = ln

 σ1−s
1 σ

s
0√

sσ2
0 + (1 − s)σ2

1

× exp

−M (µ0 − µ1)2 s (1 − s)

2
[
sσ2

0 + (1 − s)σ2
1

]

 ,

(49)

where s is a threshold parameter. The false alarm and detec-
tion probabilities are then respectively given by

PF =
1
2

erfc

s

√
µ̈(s)

2

 ,
PD = 1 −

1
2

erfc

(1 − s)

√
µ̈(s)

2

 ,
(50)

where µ̈(s) ≡ d2µ/ds2.
However, one can get a simpler and clearer expression by

taking into consideration that the variances for the two hy-
pothesis, σ2

0 and σ2
1, are nearly identical for the typical pa-

rameter values in a microwave QI experiment, that is, when
κ ≪ 1, NS ≪ 1, and NB ≫ 1. In fact, Eqs. (B8) give

σ2
1 − σ

2
0

σ2
0

= ηS G (GPCR − 1) κNS
[
2N′I + 1 + 2ηI (NS + 1)

]
×

[
N′I + (GPCR − 1)

(
2N′I + 1

) (
N′A, κ=0 + 1

)
+GPCRNVPCR

]−1
,

(51)

which scales as κNS /NB ≪ 1 when NB ≫ NS . As a result,
one has µ̈(s) = Mµ2

1/σ
2
1 ≡ d2

PCR in Eqs. (50), which can be
rewritten as

PF =
1
2

erfc
[

1
√

2

(
ln η
dPCR

+
dPCR

2

)]
,

PD =
1
2

erfc
[

1
√

2

(
ln η
dPCR

−
dPCR

2

)]
,

(52)

where we introduce the new threshold parametrization as
ln η = (s − 1/2) d2

PCR. By eliminating this threshold param-
eter, the analytical expression of the ROC curve for the PCR
can be obtained as

PD =
1
2

erfc
[
erfc−1 (2PF) −

dPCR
√

2

]
, (53)

where erfc−1(z) is the inverse of the complementary error
function. We notice that the ROC curve for the PCR is an-
alytically identical to that of the optimal classical benchmark
of using coherent states and homodyne detection. Both have
the same form as in Eq. (53), but the replacement dPCR →

dCS = 2
√

MκNS / (2NB + 1) [40].
Fig. 9 presents the behavior of the ROC curve for the C )D

module in both warm and cool cases, considering losses and
amplification in the detection scheme. The results are com-
pared to the corresponding Gaussian approximation Eq. (47),
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FIG. 9. Comparison of ROC curves. The red line shows the perfor-
mance of the C )D module with a PNRD; the black one that of the
PCR given by Eq. (53); the dashed light gray line depicts the perfor-
mance of the Gaussian approximation of Eq. (47); the full dark grey
line gives the non-ideal classical benchmark [using Eq. (53) with
dPCR → dCS plus Eq. (16)]. The parameters used are the same as
in Fig. 5 and 7 (indicated by the red dots there), with M = 69 × 107.

the PCR Eq. (53), and the non-ideal classical benchmark [us-
ing Eq. (53) with dPCR → dCS and Eq. (16)], all obtained under
the same experimental conditions.

When the Neyman-Pearson decision strategy is considered,
it can be observed that the C )D module exhibits excellent per-
formance in both the cool and warm cases. In particular, its
ROC curve is significantly larger than those obtained with the
PCR and the classical approach for the same experimental
conditions.

IX. CONCLUSIONS

In conclusion, this work analyzed how experimental imper-
fections can be mitigated using correlation-to-displacement
conversion-based receivers, and our results showed that am-
plification on the return signals can effectively compensate for
additional loss in the heterodyne detection. We also employed
a Kennedy receiver for idler detection conditioned on hetero-
dyne and demonstrated that in the ideal case, such a scheme
has the optimal error exponent. In practical scenarios, such a
receiver still provides quantum advantages over classical opti-
mal schemes and outperforms other known practical receivers
for quantum illumination.

Compared to sub-optimal receivers like OPA and PCR, the

receiver design proposed in Ref. [20] and further developed
here, based on C )D conversion, not only achieves optimality
but also eliminates the need for direct interaction between the
idlers and the returns. This is particularly advantageous for
microwave quantum illumination, where idlers require low-
temperature cooling and isolation, while the returns are noisy
and at room temperature. By relying only on heterodyne and
photon detection, this receiver design significantly reduces
the technical challenges associated with optimal receivers, as
compared to previous proposals based on sum-frequency gen-
eration [17].

Recent attention has focused on exploring non-Gaussian
states as quantum probes in QI [42, 43]. However, it is estab-
lished that TMSV states are asymptotic optimal for QI with a
given signal photon number [21, 25, 44]: Ref. [25] proved the
optimality for asymmetric hypothesis testing, while Refs. [21,
44] find TMSV to be optimal in the symmetric hypothesis test-
ing in the weak reflectivity and large noise limit. The C )D
conversion scheme described in this study could also be ex-
tended to the non-Gaussian scenario. Although the analysis
may be more complex, our findings indicate that comparable
asymptotic performance can potentially be achieved.

Overall, our findings illustrate the feasibility of practical
microwave quantum illumination systems that can overcome
experimental imperfections and offer quantum advantages for
target detection in noisy environments. These insights can in-
form the development of future quantum illumination systems
and contribute to the advancement of quantum sensing tech-
nologies.
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Appendix A: Quantum Chernoff bound

The Quantum Chernoff Bound (QCB) is a powerful tool for
determining an upper bound to the Helstrom limit PH [45–
48]. It is particularly useful for an ensemble of Gaussian
states {ρh}, where it can be efficiently computed using sym-
plectic decomposition. In our specific case of discriminating
between Φ0, 0 and Φκ, 0, this corresponds to the discrimination
of {ρh}

κ
h=0, with mean xh = 0 and CM V′(h)

AI [see Eq. (18) with
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θ = 0]. Indeed, the matrix V′(h)
AI can be denoted as

V′(h)
AI =

 ahI chZ
chZ bI,

 , (A1)

with ah = 2N′A + 1, b = 2N′I + 1, and ch = V ′12. Its symplectic
eigenspectrum is then given by

ν(h)
± =

√
yh ± (b − ah)

2
, (A2)

where yh = (ah + b)2 − 4c2
h, and with the symplectic matrix Sh

described by

Sh =

 ω(h)
+ I ω(h)

− Z
ω(h)
− Z ω(h)

+ I,

 , ω(h)
± =

√
ah + b ±

√
yh

2
√

yh
. (A3)

In this regard, the QCB is simply expressed as

PQCB =
1
2

(
inf

s∈[0, 1]
Qs

)M

, (A4)

where Qs = 4 det (Σs)−1/2 ∏2
j=1 Gs

(
ν(0)

j

)
G1−s

(
ν(κ)j

)
, Σs =

Ṽ0(s) + Ṽκ(1 − s), and having defined

Ṽh(s) = Sh

 2⊕
j=1

Λs

(
ν(h)

j

)
I

 ST
h ,

Gs(x) =
2s

(x + 1)s − (x − 1)s ,

Λs(x) =
(x + 1)s + (x − 1)s

(x + 1)s − (x − 1)s .

(A5)

Appendix B: Phase-conjugate receiver

To ensure clarity and avoid confusion for the reader, we
reintroduce the hat notation in this section, to distinguish be-
tween an operator Ô and its corresponding mean value O =〈
Ô
〉
.

In a PCR the â′A modes are phase-conjugated according to
the following transformation

âC =
√

GPCRâVPCR +
√

GPCR − 1â′†A , (B1)

where GPCR is the gain and âVPCR is the annihilation operator of
the noise entering the unused port of the PCR. The conjugated
modes are then recombined on a balanced beamsplitter with
the non-ideal idler mode â′I as â± =

(
âC ± â′I

)
/
√

2, that is

â± =
1
√

2

( √
GPCRâVPCR +

√
GPCR − 1â′†A ± â′I

)
. (B2)

In the following analysis, we will not consider terms whose
mean value ⟨ · ⟩ is null, such as those linear in âVPCR . Similarly,
we will group together terms whose mean value ⟨ · ⟩ is equal,
that is,

〈
â′Aâ′I

〉
=

〈
â′†I â′†A

〉
. That said, the photon numbers at

the output of the beamsplitter can be expressed as

N̂± = â†±â±

=
1
2

[
N̂C ± 2

√
GPCR − 1â′Aâ′I + N̂′I

]
,

(B3)

where

N̂C = â†C âC

= GPCRN̂VPCR + (GPCR − 1)
(
N̂′A + 1

)
,

N̂VPCR = â†VPCR
âVPCR .

(B4)

When M ≫ 1, the photo-count difference N = N+ − N−, ac-
cording to the central limit theorem, follows a Gaussian dis-
tribution with mean Mµ, where

µ =
√

GPCR − 1V ′12, (B5)

and variance Mσ2, with

σ2 = N+ (N+ + 1) + N− (N− + 1) −
(
NC − N′I

)2 /2
= GPCRNVPCR + (GPCR − 1)

(
N′A + 1

)
+ N′I

+ 2 (GPCR − 1)
(
N′A + 1

)
N′I + (GPCR − 1) V ′212/2.

(B6)

The values of the mean µ and the variance σ2 are influenced
by both the off-diagonal CM element V ′12 and N′A, which vary
depending on whether the target is present (H1) or absent (H0).
Using the Gaussian approximation, in the QI scenario, the er-
ror probability is simply given by

PE,PCR =
1
2

erfc
( √

RPCRM
)
, RPCR =

(µ1 − µ0)2

4
(
σ2

1 + σ
2
0

) , (B7)

where the mean and variance for the two hypotheses are given
by

µ0 = 0,

µ1 = 2
√
ηS ηIG (GPCR − 1) κNS (NS + 1),

σ2
0 = N′I + (GPCR − 1)

(
2N′I + 1

) (
N′A, κ=0 + 1

)
+GPCRNVPCR ,

σ2
1 = N′I + (GPCR − 1)

(
2N′I + 1

) (
N′A + 1

)
+GPCRNVPCR + µ

2
1/2,

(B8)

resulting in the expression given for RPCR in the main text.
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