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The ability to perform fast, high-fidelity entangling gates is an important requirement for a viable
quantum processor. In practice, achieving fast gates often comes with the penalty of strong-drive
effects that are not captured by the rotating-wave approximation. These effects can be analyzed in
simulations of the gate protocol, but those are computationally costly and often hide the physics
at play. Here, we show how to efficiently extract gate parameters by directly solving a Floquet
eigenproblem using exact numerics and a perturbative analytical approach. As an example applica-
tion of this toolkit, we study the space of parametric gates generated between two fixed-frequency
transmon qubits connected by a parametrically driven coupler. Our analytical treatment, based on
time-dependent Schrieffer-Wolff perturbation theory, yields closed-form expressions for gate frequen-
cies and spurious interactions, and is valid for strong drives. From these calculations, we identify
optimal regimes of operation for different types of gates including iSWAP, controlled-Z, and CNOT.
These analytical results are supplemented by numerical Floquet computations from which we di-
rectly extract drive-dependent gate parameters. This approach has a considerable computational
advantage over full simulations of time evolutions. More generally, our combined analytical and
numerical strategy allows us to characterize two-qubit gates involving parametrically driven inter-
actions, and can be applied to gate optimization and cross-talk mitigation such as the cancellation
of unwanted ZZ interactions in multi-qubit architectures.

I. INTRODUCTION

With considerable advances in state preparation, gate
operation, measurement fidelity, and coherence time, su-
perconducting qubits have become one of the leading
platforms for quantum information processing [1–3]. Sys-
tems consisting of up to a few dozen qubits have been
recently deployed by a number of research groups [4–
6]. As these architectures are scaled up, an important
challenge is to engineer two-qubit interactions to realize
gates that are fast enough compared to the decoherence
times of the qubits, while at the same time obtaining
operation fidelities that are sufficiently high to satisfy a
threshold for quantum error correction [7, 8]. To realize
fast and high-fidelity two-qubit gates, precise modeling of
the dynamics of small multi-qubit systems is necessary,
but becomes computationally difficult as the number of
degrees of freedom increases. Moreover, to achieve fast
gates, drives that are strong in the sense of the rotating-
wave approximation (RWA) are necessary, in which case
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FIG. 1. a) Graph representation of the model. The three bare
modes have mutual capacitive couplings (light gray edges);
mode c is parametrically driven. b) Superconducting circuit
implementation: modes a and b are transmon qubits; the
coupler mode c is implemented as a generalized capacitively
shunted flux qubit (see text).

beyond-RWA corrections become important.

A dominant source of infidelity in gate operation con-
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sists of cross-Kerr interactions, or the ZZ terms in Pauli
matrix notation. These terms are either static due to
the connectivity of qubits, or dynamically generated by
control drives. In the case of many two- and single-
qubit gates, ZZ terms produce spurious entanglement
that cannot be mitigated by local single-qubit operations.
There are active experimental efforts to reduce the ef-
fect of ZZ interactions [9–14]. Moreover, the presence
of nonlocal ZZ interactions, and of higher-order cross-
Kerr terms, can indicate the onset of quantum chaotic
behavior in systems of many coupled qubits [15].

In this paper, we present a computationally efficient
set of analytical and numerical tools to characterize and
tailor gate Hamiltonians. As an example application
of these tools, we consider flux-tunable parametric cou-
pler architectures [16, 17] schematically illustrated in
Fig. 1. We develop two complementary approaches, both
of which start from a treatment of the Floquet Hamil-
tonian which can capture non-RWA effects exactly [18–
20]. Our analytical approach starts from the quantization
of the driven superconducting circuit. More specifically,
while we adopt a normal-mode picture such as in black-
box quantization [21] or energy-participation-ratio ap-
proaches [22], the mode frequencies and impedances, and
as a result self- and cross-Kerr interactions, depend on
the strength of the drive. This dependence is accounted
for in an expansion over the harmonics of the drive. From
this, we obtain analytical expressions of ac-Stark shifted
transition frequencies and interaction strengths. Impor-
tantly, as compared to previous work, normal modes are
defined here by taking into account drive-induced correc-
tions [23] to the Josephson potential [24]. Due to its simi-
larity to black-box quantization, this analytical technique
can be easily generalized to circuits containing multiple
qubits and couplers.

To obtain corrections to the effective interaction
strengths, our approach relies on a time-dependent
Schrieffer-Wolff perturbation theory [25–27], which con-
sists of a hierarchy of unitary transformations applied to
the time-dependent Floquet Hamiltonian [26, 28]. We
make the explicit choice to work in the transmon limit
of small anharmonicity [29], expressed in terms of the

small dimensionless parameter
√

8EC/EJ, whereas drive
effects are included in a series expansion over the har-
monics of the drive frequency and then integrated into
the exact treatment of the normal-mode Hamiltonian.
This approach allows us to identify the contribution of
each driven normal mode to the different effective inter-
action constants.

Our formalism is equally applicable to strong anhar-
monicities, where one has to formulate the Hamilto-
nian in the energy eigenbasis. The cross-resonance gate
[30, 31] has been modeled [27] with such methods, with
the notable difference that drive effects were included
in the perturbative expansion, something which requires
the calculation of higher-order corrections as the drive
strength is increased. In contrast, here we show that by
effectively performing a series resummation over drive-

amplitude contributions, we can model effects such as
gate-rate saturation with drive power that are frequently
observed (see e.g. Refs. [31, 32]) without the need to eval-
uate high-order terms in perturbation theory.

On the other hand, with our numerical approach,
we show how gate parameters and, more precisely, the
data from a two-tone spectroscopy experiment, can be
extracted from a solution of the Floquet eigenproblem
[18, 19]. This is efficient by comparison to the simula-
tion of Hamiltonian dynamics over the full duration of
the gate protocol: Floquet methods rely on integrating
the dynamics over one period of the parametric drive, on
the order of 1 ns, which is typically three orders of mag-
nitude shorter than the gate duration. By construction,
the parameters extracted from this approach account for
renormalization by the drives. We are then able to bench-
mark the convergence of the analytical approach by di-
rect comparison to the numerical result. In the context
of superconducting circuit architectures, Floquet numer-
ical methods have also been used to model instabilities in
transmon qubits under strong drives [23, 33], to obtain
corrections beyond linear-response theory for the bilinear
interaction between two cavities mediated by a driven
ancilla [34], to model a strongly-driven controlled-phase
gate between transmon qubits [35], or to enhance the
coherence of fluxonium qubits [36, 37].

The remainder of this paper is structured as follows.
In Sec. II we introduce the circuit model, as well as a ped-
agogical toy model from which all qualitative features of
the full theory can be extracted, and illustrate how to ob-
tain the different gate Hamiltonians. In Sec. III we intro-
duce the basic concepts for second-order RWA, based on
a Schrieffer-Wolff transformation of the Floquet Hamilto-
nian. Section IV captures in more detail the complexity
of the problem with an analysis of the three-mode the-
ory derived from the full-circuit Hamiltonian. In Sec. V,
we describe in detail a method to extract effective gate
Hamiltonians from a Floquet analysis. In Sec. V B, we
compare all previous approaches using simulations based
on the numerical integration of the Schrödinger equation.
Finally, we summarize in Sec. VI.

II. MODEL HAMILTONIAN

As a concrete example of our approach, we consider a
model for a parametric coupler consisting of three non-
linear bosonic modes interacting capacitively [16], see

Fig. 1a). The qubit modes â and b̂ are assumed to
be far-detuned, making the beam-splitter (or iSWAP)
qubit-qubit interactions negligible in the rotating-wave
approximation. Those modes are capacitively coupled to
a third mode, the coupler ĉ. The latter can be parametri-
cally modulated in order to activate interactions between
the two qubit modes, for example a iSWAP-type gate on
which we mostly focus here.
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A. Superconducting circuit

A possible realization of this three-mode system is
shown in Fig. 1b) and consists of two fixed-frequency
transmon qubits interacting via a capacitively shunted
flux qubit whose two branches contain one and N Joseph-
son junctions, respectively [38–40]. In a single-mode ap-
proximation, this generalized flux qubit plays the role
of coupler mode and the parametric drive is realized by
modulating the reduced external flux ϕext = 2πΦext/Φ0,
with Φext the flux threading the coupler loop and Φ0 the
flux quantum. For certain values of the static external
flux, the coupler has a positive anharmonicity, which is
important in obtaining gates with a vanishing ZZ in-
teraction [10, 14, 41, 42]. We stress that we use this
specific circuit implementation for illustration purposes
only, and that the methods presented here apply beyond
the weakly-anharmonic regime.

Quantizing the circuit of Fig. 1c) using the standard
approach [43, 44] yields the Hamiltonian (see Appendix B
for a detailed derivation)

Ĥ(t) = Ĥa + Ĥb + Ĥc(t) + Ĥg, (1)

where the transmons and the coupler are described by

Ĥj = 4ECjn̂
2
j − EJj cos(ϕ̂j), j = a, b,

Ĥc(t) = 4ECcn̂
2
c − αEJc cos [ϕ̂c + µαϕext(t)]

− βNEJc cos

[
ϕ̂c
N

+ µβϕext(t)

]
.

(2)

These expressions use pairs of canonically conjugate su-
perconducting phase difference and Cooper pair number
for the bare modes, [ϕ̂j , n̂k] = iδjk for the mode indices
j, k = a, b, or c, and we set ~ = 1. The Josephson energies
are denoted EJa, EJb for the transmon modes, whereas
βEJc is the Josephson energy of one of N array junc-
tions in the coupler, and α is a factor parametrizing the
anisotropy between the two branches. The parameter β is
a renormalization of the superinductance due to disorder
in the junction array and finite zero-point fluctuations
(see Appendix B). Moreover, the parameter α accounts
for a renormalization of the small junction energy due to
hybridization with the modes in the junction array. Fur-
thermore, ECa, ECb and ECc are charging energies. In
the transmon regime, EJa/ECa and EJb/ECb & 50 [29].

The coupler loop is threaded by an external flux ϕext

which can be modulated in time with a modulation am-
plitude δϕ, taken to be small compared to the flux quan-
tum

ϕext(t) = ϕext + δϕ sin(ωdt). (3)

As discussed by You et al. [45], quantization of the cou-
pler loop under time-dependent flux imposes that the
external flux be included in both branches of the poten-
tial energy in Ĥc(t), with weighting factors µα,β deter-
mined by the capacitive energies of the two branches (see

Appendix B for a detailed derivation). This subtlety is
important, as the details of the flux modulation deter-
mine the parametric interactions between the two qubit
modes.

Finally, the three bare modes interact through linear
terms induced by the capacitive coupling

Ĥg = 4ECabn̂an̂b + 4ECbcn̂bn̂c + 4ECcan̂cn̂a. (4)

The introduction of normal modes will eliminate this lin-
ear coupling Hamiltonian.

B. Toy model for circuit Hamiltonian

In this subsection, we introduce a simple model which
captures the essential qualitative features of the Hamilto-
nian of Eq. (1). Our toy model consists of three linearly
coupled Kerr-nonlinear oscillators and has the form given
in Eq. (1) now with

Ĥa = ωaâ
†â+

αa
2
â†2â2,

Ĥb = ωbb̂
†b̂+

αb
2
b̂†2b̂2,

Ĥc(t) = ωc(t)ĉ
†ĉ+

αc
2
ĉ†2ĉ2.

Ĥg = −gabâ†b̂− gbcb̂†ĉ− gcaĉ†â+ H.c.

(5)

Comparing to the full-circuit model, note that ωa(b) ≈√
8EJa(b)ECa(b) − ECa(b) whereas the anharmonicities

of the transmon qubits are negative and amount to
αa(b) ≈ −ECa(b). In an experimental implementation,
the parameters defining the coupler—the anharmonicity
αc and the frequency ωc(t)—can be varied by applying
a time-dependent external flux to activate a chosen gate.

The parametric drive resulting from the flux modula-
tion of Eq. (3) is modeled by a modulation of the coupler
frequency at a frequency ωd

ωc(t) = ωc + δ sin(ωdt). (6)

In a more detailed analysis of the coupler (see Sec. IV),
we take into account the time dependence of the anhar-
monicity αc, but we choose to neglect it in this toy model.

Note that we have reduced the complexity of the prob-
lem in a few ways: We have truncated the Josephson ex-
pansion to include only quartic terms. All photon num-
ber nonconserving terms have been dropped. Higher har-
monics of the drive of Eq. (6) are neglected, and we have
not considered the ac-Stark shifts of the various coupling
constants. All of these contributions are taken into ac-
count in the analysis of the full circuit Hamiltonian in
Sec. IV. Thus the toy model is significantly simpler than
the full circuit theory, but nonetheless still contains the
necessary ingredients that allow us to illustrate the gen-
eral method introduced in this paper.
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III. PERTURBATIVE EXPANSION

In this section, we introduce a perturbative expansion
to obtain successive corrections to the effective Hamilto-
nian in the rotating-wave approximation. To simplify the
discussion, we focus on the toy model and come back to
the full circuit Hamiltonian in the next section. Our ap-
proach relies on a sequence of unitary transformations
amounting to a time-dependent Schrieffer-Wolff treat-
ment of the Floquet Hamiltonian in the normal-mode
representation, an approach used before to derive correc-
tions to the lifetime of driven transmon qubits [26, 28].
Time-dependent extensions of Schrieffer-Wolff transfor-
mations have been shown to be necessary to capture ef-
fects of drives in the dispersive regime of circuit QED
[25], with quantitative agreement with experiment in the
analysis of the cross-resonance gate [27]. A notable differ-
ence from prior work on microwave-activated two-qubit
gates is that, in performing a normal-mode transforma-
tion, we are able to obtain good agreement with exact
numerics already at second order in perturbation theory.
For example, the calculation in Ref. [27] relies on an ex-
pansion in capacitive couplings and drive power, which
would require us, in the setup presented here, to go to
higher order (fourth) in the calculation to obtain results
comparable to the normal-mode approach.

A. Formalism

As usual, our starting point is a decomposition of the
system Hamiltonian into an unperturbed, exactly solv-
able part, and a perturbation:

Ĥ = Ĥ(0)(t) + λĤ(1)(t). (7)

Here, we have introduced the dimensionless power-
counting parameter λ to keep track of the order in per-
turbation theory, to be set at the end of the calculation
to unity, λ→ 1. Now we move to the interaction picture

with respect to Ĥ(0). Letting Û0(t) = T e−i
∫ t
0
dt′Ĥ(0)(t′),

where T is the time-ordering operator, we find for the
interaction-picture Floquet Hamiltonian

λĤ
(1)
I (t)− i∂t = Û†0 (t)

[
Ĥ(0) + λĤ(1)(t)− i∂t

]
Û0(t)

= Û†0 (t) λĤ(1)(t) Û0(t)− i∂t.
(8)

In the above we only assume that the unperturbed time-
evolution operator Û0(t) is known. Equation (8) can be
seen as a unitary transformation between two Floquet
Hamiltonians [19]. Thus, the Floquet quasienergies cor-

responding to λĤ
(1)
I (t) − i∂t must be identical to those

of Ĥ(0) +λĤ(1)(t)− i∂t, while the eigenstates are related

by Û0(t).
In an iterative Schrieffer-Wolff approach, we treat the

operator λĤ(1)(t) as a small perturbation from which

we derive corrections to the known Floquet quasiener-
gies of Ĥ(0) [26, 28]. To this end, we consider a uni-
tary transformation on the interaction-picture Floquet

Hamiltonian ĤI(t) − i∂t ≡ λĤ
(1)
I (t) − i∂t, and the cor-

responding Baker-Campbell-Hausdorff (BCH) expansion
in powers of the generator of this unitary, that is

ĤI,eff − i∂t ≡ e−ĜI(t)[ĤI(t)− i∂t]eĜI(t)

= ĤI − i ˙̂
GI + [ĤI , ĜI]−

i

2
[

˙̂
GI, ĜI]− i∂t + ...

(9)

This equation defines the effective Hamiltonian, whose
spectrum is equal (up to a desired precision in λ) to that

of the original driven theory. The generator ĜI(t) can be
solved for iteratively in powers of λ (see Appendix A),
which allows us to perform the rotating-wave approxi-
mation order by order

ĤI,eff = λĤ
(1)

I + λ2Ĥ
(2)

I + . . . (10)

where the terms on the right-hand side are defined below.
To obtain a lowest-order term of the effective Hamilto-

nian, λĤ
(1)

I , we separate the interaction picture Hamil-
tonian into oscillatory and non-oscillatory terms with the
notation

λĤ
(1)
I (t) ≡ λĤ

(1)

I + λ
˜̂
H

(1)

I (t), (11)

where we define the constant part of a time-dependent
operator Ô(t) by [46]

Ô ≡ lim
T→∞

1

T

∫ T

0

dtÔ(t), (12)

whereas the oscillatory part of the operator is˜̂
O(t) ≡ Ô(t)− Ô. (13)

Since the time-averaging operation removes all terms

that are oscillatory in time, Ĥ
(1)

I is the first-order RWA

Hamiltonian [46], whereas
˜̂
H

(1)

I is canceled by an appro-
priate choice of the corresponding term at order λ in the
generator.

One can iterate this procedure at every order, collect-
ing terms that are oscillatory and then canceling them.
The second-order RWA Hamiltonian (for a derivation, see
Appendix A) reads

λ2Ĥ
(2)

I =
1

i

[
Ĥ

(1)

I ,

∫ t

0

λ
˜̂
H

(1)

I (t′)dt′
]

+
1

2i

[
λ
˜̂
H

(1)

I (t),

∫ t

0

λ
˜̂
H

(1)

I (t′)dt′
]
.

(14)

This form becomes analogous to the second term in the
Magnus expansion [46, 47] when the perturbation has a

vanishing mean, i.e. Ĥ
(1)

I = 0.
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B. Black-box quantization approach to the toy
model

Expressing the toy-model Hamiltonian as the sum of
static quadratic terms, Ĥ(0), and of time-dependent and
Kerr terms, Ĥ(1)(t), the first step in deriving parametri-
cally activated interactions between the transmon modes
is to diagonalize the former, which we write as

Ĥ(0) =
(
â† b̂† ĉ†

) ωa gab gca
gab ωb gbc
gca gbc ωc

 â

b̂
ĉ

 . (15)

This diagonalization is achieved with an orthonormal

transformation α̂ =
∑
β=a,b,c uαβ β̂, for α = a, b, c, and

which is chosen such that Ĥ(0) takes the form

Ĥ(0) = ωaâ
†â+ ωbb̂

†b̂+ ωcĉ
†ĉ, (16)

where â, b̂ and ĉ are the normal modes and ωa,b,c the
corresponding mode frequencies. The uαβ are hybridiza-
tion coefficients encoding the connectivity of the three
modes through the capacitive couplings Ĥg entering in

Ĥ(0). In this normal-mode basis, the remainder of the
Hamiltonian reads

λĤ(1)(t) =∑
j=a,b,c

αj
2

(ujaâ+ ujbb̂+ ujcĉ)
†2(ujaâ+ ujbb̂+ ujcĉ)

2

+ δ sin(ωdt)(ucaâ+ ucbb̂+ uccĉ)
†(ucaâ+ ucbb̂+ uccĉ).

(17)

The expression above illustrates that coupling between
the normal modes arises from the nonlinearity and the
parametric drive.

Our choice of unperturbed Hamiltonian Ĥ(0) and per-
turbation λĤ(1) in Eqs. (16) and (17), respectively,
is guided by black-box quantization [21]: the unper-
turbed Hamiltonian is linear and diagonal in the normal-
mode basis, whereas the perturbation consists of Kerr-
nonlinear terms, on the one hand, and quadratics appear-
ing from the normal-mode expansion of the parametric
drive, on the other hand. As we show below, while better
choices are possible (see Sec. III C), this choice leads to a
simple and intuitive form for the effective Hamiltonian.

As an example of the many common types of interac-
tions that can be activated by a parametric drive [3], an
iSWAP interaction between the transmon modes arises
if we set the modulation to be at the frequency difference
between the two transmon modes

ωd = ωb − ωa. (18)

This choice yields the first-order RWA Hamiltonian

λĤ
(1)

I = J
(1)
ab

(
−iâ†b̂+ H.c.

)
+
α
(1)
a

2
â†2â2 +

α
(1)
b

2
b̂†2b̂2 +

α
(1)
c

2
ĉ†2ĉ2

+ χ
(1)
ab â

†âb̂†b̂+ χ
(1)
bc b̂
†b̂ĉ†ĉ+ χ(1)

ca ĉ
†ĉâ†â.

(19)
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FIG. 2. a) Static cross-Kerr interaction χab(ωc), from first
(black) and second-order RWA (blue), and from the full di-
agonalization of Sec. V) (light blue points) for: ωa/2π = 4.0,
ωb/2π = 5.5, αa/2π = −0.3, αb/2π = −0.2, αc/2π = 0.25,
gab/2π = 0.12, gbc/2π = −0.12, all in GHz, and gca/2π = 0.
b) Analogue of a) for dynamical cross-Kerr interaction at
δ/2π = 0.3 GHz. c) Same as b) for the gate interaction rate
Jab(ωc). Inset: Jab(δ) at ωc/2π = 4.25 GHz.

The first row of this equation contains the iSWAP inter-

action of amplitude J
(1)
ab . The second row contains the

mode anharmonicities, and the third row contains cross-
Kerr interactions, the first of which is the ZZ term.

The coupling constants in the above effective Hamilto-
nian result from the normal-mode transformation of the
quadratic part of the toy model and take the form

J
(1)
ab =ucaucb

δ

2
, α

(1)
j =

∑
i=a,b,c

u4ijαi,

χ
(1)
jk =

∑
i=a,b,c

2u2iju
2
ikαi,

(20)

for all j, k = a, b, c, and j 6= k. In practice, one wants

to maximize J
(1)
ab to obtain a fast gate, while minimiz-

ing the cross-Kerr interactions χ
(1)
jk to avoid the accu-

mulation of coherent errors. Cross-Kerr interactions are
a source of infidelity for a iSWAP-type gate, as well as
in other gate implementations [10–14, 48]. In the first-
order RWA Hamiltonian, to cancel the cross-Kerr in-
teraction between the two transmons, we use a coupler
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with a positive anharmonicity [42] αc > 0, together with
αa,αb < 0, which is distinct from using qubits of oppo-
site anharmonicities [10, 41], or couplers with negative
anharmonicity [14, 49]. Equation (20) forms the basis
for the optimization of the gate parameters. Before pur-
suing this further, we first derive important corrections
to the gate Hamiltonian from the oscillatory part of the

Hamiltonian,
˜̂
H

(1)

I (t). Finally, note that the first-order

term χ
(1)
jk is only a static, i.e. δ-independent, cross-Kerr

interaction.
At second order in perturbation theory, there is no

correction to the iSWAP gate frequency J
(2)
ab = 0. In

the regimes of interest, where the coupler frequency is
close enough to the qubit frequencies for the interaction
between the coupler and the qubits to be non-negligible,
the dominant contribution to the second-order RWA cor-
rection to the cross-Kerr interaction χ

(2)
ab is

χ
(2)
ab ≈ 2

(∑
j=a,b,c uajubju

2
cjαj

)2
ωa + ωb − 2ωc

+ δ
uacubc

[
u3aaubaαa − u3bbuabαb

]
ωa − ωb

.

(21)

The full expression for χ
(2)
ab can be found in Appendix C.

Inspecting the hybridization coefficients uαβ and the de-
nominators in Eq. (21), we deduce that the second-
order correction to the static cross-Kerr interaction, cor-
responding to the first term in Eq. (21), arises from a vir-
tual two-photon excitation of the coupler (generated by

the commutator [âb̂ĉ†2, â†b̂†ĉ2]). This correction would
not be present in a two-level approximation [16]. On the
other hand, the second term in Eq. (21) is the lowest-
order contribution to the dynamical cross-Kerr interac-
tion.

C. Improving the starting point of the
perturbation theory

As mentioned in the previous subsection, other choices
for Ĥ(0) and λĤ(1) are possible which give better accu-
racy in comparisons with exact Floquet numerics. In this
subsection, we take the unperturbed Hamiltonian Ĥ(0)(t)

to consist of the Fock-space diagonal part of Ĥ(t), namely

Ĥ(0)(t) = ωaâ
†â+ ωbb̂

†b̂+ ωcĉ
†ĉ

+ δ sin(ωdt)
[
u2caâ

†â+ u2cbb̂
†b̂+ u2ccĉ

†ĉ
]

+
α
(0)
a

2
â†2â2 +

α
(0)
b

2
b̂†2b̂2 +

α
(0)
c

2
ĉ†2ĉ2

+ χ
(0)
ab â

†âb̂†b̂+ χ(0)
ac â

†âĉ†ĉ+ χ
(0)
bc b̂
†b̂ĉ†ĉ,

(22)

where the quartic couplings in the last two rows are ex-
actly those defined in Eq. (20), with the superscript now
changed from 1 to 0 to reflect their presence in the un-
perturbed Hamiltonian.

We expect this starting point, Eq. (22), to lead to more
precise results, because of two reasons. Firstly, the per-
turbation Ĥ(1) is now off-diagonal in Fock-space. The
effects of the anharmonicities of the modes are now in-
cluded at the level of Ĥ(0), and, in particular, we expect
a dressing of contributions corresponding to two-photon
excitations, such as Eq. (21). Secondly, due to the second
row of Eq. (22), we can derive the effect of harmonics of
the drive frequency through a Fourier expansion of the
time-evolution operator Û0(t), defined below.

Following the steps of the previous subsections, we
evaluate the time evolution operator with respect to the
unperturbed Hamiltonian Ĥ(0)(t), that is

Û0(t) = e−i
∫ t
0
dt′Ĥ(0)(t′), (23)

with [Ĥ(0)(t), Ĥ(0)(t′)] = 0. The time-dependence in the
exponent is handled via the Jacobi-Anger identity [50]

e
iÔ δ

ωd
cosωdt = J0

(
Ôδ

ωd

)
+ 2

∞∑
n=1

inJn

(
Ôδ

ωd

)
cosnωdt,

(24)

for any operator Ô, where Jn(z) is the nth Bessel function
of the first kind [50]. This expansion allows us to keep
track of all harmonics of the drive. In practice, since the
modulation amplitude is small, δ/ωd � 1, only a few
terms will be necessary.

We obtain to first order (and truncating after the first
Bessel function)

J
(1)
ab =

δ

2
ucaucb

[
J0

(
δu2ca
ωd

)
J0

(
δu2cb
ωd

)

+ 3J1

(
δu2ca
ωd

)
J1

(
δu2cb
ωd

)]
,

(25)

which agrees, up to linear terms in δ, with the expression
in Eq. (20). On the other hand, the cross-Kerr interaction

at this order is vanishing χ
(1)
ab = 0.

To second order in perturbation theory, the dominant

contributions to J
(2)
ab are

J
(2)
ab =

iδ2

2
ucaucbu

2
cc

(
1

ωa − ωc
− 1

ωb − ωc

)
× J1

(
δu2cc
ωd

) ∏
j=a,b,c

J0

(
δu2cj
ωd

)
+ . . . .

(26)

We do not reproduce here the full form containing

20 terms. The second-order contribution χ
(2)
ab is non-

vanishing, and contains approximately 450 terms in ex-
panded form. Despite the complexity of these full expres-
sions, they are easy to derive and manipulate with sym-
bolic computation tools [51]. Focusing on the static cross-
Kerr interaction, i.e. in the δ → 0 limit, the dominant
correction resulting from the above changes amounts to
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our previous Eq. (21), but replacing the denominator of
the first term of that expression by a form that faithfully
includes the contribution from the anharmonicities, as
expected in the case of a virtual two-photon excitation
of the coupler mode. That is, approximately

ωa + ωb − 2ωc → ωa + ωb − (2ωc + u4ccαc). (27)

The full expression for the corrected static cross-Kerr in-
teraction can be found in Appendix C.

In Fig. 2 we compare analytical results to numerical
results obtained from exact diagonalization (at δ = 0),
or a solution of the Floquet eigenspectrum at δ 6= 0
(see Sec. V). We find that the agreement between nu-
merics and analytics is excellent for the gate interaction
strength, as well as for the static δ = 0 cross-Kerr in-
teraction. However, we find that second-order perturba-
tion theory is insufficient to reproduce the effects of the
drive on the cross-Kerr interaction, even for modest drive
amplitudes. We expect that higher-order perturbation
theory should correctly capture the drive-amplitude de-
pendence of the anharmonicities, but these contributions
have been inaccessible in our study due to the large mem-
ory demands of the computer algebra manipulations.

IV. FULL CIRCUIT HAMILTONIAN

Building on the previous results, we now turn to deriv-
ing an effective Hamiltonian for the full circuit Hamilto-
nian of Eq. (1) and Eq. (2). The full circuit model goes
beyond the toy model in that it systematically includes
the effects of the parametric drive on all of the coupling
constants. Although the simplicity of the toy model is
useful in developing an intuitive understanding of the ef-
fect of parametric drives on the system, the full circuit
model can lead to more accurate comparisons with ex-
perimental data.

The full circuit theory is constructed with the following
steps: We first introduce creation and annihilation oper-
ators for the bare circuit modes starting from the first-
order RWA driven circuit Hamiltonian in Sec. IV A. Be-
cause the drive is taken into account at that level, the fre-
quencies and zero-point fluctuations of these bare modes
will be explicitly corrected by the drive. In Sec. IV B, we
perform a normal-mode transformation amounting to a
driven black-box quantization approach. We then show
in Sec. IV C how a variety of quantum gates can be ad-
dressed by appropriate choices of the parametric drive
frequency. Lastly, we find corrections to the desired gate
Hamiltonian using a time-dependent Schrieffer-Wolff per-
turbation theory in Sec. IV C.

A. Bare-mode Hamiltonian

To define the bare modes, we begin with the full circuit
model Hamiltonian of Eqs. (1) and (2). We normal-order

expand the Josephson cosine potentials in this Hamilto-
nian over a set of creation and annihilation operators,
which we define as follows

ϕ̂a =

√
ηa
2

(â+ â†),

n̂a = −i
√

1

2ηa
(â− â†),

(28)

with analogous equations for modes b̂ and ĉ. The coef-
ficients ηa,b,c are chosen such that terms proportional to

â2, b̂2, and ĉ2 vanish in the time-averaged Hamiltonian.
This amounts to three transcendental equations:

F(ηj)η
2
j = 8ECj/EJj , (29)

for j = a, b, c, where we have defined the form factors

F(ηa(b)) ≡ e−
ηa(b)

4 ,

F(ηc) ≡ αe−
ηc
4 J0(µαδϕ) cos (µαϕext)

+
β

N
e−

ηc
4N2 J0(µβδϕ) cos (µβϕext) .

(30)

Note that in the transmon limit F(ηa(b)) ≈ 1 we recover

the usual expression ηa(b) ≈
√

8ECa/b/EJa/b. Secondly,
the parameter ηc depends on the parametric drive am-
plitude δϕ, which indicates that the mode c impedance
is drive-dependent. This has important consequences
for the precision of the calculation of coupling constants
dressed by the parametric drives. In particular it allows
us to capture the ac-Stark shift of the coupler mode at
the lowest order in perturbation theory. In what follows,
sine and cosine functions of the phase are normal-order
expanded according to Eq. (D7) of Appendix D. In turn,
trigonometric functions of the flux modulation are ex-
panded in Jacobi-Anger series over the harmonics of the
frequency of the drive.

Using the above definitions, the transmon Hamiltonian
Ĥa takes the familiar form

Ĥa = ωaâ
†â− EJa

(
cos ϕ̂a + e−

ηa
4
ϕ̂2
a

2

)
. (31)

The second term on the right-hand side contains the non-
linear part of the Josephson potential, i.e. the inductive
part is subtracted. Up to quartic order, Ĥa takes the
form

Ĥa = ωaâ
†â+

αa
2
â†2â2

+
αa
12

(
â4 + â†4

)
+
αa
3

(
â†â3 + â†3â

)
+ · · ·

(32)

The first row of this expression is a Kerr oscillator Hamil-
tonian as in the toy model of Sec. II, whereas the second
row contains corrections from quartic counter-rotating
terms. Here, we have introduced the mode frequency
and anharmonicity which take the forms [29]

ωa =
4ECa

ηa
+

1

2
F(ηa)ηaEJa ≈

√
8ECaEJa − ECa,

αa = −ECa.

(33)
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Note that for the approximate equality in the first row
we have used a Taylor expansion of Eq. (29) for ηa. The

equations for mode b̂ are identical from the above with a
change of subscripts and operators a→ b.

The coupler Hamiltonian differs from that of the trans-
mon modes in two fundamental ways: It breaks par-
ity symmetry due to the external flux, and it is time-
dependent. Following Eqs. (12) and (13), we write this
time-dependent Hamiltonian as

Ĥc(t) = Ĥc(t) +
˜̂
Hc(t). (34)

The creation and annihilation operators of the coupler
mode can then be defined by extracting the quadratic
part of the time-averaged coupler Hamiltonian. Using
Eq. (28) where a→ c together with

cos [ϕ̂c + µαϕext(t)] = cos(µαϕext)J0(µαδϕ) cos(ϕ̂c)
(35)

and a similar relation for the second branch of the cou-
pler [see Eq. (2)], we find in analogy to Eq. (31) for the
Hamiltonian of the transmon mode

Ĥc = ωcĉ
†ĉ

− αEJcJ0(µαδϕ) cos(µαϕext)

(
cos ϕ̂c + e−

ηc
4
ϕ̂2
c

2

)
− βNEJcJ0(µβδϕ) cos(µβϕext)

(
cos

ϕ̂c
N

+ e−
ηc

4N2
ϕ̂2
c

2N2

)
+ αEJcJ0(µαδϕ) sin(µαϕext) sin ϕ̂c

+ βNEJcJ0(µβδϕ) sin(µβϕext) sin
ϕ̂c
N
.

(36)

Crucially, in this first-order rotating-wave approximation
of the parametric drive, the Josephson energy is renor-
malized by the factor J0(µα,βδϕ), see also [23]. We in-
terpret this as an effective reduction of the Josephson
potential barrier, and consequently an increase of phase
fluctuations, in the presence of drives. Moreover, the
presence of the non-zero external flux results in the par-
ity breaking sine terms in Eq. (36).

The second term of Ĥc(t) in Eq. (34), the oscillatory
part, take the form

˜̂
Hc(t) =− αEJc

˜cos [ϕ̂c + µαϕext(t)]

− βNEJc

˜
cos

[
ϕ̂c
N

+ µβϕext(t)

]
,

(37)

which can be expanded in a Jacobi-Anger series in har-
monics oscillating at the frequency nωd, where n is an
integer.

As above, the next step is to expand the coupler Hamil-
tonian up to quartic terms in the creation and annihila-
tion operators. In contrast to the transmon Hamiltonian

of Eq. (32), parity breaking leads to the appearance of
monomials of odd order. The non-oscillatory part is

Ĥc = ωcĉ
†ĉ+

αc
2
ĉ†2ĉ2

+
αc
12

(
ĉ4 + ĉ†4

)
+
αc
3

(
ĉ†ĉ3 + ĉ†3ĉ

)
+ gc,3

(
ĉ3 + ĉ†3 + 3ĉ†ĉ2 + 3ĉ†2ĉ

)
+ gc,1

(
ĉ+ ĉ†

)
+ · · · .

(38)

The first row of the above expression takes the form
of the coupler Hamiltonian in the approximation of the
toy model of Sec. II, while the remaining rows contain
number-nonconserving terms up to quartic order. Here,
the parametric drive-dependent mode frequency and an-
harmonicity read

ωc =
4ECc

ηc
+

1

2
F(ηc)ηcEJc,

αc = −ECc,

(39)

while the prefactors of the counter-rotating terms are

gc,3 = −αεe− ηc4 η3/2c J0(µαδϕ) sin (µαϕext)EJc/(12
√

2)

− β

N2
e−

ηc
4N2 η3/2c J0(µβδϕ) sin (µβϕext)EJc/(12

√
2),

gc,1 = αεe−
ηc
4 η1/2c J0(µαδϕ) sin (µαϕext)EJc/

√
2

+ βe−
ηc

4N2 η1/2c J0(µβδϕ) sin (µβϕext)EJc/
√

2.

(40)

The contribution from the oscillatory part
˜̂
Hc(t) is too

lengthy to be reproduced here, and is given up to the
second harmonic of the parametric modulation frequency
ωd in Table II of Appendix D.

Finally, the last term of the full circuit Hamiltonian
to consider is the linear interaction Ĥg induced by the
capacitive coupling. Using Eq. (28), this Hamiltonian
takes the form

Ĥg = − 2ECab√
ηaηb

(â− â†)(b̂− b̂†) + . . . (41)

where the ellipsis represents two more terms correspond-
ing to the cyclic permutations of the mode indices.

The Hamiltonian specified by Eqs. (32) and its equiv-
alent for the b transmon mode, together with Eq. (38),
the terms summarized in Table II of Appendix D, and
Eq. (41), form the basis of the full-circuit numerical sim-
ulation performed in Sec. V.

B. Driven black-box quantization approach for
parametrically activated interactions

We now follow the procedure developed with the toy
model in Sec. III B to obtain effective gate Hamiltoni-
ans under parametric modulations. To do so, we first
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displace the Hamiltonian of Eq. (1) by approximate so-
lutions to the corresponding classical equations of mo-
tion, with the aim of removing all contributions linear
in the coordinates ϕ̂j , n̂j . As such, this avoids keeping
the linear terms as part of the perturbative expansion.
This procedure is detailed in Appendix D and amounts
to making the following replacement in Eq. (1)

ϕ̂j → ϕ̂j + ξj + ζj sin(ωdt). (42)

The parameters ζj , ξj are found numerically. The proce-
dure above can best be understood as a change of frame
in which all coordinates ϕ̂j , n̂j represent quantum fluctu-
ations about a known classical trajectory. In particular,
should the amplitude responses ζj be neglected, then ξj
would be the amount by which phase variables need to be
displaced such that the subsequent Taylor expansion is
performed around the classical minimum of the potential
energy.

Next, we collect under Ĥ(0) the time-independent
quadratic terms, in a procedure analogous to the one
above. We then eliminate the linear coupling Ĥg of

Eq. (41) from Ĥ(0) through a normal-mode transforma-
tion

Ĥ(0) = ωaâ
†â+ ωbb̂

†b̂+ ωcĉ
†ĉ+ Ĥg

≡ ωaâ†â+ ωbb̂
†b̂+ ωcĉ

†ĉ.
(43)

The linear transformation is determined by a set of 18
hybridization coefficients that relate bare mode coordi-
nates to normal mode coordinates (see Appendix E for
the procedure to compute these coefficients)

ϕ̂α =
∑

β=a,b,c

uαβ√
2

(β̂ + β̂†),

n̂α =
∑

β=a,b,c

vαβ

i
√

2
(β̂ − β̂†),

(44)

for α = a, b, c. We stress that the hybridization coeffi-
cients uαβ , vαβ depend on the amplitude of the paramet-
ric drive. As a result, drive effects such as the ac-Stark
shift of the nonlinear oscillators are accounted for already
at the level of the normal-mode decomposition of the cir-
cuit Hamiltonian.

In analogy with our treatment in Sec. II of the toy
model, we have taken Ĥ(0) to be the unperturbed Hamil-
tonian with respect to which the interaction picture is
defined. Primarily in order to keep the expressions more
concise, we opt to neglect the corrections analyzed in
Sec. III C. With Ĥ(0) the unperturbed Hamiltonian, the
remaining interaction terms are λĤ(1)(t) ≡ Ĥ − Ĥ(0).
Expressing these in the interaction picture with respect

to Û0 = e−iĤ
(0)t as in Eq. (8), we find

λĤ
(1)
I (t) = Û†0 (t)

[
Ĥ(t)− Ĥ(0)

]
Û0(t), (45)

which, as before, is decomposed into oscillatory and non-
oscillatory parts.

As a first example, to realize a beam-splitter interac-
tion, the first-order RWA Hamiltonian is obtained in the
form of Eq. (19) for a modulation frequency that satisfies

ωd = ωb − ωa. (46)

Importantly, as already mentioned, the right-hand side of
the above definition depends implicitly on the drive fre-
quency ωd, since it is defined in terms of ac-Stark shifted
normal-mode frequencies. In Sec. V we present a numer-
ical procedure to obtain the parametric drive frequency.

With this choice of modulation frequency, the effective
Hamiltonian takes the form

λĤ
(1)

I = J
(1)
ab (−iâ†b̂+ H.c.)

+
α
(1)
a

2
â†2â2 +

α
(1)
b

2
b̂†2b̂2 +

α
(1)
c

2
ĉ†2ĉ2

+ χ
(1)
ab â

†âb̂†b̂+ χ
(1)
bc b̂
†b̂ĉ†ĉ+ χ(1)

ca ĉ
†ĉâ†â

+ J
(1)
ab;a(−iâ†ââ†b̂+ H.c.)

+ J
(1)
ab;b(−ib̂†b̂â†b̂+ H.c.)

+ J
(1)
ab;c(−iĉ†ĉâ†b̂+ H.c.)

+K
(1)
ab (â†2b̂2 + H.c.).

(47)

In contrast to the effective gate Hamiltonian Eq. (19) ob-
tained for the toy model, there are additional terms in
the last four rows, namely photon-number-conditioned
beam-splitter terms and a photon-pair beam-splitter
term. The couplings appearing in the above Hamilto-
nian are

J
(1)
ab = −uaauab

2
J1(ζa) sin(ξa)EJa

− ubaubb
2

J1(ζb) sin(ξb)EJb

− ucaucb
2

αJ1(ζc + µαδϕ) sin(ξc + µαϕext)E
(α)
Jc

− ucaucb
2

β

N
J1

(
ζc
N

+ µβδϕ

)
sin

(
ξc
N

+ µβϕext

)
E

(β)
Jc ,

α
(1)
j = −1

8

∑
i=a,b,c

u4ijE
′
J,i,

χ
(1)
jk = −1

4

∑
i=a,b,c

u2iju
2
ikE
′
J,i,

J
(1)
ab;j = −

u2cj
4
J
(1)
ab , for j = a, b, c,

K
(1)
ab = −u

2
aau

2
ab

16
J2(ζa) cos(ξa)EJa

− u2bau
2
bb

16
J2(ζb) cos(ξb)EJb

− u2cau
2
cb

16
αJ2(ζc + µαδϕ) cos(ξc + µαϕext)E

(α)
Jc

− u2cau
2
cb

16

β

N3
J2

(
ζc
N

+ µβδϕ

)
cos

(
ξc
N

+ µβϕext

)
E

(β)
Jc ,

(48)
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where we have used

E′Ja ≡ e−
u2aa
4 −

u2ab
4 −

u2ac
4 J0(ζa) cos(ξa)EJa,

E′Jb ≡ e−
u2ba
4 −

u2bb
4 −

u2bc
4 J0(ζb) cos(ξb)EJb,

E′Jc ≡ αJ0(ζc + µαδϕ) cos(ξc + µαϕext)E
(α)
Jc

+
β

N3
J0

(
ζc
N

+ µβδϕ

)
cos

(
ξc
N

+ µβϕext

)
E

(β)
Jc ,

E
(α)
Jc ≡ e−

u2ca
4 −

u2cb
4 −

u2cc
4 EJc,

E
(β)
Jc ≡ e−

u2ca
4N2−

u2cb
4N2−

u2cc
4N2EJc.

(49)

The above expressions depend on the drive both ex-
plicitly, through the arguments of the Bessel functions,
and implicitly, through the hybridization coefficients ujk.
While the amplitude responses on the two transmon
qubits are expected to be small, i.e. ζa,b � ζc and
ξa,b � ξc, these contributions show that, through hy-
bridization, all Josephson elements contribute to the res-
onant parametric interaction. The first three lines of
Eq. (48) are similar in form to those obtained for the
toy model in Eqs. (20). Of the two additional classes of
terms possible in the full circuit model at this order in
perturbation theory, the photon-pair beam-splitter term,
in the last row of Eq. (47), is generated by the second
harmonic of the drive. However, since this term is fourth
order in the hybridization coefficients, it can only become
comparable to the beam-splitter interaction at vanishing

external flux ϕext ≈ 0, or if δϕ is set to cancel J
(1)
ab .

As in the case of the toy model, going to second order
in perturbation theory using Eq. (14) we find corrections
to the coupling constants derived above to first order.
Noting that parity-breaking terms significantly dress the
coupler 0→ 1 transition frequency, we absorb this renor-
malization into a reparametrization of the external flux

ϕext → ϕ′ext(ϕext) such that ωc(ϕ
′
ext) = ω

(2)
c (ϕext), i.e.

we absorb the corrections to the coupler pole at second
order in perturbation theory into a redefinition of the
coupler normal mode, in a self-consistent approach that
can be further validated with exact numerics.

In Fig. 3 we show a comparison between exact Floquet
numerics (see Sec. V) and second-order perturbation the-
ory for the full circuit model. We find that the analytics
reproduce with good accuracy the numerical results for
the gate interaction rate Jab in the region where the cou-
pler 0 → 1 frequency lies between the two transmons:
ωa < ωc < ωa. There are poles in the numerical gate
rate Jab for ωc < ωa or for ωb < ωc that we expect to
capture only at third order in perturbation theory. The
numerical cross-Kerr interaction, as in the case of the toy
model, only agrees well with analytics in the static case
δϕ = 0. Focusing our attention on the curves obtained
from Floquet numerics, we see that with a typical set
of parameters gate rates as large as Jab/2π ∼ 20 MHz

(equivalent to a 25 ns
√
iSWAP gate) can be achieved

0.
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FIG. 3. Coupling constants in the effective Hamiltonian
for the full circuit as a function of external DC flux ϕext.
Dots (lines) represent Floquet two-tone spectroscopy data
with Hilbert space dimension 10 per mode (second-order
RWA calculations). Color (see legend) encodes parametric
drive amplitude δϕ/2π. Parameter choices: Ca = 134.205
fF, Cb = 134.218 fF, Cc = 75.987 fF, Cac = 11.11 fF,
Cbc = 11.22 fF, Cab = 0, EJa/2π = 37 GHz, EJb/2π = 27
GHz, EJc/2π = 50 GHz, α = 0.258, β = 1, and N = 3,
µα = 5/6 and µβ = −1/18. We attribute large disconti-
nuities in the numerical curves to state tracking errors near
avoided crossings (see Sec. V).

while maintaining a vanishing dynamical cross-Kerr in-
teraction. The tools presented in this paper feed into a
larger scale optimization of the circuit parameters, which
forms the subject of a future study.

C. Other parametric gates

The space of parametric gates is not limited to beam
splitter-type, or red sideband, terms. Indeed, different
interactions can be activated by appropriate choices of
the frequency of the parametric drive [16, 52–58]. For
example, if instead the modulation frequency targets the
blue sideband,

ωd = ωa + ωb, (50)

then the resulting interaction is a two-mode squeezing
term. The effective gate Hamiltonian is formally the
same as Eq. (47) with the simple modification

â†b̂→ â†b̂†, (51)

in the first line and in the last four lines of Eq. (47). The
coupling constants remain formally as in Eq. (48). Note,
though, that quantitatively the rates will differ, since the
classical responses and the hybridization coefficients are
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Gate Bosonic operator Drive frequency Dominant unwanted interaction Equation

iSWAP/beam-splitter −iâ†b̂+ ib̂†â ωa − ωb â†âb̂†b̂ Eq. (47)

Two-mode squeezing −iâ†b̂† + ib̂â ωa + ωb â†âb̂†b̂ Eqs. (47) and (51)

CZ/Ising-ZZ â†âb̂†b̂ no drive Eq. (47)

CNOT −i(â− â†)b̂†b̂ ωa −i(â− â†)â†â Eq. (52)

CSWAP −iĉ†ĉ(â†b̂− b̂†â) ωa − ωb −iâ†b̂+ ib̂†â Eq. (47)

TABLE I. List of the most accessible gate Hamiltonians realizable with a parametric drive in the analyzed architecture.

dependent on drive frequency. As opposed to the beam-
splitter interaction, we expect [59] non-adiabatic effects
at the larger modulation frequency Eq. (50), which will
require higher orders in perturbation theory beyond the
scope of this work.

It is also possible to obtain a CNOT interaction in-
duced by a parametric drive at ωd = ωa, which makes
the a transmon mode into the target mode of a cross-
resonance protocol [30, 31]. Following the same pro-
cedure as in the preceding subsection, with this choice
of modulation frequency we arrive at the effective gate
Hamiltonian

λĤ
(1)

I = −iΩa;b(â− â†)b̂†b̂− iΩa;c(â− â†)ĉ†ĉ
− iΩa(â− â†)− iΩa;a(â†ââ− â†â†â)

(52)

The first term of above expression generates the cross-
resonance gate, while the second term is a coupler-state
conditional drive on mode a which is negligible for 〈ĉ†ĉ〉 ≈
0. On the other hand, the second row contains local
operations on qubit a.

The coupling constants in Eq. (52) take the form

Ωa = ucaE
′′
J,c,Ωa;a = u3caE

′′′
J,c/2

Ωa;b = ucau
2
cbE
′′′
J,c,Ωa;c = ucau

2
ccE
′′′
J,c,

(53)

where we have defined

E′′J,c =
α√
2
J1 (ζc + µαδϕ) cos (ξc + µαϕext)E

(α)
J,c

+
β√
2
J1

(
ζc
N

+ µβδϕ

)
cos

(
ξc
N

+ µβϕext

)
E

(β)
J,c ,

E′′′J,c = − α√
2
J1 (ζc + µαδϕ) cos (ξc + µαϕext)E

(α)
J,c

− β√
2N2

J1

(
ζc
N

+ µβδϕ

)
cos

(
ξc
N

+ µβϕext

)
E

(β)
J,c .

(54)

For brevity, in the expressions above we have dropped
the smaller contributions proportional to J1(ζa,b). While
in the standard cross-resonance gate protocol the gate
is activated by a microwave tone on one of the qubits
[30, 31], here it is the coupler mode c that is paramet-
rically driven. This protocol to achieve a CNOT gate is
advantageous if the coupler mode is much more strongly
coupled to the transmon modes a and b than their di-
rect capacitive coupling. In the standard cross-resonance

protocol [31, 32], the CNOT gate rate Ωa;b saturates as a
function of the amplitude of the parametric drive; in this
model saturation could be in part due to the Bessel func-
tion J1. Table I summarizes the different interactions
that can be obtained for different choices of modulation
frequencies.

V. FLOQUET NUMERICS

In this section we use exact numerical Floquet meth-
ods to extract the effective gate Hamiltonian from
quasienergy spectra. Floquet theory validates the results
obtained using perturbation theory in Secs. III and IV C.
On the other hand, this numerically exact method is ap-
plicable beyond the regime of validity of perturbation
theory. In this section, we first briefly introduce the
method and the notation in Sec. V A and, as an exam-
ple application, return to our toy model to extract the
cross-Kerr interaction χab and the

√
iSWAP gate ampli-

tude Jab. Using these results, we show how to adjust
the system parameters such as to cancel the dynamical
cross-Kerr interaction during an

√
iSWAP gate. Then, in

Sec. V B, we apply the method to the full circuit Hamilto-
nian. In particular, we perform a numerical experiment
analogous to two-tone spectroscopy for the parametri-
cally driven circuit. For completenes, an introduction to
Floquet theory is presented in Appendix F.

A. Effective Hamiltonian from Floquet spectra

Our analysis starts from the observation that the ef-
fective Hamiltonian is unitarily equivalent to the Floquet
Hamiltonian according to Eqs. (8) and (9), and therefore
their quasienergy spectra (see Appendix F) are identical.
In the laboratory frame, we can write

Ĥeff − i∂t = e−Ĝ(t)
[
Ĥ(t)− i∂t

]
eĜ(t). (55)

The perturbative expansion for e−Ĝ(t), and consequently
that for Ĥeff, is therefore an iterative approach to finding
the Floquet spectrum.

In this section we compute the Floquet spectrum ex-
actly and show how the parameters of the effective Hamil-
tonian can be extracted from it. Ac-Stark shifted nor-
mal mode frequencies, self- and cross-Kerr interactions,
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and gate amplitudes are formulated as linear combina-
tions of appropriately identified eigenvalues of the Flo-
quet Hamiltonian. For illustration, in this subsection we
will confine our attention to the Floquet analysis of the
toy model of Eq. (5).

To identify states in the Floquet quasienergy spectrum,
we find eigenvectors that have a maximum overlap with a
set of known, unperturbed states. We let the state |iaibic〉
be the eigenstate of the time-independent Schrödinger
equation for the undriven Hamiltonian, that has maxi-
mum overlap with the Fock state |ia〉 |ib〉 |ic〉, and denote
its eigenenergy by Eiaibic . Finally, we define |iaibic〉F
as the Floquet eigenmode having maximum overlap with
|iaibic〉, and we denote its quasienergy with εiaibic . In
what follows, we label kets by three integers as above, in
the order a− b− c.

With these definitions, the gate amplitude Jab has
a natural interpretation in the Floquet formalism. As
shown above, the

√
iSWAP interaction arises in the toy

model if

ωd = ωb − ωa ≡ E100 − E010. (56)

Since the parametric drive enters via a term proportional
to ĉ†ĉ, which couples the undriven eigenstates in the
two-state manifold {|100〉 , |010〉}, there is an avoided
crossing between the Floquet modes |100; k + 1〉F and
|010; k〉F , as shown in Fig. 4. Because the gate operation
is analogous to Rabi oscillations in the two-state manifold
{|100〉 , |010〉}, the size of the avoided crossing is twice the
effective gate amplitude, 2Jab. For example, if an excita-
tion is originally prepared in the transmon b, then pop-
ulation dynamics would obey P010(t) ≡ |F 〈010|ψ(t)〉|2 =
sin2 (Jabt) and P100 = 1 − P010, in full agreement with
exact numerics (inset of Fig. 4). Away from the avoided
crossing, the difference between the dressed states and
the undriven states corresponds to the ac-Stark shift of
the transmon normal modes due to the off-resonant drive.
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FIG. 4. Quasienergies of the Floquet modes with maxi-
mum overlap with eigenstates |0a1b0c〉 and |1a0b0c〉, for the
toy model. The light and dark blue dashed lines correspond
to the eigenenergies of the uncoupled system. The inset
shows the population of the Floquet states, Pnanbnc(t) =
|F 〈nanbnc|ψ(t)〉|2, compared to the state populations of a
two-level system (dots), driven resonantly with Rabi rate Jab,
where Jab is the gate amplitude obtained from the avoided
crossing in the Floquet spectrum.
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FIG. 5. a) Static χab interaction at δ = 0 for the toy model
versus the coupler frequency for different values of the coupler
anharmonicities, with remaining parameters ωa/2π = 4.0,
ωb/2π = 5.75, αa/2π = αb/2π = −0.2, and gac/2π =
−gbc/2π = 0.05 GHz. b) Dynamical χab versus bare coupler
frequency for the parameters above and αc/2π = 0.12 GHz,
for different values of the drive amplitude. c) Gate amplitude
Jab for the parameters in b). The Hilbert space dimension for
each mode is 5.

Note that, in practice, the two-state manifold
{|100〉 , |010〉} is coupled by the drive to other levels. The
resonant drive frequency ωd is then slightly shifted from
Eq. (56) due to the ac-Stark effect induced by these addi-
tional couplings, and the exact value can be determined
numerically by minimizing the size of the anticrossing.

The dynamical cross-Kerr interaction χab is written in
terms of a Walsh transform [15] of the quasienergies

χab(δ) = ε110 − ε100 − ε010 + ε000, (57)

and reduces to the static cross-Kerr when the parametric
drive is turned off:

χab(0) = E110 − E100 − E010 + E000. (58)

Along with Jab and χab, any ac-Stark-shifted quantity
pertaining to the effective Hamiltonian can, in principle,
be obtained by taking appropriate linear combinations of
the quasienergies in the Floquet spectrum.

Since the Floquet quasienergy spectrum can be ob-
tained from the propagator Û(2π/ωd, 0) over one period
of the drive (Appendix F), the Floquet method is nu-
merically efficient as compared to the simulation of the



13

dynamics over the complete gate time. The period of the
drive is on the order of 1 ns, which is between two and
three orders of magnitude shorter than the gate times
studied here. Due to its relatively small computational
footprint, the Floquet method allows us to efficiently
search for optimal gate parameters, e.g. a maximal Jab
with a minimal residual cross-Kerr interaction, χab. As
an example, in Fig. 5 we study the behavior of Jab and
χab as a function of the bare coupler frequency ωc for
different choices of drive amplitude, δ, and bare coupler
anharmonicity, αc.

From these studies we can, for example, find param-
eters for which the cross-Kerr interaction χab vanishes.
As already mentioned, this is important to obtain high-
fidelity two-qubit gates and relies on choosing a positive
coupler anharmonicity, αc. In Fig. 5 we find that, while
varyingαc does not affect Jab to lowest order in perturba-
tion theory, it has a considerable impact on χab. Indeed,
Fig. 5a) shows the static χab for multiple values of αc,
and illustrates that it is possible to fine-tune αc to cancel
χab. We observe empirically that, in the RWA, whenever
the bare anharmonicities obey α−1a + α−1b + α−1c = 0,
one can find ωc for which χab = 0 at a sweet spot, where
∂χab/∂δ ≈ 0.

For the dynamical cross-Kerr interaction χab one ob-
serves complex variations with δ. The main resonances
appear for ωc ≈ ωa, ωb, and (ωa + ωb)/2 but the slopes
and the sign of χab change and additional resonances ap-
pear away from the qubit frequencies, especially when
the drive amplitude and coupling strengths gab,ac are suf-
ficiently large. As illustrated in Fig. 5b), by tuning the
drive amplitude it is possible to find a bare coupler fre-
quency, ωc, for which the effective χab(δ) = 0. On the
other hand, as seen in Fig. 5c), the gate rate increases
with δ without qualitative changes of its dependence on
ωc. Therefore, as the gate is turned on or off by vary-
ing δ, one can adjust the bare coupler frequency ωc to
maintain the instantaneous χab(δ) = 0. This defines a
cross-Kerr-free curve in the parameter space (ωc, δ) con-
necting the ‘off’ point δ = 0, χab(0) = 0, Jab(0) = 0 to the
‘on’ point δ 6= 0, χab(δ) = 0, Jab(δ) 6= 0. We study this in
detail on the realistic full circuit model in Sec. V B.

B. Full circuit simulation

In this section, we apply the Floquet numerical method
to the full circuit Hamiltonian of Sec. IV A. We study the
dependence of the coupling constants in the effective gate
Hamiltonian versus DC flux and as a function of the drive
amplitude.

Figure 6 shows the analogues of the plots in Fig. 5
for the gate amplitude Jab(ϕext) and of the cross-Kerr
χab(ϕext) now for the full circuit Hamiltonian. State
tracking is performed as described in the previous subsec-
tion. However, in the vicinity of avoided crossings, it is
impossible to identify with certainty the states generated
by the relatively large capacitive couplings considered
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FIG. 6. Same parameter choices as Fig. 3. Gate amplitude
Jab (a) and cross-Kerr χab (b) for different parameteric drive
amplitudes δϕ (encoded in curve color) and as a function
of the static flux ϕext from Floquet simulations. Data has
been excluded where deficient state-tracking in the vicinity
of avoided crossings led to unphysical discontinuities in the
quantities. c) for regions I, II, and III identified in panels
a) and b), we eliminate the common parameter ϕext and plot
Jab(χab). This allows us to identify those regimes in which

the
√
iSWAP gate interaction can be turned on, while main-

taining a vanishing dynamical χab.

here. We therefore introduce exclusion regions where
state tracking is unreliable. Even though the tracking is
expected to be complicated by the presence of counter-
rotating terms coupling states with different photon num-
bers in the full device Hamiltonian of Sec. IV A, we find
that this is not a significant source of tracking error, as
compared to errors due to large hybridization.

In Fig. 6b), we represent χab versus the DC-flux ϕext

for different values of the flux drive amplitude. Unlike the
toy model, χab does not go to zero away from the qubit-
coupler resonances. This is because the qubit-coupler
detuning saturates as a function of ϕext, as opposed to
the toy model where the detuning could be increased ar-
bitrarily. In the undriven case (black), we see that for
this set of device parameters there does not exist a flux
value for which χab vanishes. However, increasing the
drive amplitude allows for an active cancellation of the
dynamical χab at some flux value. The corresponding
behavior of Jab is shown in Fig. 6a). In Fig. 6c), we
synthesize the numerical results into three favorable re-
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FIG. 7. Two-tone spectroscopy data from Floquet numer-
ics. Each point corresponds to a possible transition and its
size is weighed by the matrix element of the charge oper-
ator of bare qubit a, X̂ = n̂a. Parameters chosen as in
Fig. 3 with δϕ/2π = 0.0 (black dots) and 0.03 (crosses).
The subscripts α, β sweep over the subset of Floquet modes
{|000〉F , |100〉F , |010〉F , |001〉F }, whereas the drive photon
number k takes integer values between −15 and 15.

gions of operation for the parametric gate, denoted I,
II, and III, respectively [see panel a)]. For these re-
gions, we eliminate the external flux and plot directly
the gate amplitude Jab against the dynamical cross-Kerr
interaction χab. This allows us to determine regimes of
optimal

√
iSWAP gate operation. We conclude that gate

amplitudes as high as 40 MHz, corresponding to a gate
time of 12.5 ns, can be achieved with vanishing cross-Kerr
interaction for these parameter choices.

For both Jab and χab there exist peaks away from
the qubit-coupler resonances, situated at ϕ̄ext/2π ≈
0.13, 0.42. These correspond to avoided crossings appear-
ing in the driven Floquet spectrum, corresponding to the
hybridization of Floquet levels involving distinct numbers
of drive photons. For example, the Floquet level |100, k〉F
can couple to the Floquet level |001, k−1〉F . This can be
seen by unfolding the Floquet spectrum in spectroscopy
simulations (see Fig. 7).

To exemplify the full extent of the Floquet analysis,
we generate two-tone spectroscopy data from our simula-
tions according to Eqs. (F2) and (F3) in Appendix F, by
focusing on the experimentally relevant situation where
the parametric drive is on, while the (second) probe tone
acts on the bare charge operator n̂a. In Fig. 7 we rep-
resent the numerically computed spectrum close to the
two qubit transition frequencies. The size of each point is
proportional to the absolute value of the corresponding
matrix element. The black dots correspond to transi-
tion frequencies in the undriven spectrum. As expected,
the dot sizes are larger for the transitions involving the
probed qubit a. The large avoided crossings around
ϕext/2π ≈ {0.32, 0.38} result from the capacitive cou-
plings between the coupler and the qubits. Secondary
avoided crossings appear between the coupler mode and
the transmons near ϕ̄ext/2π ≈ {0.13, 0.42} in the driven
spectrum, and are responsible for the secondary poles
mentioned in the discussion of the coupling constants of
the effective Hamiltonian, Fig. 6. Furthermore, as we

detail in Appendix G, counterrotating terms induce im-
portant corrections when attempting an accurate com-
parison with spectroscopic data from experiments.

VI. CONCLUSION

In summary, we have presented two complementary
methods for the analysis of parametrically activated two-
qubit gates, one based on analytical time-dependent
Schrieffer-Wolff perturbation theory, and one based on
numerical Floquet methods. Although we have mostly
focused on coupler-mediated parametric

√
iSWAP gates,

a larger collection of gates can be generated in the same
model Hamiltonian. The methods presented here allow
one to efficiently evaluate the terms present in the effec-
tive gate Hamiltonian.

For the
√
iSWAP interaction, we have shown that with

experimentally accessible parameters, a gate frequency
of ∼ 40 MHz corresponding to a gate time as short as
12.5 ns can be obtained with vanishing dynamical cross-
Kerr interaction. This fast gate is achieved by working
with large capacitive couplings between the qubits and
the coupler, while cancelling the cross-Kerr interactions
by setting the coupler anharmonicity to positive values,
and choosing the right modulation amplitude. Optimiza-
tion of realistic device parameters based on close agree-
ments between the Floquet simulations and the experi-
mental data will be published elsewhere [60].

We have argued that the analytical method introduced
here and which is based on a drive-dependent normal-
mode expansion is a computationally efficient strategy
to organize the perturbation theory as compared to an
energy eigenbasis calculation, for it allows to obtain the
parameters of the effective Hamiltonian at lower orders
in perturbation theory. Moreover, this strategy is suit-
able in the regime of comparatively large linear cou-
plings, where the dispersive approximation breaks down.
Nonetheless, we have shown that higher orders in ana-
lytical perturbation theory are needed for full agreement
with exact numerical results, especially for higher-order
interactions, such as the dynamical cross-Kerr. Generat-
ing higher-order contributions efficiently using computer
algebra techniques is the subject of future studies. On
the other hand, this work indicates that Floquet numer-
ical methods, as compared to full time-dynamics simu-
lations, is a numerically efficient and exact method for
minute optimization studies of parametric gates.
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Appendix A: Time-dependent Schrieffer-Wolff
transformation

To obtain equations for ĜI(t), we assume that the gen-
erator can be expanded as a series in λ, that is

ĜI(t) = λĜ
(1)
I (t) + λ2Ĝ

(2)
I (t) + · · · , (A1)

and collect powers of λ in the BCH expansion of Eq. (9)

e−ĜI(ĤI − i∂t)eĜI = λĤ
(1)
I − iλ ˙̂

G
(1)
I

+ [λĤ
(1)
I , λĜ

(1)
I ]− i

2
[λ

˙̂
G

(1)
I , λĜ

(1)
I ]− iλ2 ˙̂

G
(2)
I

− i∂t +O(λ3).

(A2)

The above expansion can be expressed compactly

e−ĜI(ĤI − i∂t)eĜI = λk
∞∑
k=1

[
Ĥ

(k)
I (t)− i ˙̂

G
(k)
I

]
− i∂t.

(A3)

Provided a prescription for λkĜ
(k)
I (t), we have a recur-

sive way of determining higher-order corrections to the

interaction Hamiltonian: knowledge of λĤ
(1)
I (t) allows

one to determine λ2Ĥ
(2)
I , then λ3Ĥ

(3)
I etc.

The kth order term in the generator, λkĜ
(k)
I (t), is de-

termined by the condition that the Hamiltonian be free
of oscillatory terms of order λk or less. This condition
can be formulated explicitly if we write, as in Eq. (11),

λkĤ
(k)
I (t) = λkĤ

(k)

I + λk
˜̂
H

(k)

I (t). (A4)

Then oscillatory terms λk
˜̂
H

(k)

I are canceled for every k if

λkĜ
(k)
I (t) =

1

i

∫ t

0

λk
˜̂
H

(k)

I (t). (A5)

Note that, in the above expression, we have imposed the

boundary condition Ĝ
(k)
I (0) = 0 by specifying the lower

limit of the integration. Noting that Eq. (A5) implies

λk
˜̂
GI

(k)

(t) =
1

i

∫ t

λk
˜̂
H

(k)

I (t),

λkĜI

(k)

(t) =
1

i

[∫ t

λk
˜̂
H

(k)

I (t)

]
t=0

.

(A6)

The DC part of the generator, λkĜI

(k)

, is non-vanishing
here as a result of the boundary condition in Eq. (A5),
as opposed to the zero time-average property of kick op-
erators, to which the generator studied here is related
[47].

With the above formalism in place, we are now ready to
compute perturbative corrections. From Eq. (9) we iden-
tify the λ2 correction to the interaction-picture Hamilto-
nian

λ2Ĥ
(2)
I (t) = [λĤ

(1)
I , λĜ

(1)
I ]− i

2
[λ

˙̂
G

(1)
I , λĜ

(1)
I ]. (A7)

Going ahead and solving the RWA condition in Eq. (A5)
at order λ1, we find the order-λ2 RWA Hamiltonian

λ2Ĥ
(2)

I =
1

i

[
Ĥ

(1)

I ,

∫ t

0

λ
˜̂
H

(1)

I (t′)dt′
]

+
1

2i

[
λ
˜̂
H

(1)

I (t),

∫ t

0

λ
˜̂
H

(1)

I (t′)dt′
]
.

(A8)

This procedure can be iterated to higher orders, with
increasing complexity due to the proliferation of terms
from nested commutators in the BCH expansion.

Appendix B: Circuit quantization

In this appendix we derive the model Hamiltonian of
Eq. (1) from the circuit Lagrangian corresponding to
Fig. 8. Assuming the individual modes of the junction
array have small impedance, guaranteed by sufficiently
large Josephson energy, the junction array can be de-
scribed by an effective one-dimensional Lagrangian where
the total phase difference across the array is spread evenly
through the junctions. The effective one-dimensional La-
grangian associated with the bare coupler mode is

Lc =
∑
k=α,β

Ck
2
φ̇2
k + αEJc cos [ϕα] + βNEJc cos

[ϕβ
N

]
,

(B1)

where φα is the branch flux across the small junction
and the shunt capacitor with total capacitance Cα, φβ is
the branch flux across the junction array with effective
capacitance Cβ , and ϕk = 2πφk/Φ0 are the associated
reduced phase variables, and Φ0 is the superconducting
flux quantum. The phases ϕα and ϕβ are constrained by
the fluxoid quantization, ϕα +ϕβ = ϕext. We define the
new coordinates

ϕα = ϕc + µαϕext,

ϕβ = −ϕc −Nµβϕext,
(B2)

with µα − Nµβ = 1, such that the capacitive energy in

the Lagrangian is now purely quadratic in φ̇c. We thus
require Cαµα + CβNµβ = 0. We obtain

µα =
Cβ

Cα + Cα
,

µβ = − 1

N

Cα
Cα + Cβ

.
(B3)



16

Up to time-dependent scalar terms, we obtain the form

Lc =
Cc
2
φ̇2
c + αEJc cos [ϕc + µαϕext]

+βNEJc cos
[ϕc
N

+ µβϕext

]
.

(B4)

Moreover, for the two bare transmon modes j = a, b the
Lagrangian reads

Lj =
Cj
2
φ̇2
j + EJj cosϕj . (B5)

The total Lagrangian of the system then takes the form

L = La + Lb + Lc + Lg, (B6)

where we have introduced the capacitive coupling be-
tween the three bare modes

Lg =
Cab
2
φ̇aφ̇b +

Cbc
2
φ̇bφ̇c +

Cca
2
φ̇cφ̇a. (B7)

Appendix C: Perturbation theory for the toy model

In this section, we reproduce expressions for the cross-
Kerr interaction obtained to second-order in perturba-
tion theory for the toy model. The full expression of the
second-order RWA correction to the cross-Kerr interac-
tion in Sec. III B reads

χ
(2)
ab,Sec. III B =

4
(∑

j=a,b,c u
2
ajubjucjαj

)2
ωb − ωc

+
4
(∑

j=a,b,c uaju
2
bjucjαj

)2
ωa − ωc

+
2
(∑

j=a,b,c uajubju
2
cjαj

)2
ωa + ωb − 2ωc

−
2
(∑

j=a,b,c u
3
ajubjαj

)2
ωa − ωb

+
2
(∑

j=a,b,c uaju
3
bjαj

)2
ωa − ωb

+
uacubc

∑
j=a,b,c uajubj

(
u2aj − u2bj

)
ωa − ωb

δ.

(C1)

The second-order correction to the static cross-Kerr

FIG. 8. Circuit schematic and notations used in the derivation
of the circuit Lagrangian in Appendix B. The coupler consists
of two branches of total capacitances Cα and Cβ (not indi-
cated in the figure). The α branch consists of a single Joseph-
son junction, while the ‘β’ branch contains N junctions in
series. The bare coupler and transmon modes are connected
capacitively through coupling capacitances Cab,bc,ca.

interaction as calculated in Sec. III C is:

χ
(2)
ab,Sec. III C =

4
(∑

j=a,b,c u
2
ajubjucjαj

)2
ωb − ωc +

∑
j=a,b,c 2u2aj

(
u2bj − u2cj

)
αj

+
4
(∑

j=a,b,c uaju
2
bjucjαj

)2
ωa − ωc +

∑
j=a,b,c 2u2bj

(
u2aj − u2cj

)
αj

+
2
(∑

j=a,b,c uajubju
2
cjαj

)2
ωa + ωb − 2ωc +

(
2u2aju

2
bj − u4cj

)
αj

−
2
(∑

j=a,b,c u
3
ajubjαj

)2
ωa − ωb +

∑
j=a,b,c

(
u4aj − 2u2aju

2
bj

)
αj

+
2
(∑

j=a,b,c uaju
3
bjαj

)2
ωa − ωb +

∑
j=a,b,c

(
2u2aju

2
bj − u4bj

)
αa

.

(C2)

The expression for the dynamical cross-Kerr interaction,

χ
(2)
ab,Sec. III C at δ 6= 0, is available from the formalism, but

it is too lengthy to be reproduced here. In the main text,
an evaluation of this expression is used in making direct
comparisons to exact numerics.

Appendix D: Details for full circuit Hamiltonian

In this Appendix, we record a number of results used
in Sec. IV, in particular solutions to classical equa-
tions of motion in Appendix D 1, the formulae used for
normal-ordered expansions in Appendix D 2, and the
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time-dependent terms in the coupler Hamiltonian in Ap-
pendix D 3.

1. Classical equations of motion

We consider a time-dependent unitary displacement of
Eq. (1) according to which

ϕ̂j → ϕ̂j + ϕj(t), n̂j → n̂j + nj(t), (D1)

with j = a, b, c. Requiring that the Taylor expansion
of the displaced Hamiltonian do not contain any linear
terms amounts to having ϕj(t), nj(t) obey the classical
equations of motion associated with the Hamiltonian of
Eq. (1). We obtain these by writing down the six Heisen-

berg equations of motion dϕ̂j/dt = i[Ĥ, ϕ̂j ], dn̂j/dt =

i[Ĥ, n̂j ] for j = a, b, c, then passing Heisenberg-picture
operators to classical variables ϕ̂j(t) → ϕj(t), n̂j(t) →
nj(t).

ϕ̇a = 8ECana + 4ECcanc + 4ECabnb,

ϕ̇b = 4ECabna + 8ECbnb + 4ECbcnc,

ϕ̇c = 4ECcana + 4ECbcnb + 8ECcnc,

ṅa = −EJa sin(ϕa),

ṅb = −EJb sin(ϕb),

ṅc = −αEJc sin [ϕc + µαϕext(t)]

− βEJc sin
[ϕc
N

+ µβϕext(t)
]
.

(D2)

Differentiating the first three equations we eliminate the
charge coordinates to obtain a set of second-order equa-
tions for the phase coordinates

ϕ̈a + ω2
pa sinϕa + 4ECabEJb sinϕb + 4ECcaEJc

{
α sin [ϕc + µαϕext(t)] + β sin

[ϕc
N

+ µβϕext(t)
]}

= 0,

ϕ̈b + ω2
pb sinϕb + 4ECabEJa sinϕa + 4ECbcEJc

{
α sin [ϕc + µαϕext(t)] + β sin

[ϕc
N

+ µβϕext(t)
]}

= 0,

ϕ̈c + αω2
pc sin [ϕc + µαϕext(t)] + βω2

pc sin
[ϕc
N

+ µβϕext(t)
]

+ 4ECcaEJa sinϕa + 4ECbcEJb sinϕb = 0,

(D3)

where we defined three plasma frequencies ωpj =
√

8ECjEJj for j = a, b, c. These equations can be solved approxi-
mately by considering a trial form

ϕj = ζj sin(ωdt) + ξj , (D4)

and equating coefficients of the zeroth and first harmonics of the drive frequency ωd. This leads to six coupled
transcendental equations

ω2
pa sin(ξa)J0(ζa) + 4ECabEJb sin(ξb)J0(ζb)

+4ECcaEJc

[
α sin(ξc + µαϕext)J0(ζc + µαδϕ) + β sin

(
ξc
N

+ µβϕext

)
J0

(
ζc
N

+ µβδϕ

)]
= 0,

ω2
pb sin(ξb)J0(ζb) + 4ECabEJa sin(ξa)J0(ζa)

+4ECbcEJc

[
α sin (ξc + µαϕext) J0 (ζc + µαδϕ) + β sin

(
ξc
N

+ µβϕext

)
J0

(
ζc
N

+ µβδϕ

)]
= 0,

αω2
pc sin(ξc + µαϕext)J0(ζc + µαδϕ) + βω2

pc sin

(
ξc
N

+ µβϕext

)
J0

(
ζc
N

+ µαδϕ

)
+4ECcaEJa sin(ξa)J0(ζa) + 4ECbcEJb sin(ξb)J0(ζb) = 0,

−ω2
dζa + 2ω2

pa cos(ξa)J1(ζa) = 0,

−ω2
dζb + 2ω2

pb cos(ξb)J1(ζb) = 0,

−ω2
dζc + 2αω2

pc cos(ξc + µαϕext)J1(ζc + µαδϕ) + 2βω2
pc cos

(
ξc
N

+ µβϕext

)
J1

(
ζc
N

+ µβδϕ

)
= 0.

(D5)

The equations above are solved numerically by searching for the root closest to the response of the decoupled system
(ECab = ECca = ECbc = 0) to a static external field (δϕ = 0), i.e. zero amplitude response ζj = 0, in addition to
ξa,b = 0 and ξc the minimizer of the static potential of the coupler defined by the current conservation condition

α sin(ξc + µαϕext) + β sin

(
ξc
N

+ µβϕext

)
= 0. (D6)



18

We finally make the assumption that displacing the quadratures by the classical solutions obtained above will remove
from the Hamiltonian, to a good approximation, the terms that are linear in the quadratures ϕ̂j , n̂j for j = a, b, c.

2. Normal-ordered expansions of trigonometric
functions. Jacobi-Anger expansions

Sine and cosine are expanded in normal order us-
ing the following two expressions [61] [recall that ϕ̂a =√
ηa/2(â+ â†)]

cos ϕ̂a = e−
ηa
4

∑
m,n≥0

m+n= even

(
−ηa2

)m+n
2 â†mân

m!n!
,

sin ϕ̂a = e−
ηa
4

√
ηa
2

∑
m,n≥0

m+n= odd

(
−ηa2

)m+n−1
2 â†mân

m!n!
,

(D7)

with analogous expressions for the operators b̂ and ĉ.

3. Time-dependent terms in the coupler
Hamiltonian

Terms corresponding to the Jacobi-Anger expansion up
to the second harmonic of the drive in the bare coupler

Hamiltonian
˜̂
Hc(t) in Sec. IV are listed in Table II. The

operator monomial at the beginning of each row is to be
multiplied by the sum of the two following columns, and
then results from all rows are to be summed. The coef-
ficients of the missing monomials ĉ, ĉ2, ĉ3, ĉ†ĉ2, ĉ4, ĉ†ĉ3

are obtained by Hermitian conjugation.

Appendix E: Normal-mode transformation

In Sec. IV, we made use of a normal mode transforma-
tion that eliminates the off-diagonal capacitive coupling
terms from the time-independent quadratic Hamiltonian.
In this section we provide the steps to obtain the normal
mode coefficients.

Consider the quadratic form (repeated indices are
summed over):

Ĥ = Aαβ ˆ̄nα ˆ̄nβ +Bαβ ˆ̄ϕα ˆ̄ϕβ . (E1)

We make a simplification by assuming that there are no
off-diagonal inductive terms, Bαβ ∝ δαβ , which is valid
for the circuit studied here. The diagonalization involves
three steps:

Step 1. Rescale the variables so that the diagonal part
of the Hamiltonian, the inductive part, contains terms
with the same inductive energy. For this, let us define
the square root of the product of the inductive energies

B = (
∏
αBαα)

1/2
and the dimensionless coefficients fα =

√
B/Bαα. Then we introduce new canonically-conjugate

coordinates:

ϕ̂′α = f−1α ˆ̄ϕα, n̂′α = fα ˆ̄nα. (E2)

In terms of the new coordinates, and letting A′αβ =

Aαβ/(fαfβ) (no implicit summation), we have

Ĥ = A′αβn̂
′
αn̂
′
β +Bδαβϕ̂

′
αϕ̂
′
β . (E3)

Step 2. Diagonalize the capacitive coupling matrix A′.
We assume here that this is possible and is achieved by
an orthonormal matrix S, such that

A′αβ = (ST )αµDµνSνβ = SµαDµνSνβ , (E4)

with Dµν a diagonal matrix. Rewriting the above as
A′αβ(ST )βγ = (ST )αµDµνSνβ(ST )βγ = (ST )αµDµγ , or

A′ · ST = ST ·D, then the matrix S contains the eigen-
vectors of A′ on its rows. This diagonalization leads to

Ĥ = SµαDµνSνβn̂
′
αn̂
′
β +Bδαβϕ̂

′
αϕ̂
′
β . (E5)

Inspecting the first term, we again define new coordinates

n̂′′µ = Sµαn̂
′
α, ϕ̂′′µ = Sµαϕ̂

′
α. (E6)

One can verify that the new double-primed coordi-
nates are canonically conjugate because the transfor-
mation is orthonormal: [n̂′′µ, ϕ̂

′′
ν ] = SµαSνβ [n̂′α, ϕ̂

′
β ] =

iSµαSνβδαβ = iSµαSνα = iδµν . With this, we obtain
a diagonal form for the Hamiltonian

Ĥ = n̂′′αDαβn̂
′′
β +Bδαβϕ̂

′′
αϕ̂
′′
β , (E7)

where in the second term we used the fact that the or-
thogonal transformation preserves the inner product.

Step 3. Finally, we need to undo the rescaling transfor-
mation of Step 1. That is, introduce a third and last pair
of canonically conjugate coordinates, the normal-mode
coordinates

ϕ̂α = fαϕ̂
′′
α, n̂α = f−1α n̂′′α. (E8)

At last the quadratic Hamiltonian reads

Ĥ = n̂αfαfβDαβn̂β +
Bδαβ
fαfβ

ϕ̂αϕ̂β

= n̂αfαfβDαβn̂β + ϕ̂αBαβϕ̂β .

(E9)

This is the final normal-mode Hamiltonian.
Hybridization coefficients. It is helpful to summarize

the normal mode transformation by skipping over the
intermediate variables (primed, and double-primed). For
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Monomial J1(δ) J2(δ)

ĉ†
√

2αεe−
ηc
4
√
ηcEJcJ1 (δµα) sin (tωd) cos (µαϕext) +

√
2αεe−

ηc
4
√
ηcEJcJ2 (δµα) cos (2tωd) sin (µαϕext) +√

2βNe
− ηc

4N2
√

ηc
N2EJcJ1 (δµβ) sin (tωd) cos (µβϕext)

√
2βNe

− ηc
4N2

√
ηc
N2EJcJ2 (δµβ) cos (2tωd) sin (µβϕext)

ĉ†ĉ† − 1
2
αεe−

ηc
4 ηcEJcJ1 (δµα) sin (tωd) sin (µαϕext)

1
2
αεe−

ηc
4 ηcEJcJ2 (δµα) cos (2tωd) cos (µαϕext)

−βηce
− ηc

4N2 EJcJ1(δµβ) sin(tωd) sin(µβϕext)
2N

+
βηce

− ηc
4N2 EJcJ2(δµβ) cos(2tωd) cos(µβϕext)

2N

ĉ†ĉ −αεe−
ηc
4 ηcEJcJ1 (δµα) sin (tωd) sin (µαϕext) +αεe−

ηc
4 ηcEJcJ2 (δµα) cos (2tωd) cos (µαϕext)

−βηce
− ηc

4N2 EJcJ1(δµβ) sin(tωd) sin(µβϕext)
N

+
βηce

− ηc
4N2 EJcJ2(δµβ) cos(2tωd) cos(µβϕext)

N

ĉ†ĉ†ĉ† −αεe
− ηc

4 η
3/2
c EJcJ1(δµα) sin(tωd) cos(µαϕext)

6
√

2
−αεe

− ηc
4 η

3/2
c EJcJ2(δµα) cos(2tωd) sin(µαϕext)

6
√
2

−
βηce

− ηc
4N2

√
ηc
N2 EJcJ1(δµβ) sin(tωd) cos(µβϕext)

6
√
2N

−
βηce

− ηc
4N2

√
ηc
N2 EJcJ2(δµβ) cos(2tωd) sin(µβϕext)

6
√
2N

ĉ†ĉ†ĉ −αεe
− ηc

4 η
3/2
c EJcJ1(δµα) sin(tωd) cos(µαϕext)

2
√

2
−αεe

− ηc
4 η

3/2
c EJcJ2(δµα) cos(2tωd) sin(µαϕext)

2
√
2

−
βηce

− ηc
4N2

√
ηc
N2 EJcJ1(δµβ) sin(tωd) cos(µβϕext)

2
√
2N

−
βηce

− ηc
4N2

√
ηc
N2 EJcJ2(δµβ) cos(2tωd) sin(µβϕext)

2
√
2N

ĉ†ĉ†ĉ†ĉ† 1
48
αεe−

ηc
4 η2cEJcJ1 (δµα) sin (tωd) sin (µαϕext) − 1

48
αεe−

ηc
4 η2cEJcJ2 (δµα) cos (2tωd) cos (µαϕext)

+
βη2ce

− ηc
4N2 EJcJ1(δµβ) sin(tωd) sin(µβϕext)

48N3 −βη
2
ce
− ηc

4N2 EJcJ2(δµβ) cos(2tωd) cos(µβϕext)
48N3

ĉ†ĉ†ĉ†ĉ 1
12
αεe−

ηc
4 η2cEJcJ1 (δµα) sin (tωd) sin (µαϕext) − 1

12
αεe−

ηc
4 η2cEJcJ2 (δµα) cos (2tωd) cos (µαϕext)

+
βη2ce

− ηc
4N2 EJcJ1(δµβ) sin(tωd) sin(µβϕext)

12N3 −βη
2
ce
− ηc

4N2 EJcJ2(δµβ) cos(2tωd) cos(µβϕext)
12N3

ĉ†ĉ†ĉĉ + 1
8
αεe−

ηc
4 η2cEJcJ1 (δµα) sin (tωd) sin (µαϕext) − 1

8
αεe−

ηc
4 η2cEJcJ2 (δµα) cos (2tωd) cos (µαϕext)

+
βη2ce

− ηc
4N2 EJcJ1(δµβ) sin(tωd) sin(µβϕext)

8N3 −βη
2
ce
− ηc

4N2 EJcJ2(δµβ) cos(2tωd) cos(µβϕext)
8N3

TABLE II. Time-dependent terms, up to quartics, in the bare coupler Hamiltonian.

this we have to invert the definitions of the intermediate
coordinates to obtain

ˆ̄ϕα =
∑
β

fαSβαf
−1
β ϕ̂β ≡

∑
β

Uαβϕ̂β ,

ˆ̄nα =
∑
β

f−1α Sβαfβn̂β ≡
∑
β

Vαβn̂β ,
(E10)

where we have used ϕ̂′α = Sµαϕ̂
′′
µ and n̂′α = Sµαn̂

′′
µ. Note

that U · VT = 1, i.e. the transformation from bare to
normal modes is canonical.

Creation and annihilation operators. Lastly, we con-
sider the creation and annihiliation operators. In order
for squeezing terms to disappear in the Hamiltonian, we
need:

ˆ̄ϕα =
∑

β=a,b,c

uαβ√
2

(β̂ + β̂†),

ˆ̄nα =
∑

β=a,b,c

vαβ

i
√

2
(β̂ − β̂†),

(E11)

where

uαβ = Uαβ
√
εβ , vαβ =

Vαβ√
εβ
. (E12)

Finally, we have obtained the hybridization coefficients
entering Eq. (44) in the main text. The approach given
in this Appendix generalizes to an arbitrary number of
modes with off-diagonal coupling in either the capacitive
matrix, or in the inductive matrix.

Appendix F: Floquet theory

This appendix provides a practical summary of Flo-
quet theory. The spectrum of a monochromatically
driven system can be obtained from the Floquet for-
malism [20], according to which the time-dependent
Schrödinger equation for a periodically driven Hamil-
tonian Ĥ(t) = Ĥ(t + 2π/ωd) can be recast into a nu-
merically solvable eigenproblem for the so-called Floquet
Hamiltonian [19][

Ĥ(t)− i∂t
]
|φα(t)〉 = εα |φα(t)〉 . (F1)

The eigenvalues are the quasienergies εα, and whose
eigenvectors are the Floquet modes which are peri-
odic functions of time with |φα(t)〉 = |φα(t+ 2π/ωd)〉.
In terms of these, the solution to the time-dependent
Schrödinger is |ψα(t)〉 = e−iεαt |φα(t)〉. Importantly, the
solutions to Eq. (F1) are only defined up to an integer
multiple k of the drive frequency ωd, for if {εα, |φα(t)〉}
is a solution, then so is {εαk ≡ εα + kωd, |φαk(t)〉 =
e−iωdt |φα(t)〉}, which is a consequence of the periodic-
ity of the Floquet modes.

Information about the monochromatically driven sys-
tem can be obtained from the quasienergy spectra. For
example, two-tone spectroscopy experiments where a
weak tone is used to probe the spectra of the driven sys-
tem can be modeled in the linear response regime [23].
In such experiments, probe-tone-induced transitions oc-
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FIG. 9. Floquet eigenspectrum for a rotating-wave approxi-
mation in which all photon-number nonconserving terms have
been removed from the full circuit Hamiltonian analyzed in
Sec. V B. This figure is to be compared to the analogous result
for the full Hamiltonian in Fig. 7.

cur at frequency differences

∆αβk = εα − εβ + kωd, (F2)

provided that the operator corresponding to the probe
tone, denoted generically as X̂, has a nonzero matrix
element between the corresponding Floquet modes. With
the above notation, the corresponding matrix elements
read

Xαβk =
1

T

∫ T

0

dte−i(εα−εβ+kωd)t〈φβ(t)|X̂|φα(t)〉, (F3)

where T = 2π/ωd is the period of the drive. This
takes the form of a Fourier series coefficient fk =
1
T

∫ T
0
dt′e−ik

2π
T t
′
f(t′) of the matrix element of the op-

erator X between the two Floquet modes |φα,β(t)〉.
Numerically, the Floquet spectrum is efficiently ob-

tained from the time-evolution operator over one period
of the drive, which has a compact expression in terms of
the Floquet modes [20]

Û(t+ T, t) = T e−i
∫ t+T
t

Ĥ(t′)dt′

=
∑
α

e−iεαT |φα(t)〉 〈φα(t)| , (F4)

where T is the time-ordering operator. According to
the above expression, the Floquet modes at time t = 0,
|φα(0)〉, are the eigenvectors of U(T, 0), whereas the
quasienergies are obtained modulo an integer multiple
of ωd from the eigenvalues. The time-dependence over
one period of the drive is obtained by propagating each
mode |φα(0)〉 with the time-evolution operator Û(t, 0) in
the interval 0 < t ≤ T .

To summarize, the steady-state dynamics can be ob-
tained from the propagator Û(t, 0) over a single period of
the drive, which makes the Floquet method an efficient
alternative to numerical simulation of the dynamics over
the complete gate time. Indeed, the period of the drive,
on the order of 1 ns is between two to three orders of
magnitude shorter than the typical gate times. In this
work we obtain the quantities above by using the QuTip
implementation of the Floquet formalism [62], to which
we have contributed [63], amended by a numerically effi-
cient evaluation of the time-evolution operator developed
by Shillito et al. [64].

Appendix G: Non-RWA effects in Floquet
simulations of the full device

In this appendix we briefly discuss the role of counter-
rotating terms in the Floquet simulations of the full de-
vice Hamiltonian. Counterrotating terms (among which
the parity-breaking cubic terms play an important role)
in the coupler Hamiltonian induce an important correc-
tion to the coupler frequency, as can be seen by compar-
ing Fig. 9 to Fig. 7. This indicates, among other things,
that a mere approximation of the coupler Hamiltonian as
a Kerr nonlinear oscillator, as was done in the case of the
toy model, would be insufficient for precise comparisons
with experimental data. Moreover, the speedup obtained
by using the Floquet method, together with the numer-
ically efficient method for computing the time-evolution
operator, enables us to study non-RWA effects efficiently
as compared to full time-dynamics.
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