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A common scientific inverse problem is the placement of magnets that produce a desired magnetic field inside
a prescribed volume. This is a key component of stellarator design, and recently permanent magnets have been
proposed as a potentially useful tool for magnetic field shaping. Here, we take a closer look at possible objec-
tive functions for permanent magnet optimization, reformulate the problem as sparse regression, and propose
an algorithm that can efficiently solve many convex and nonconvex variants. The algorithm generates sparse
solutions that are independent of the initial guess, explicitly enforces maximum strengths for the permanent
magnets, and accurately produces the desired magnetic field. The algorithm is flexible, and our implementa-
tion is open-source and computationally fast. We conclude with two new permanent magnet configurations for
the NCSX and MUSE stellarators. Our methodology can be additionally applied for effectively solving per-
manent magnet optimizations in other scientific fields, as well as for solving quite general high-dimensional,
constrained, sparse regression problems, even if a binary solution is required.
Keywords: permanent magnets, stellarators, sparse regression, optimization

I. INTRODUCTION

Magnet design is required in a large number of scientific
domains, but it is a fundamentally ill-posed problem because
many different magnet designs can produce an identical tar-
get magnetic field via the Biot-Savart law. An extreme case
for magnetic design comes from plasma experiments that are
investigating nuclear fusion; these experiments often require
very strong and complex magnetic coils. One class of plasma
experiments, stellarators, particularly relies on sophisticated
coil design algorithms in order to produce ideal magnetic
fields for confining plasma [1, 2]. These three-dimensional
magnetic fields must be carefully shaped in order to pro-
vide high-quality confinement of charged particle trajecto-
ries and many other physics objectives. Stellarator optimiza-
tion is usually divided into two stages. The first is a config-
uration optimization using fixed-boundary magnetohydrody-
namic (MHD) equilibrium codes to obtain MHD equilibria
with desirable physics properties [3–5].

After obtaining the optimal magnetic field in this first stage,
coils must be designed to produce these fields, subject to a
number of engineering constraints such as a minimum coil-to-
coil distance, maximum forces on the coils [6], maximum cur-
vature on the coils, and many other requirements [7]. The re-
sult is that stellarator coils are often very complex 3D shapes,
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raising the cost and difficulty of manufacturing. The primary
cost of the W-7X stellarator program was the manufacture of
these complex coils with very tight engineering tolerances [8].
The NCSX stellarator was never finished in large part because
of similar fabrication and assembly obstacles [9].

A. A role for permanent magnets

Until recently, the highly-shaped and precise nature of stel-
larator equilibria implied the necessity of these very complex
coils. One way to circumvent this requirement, first proposed
in Helander et al. [10], is to simplify stellarator coil designs
by surrounding a stellarator with a manifold of permanent
magnets that can provide significant portions of the magnetic
field. These permanent magnets cannot be used to generate
a net toroidal flux, so traditional magnetic coils are still re-
quired. Instead, the permanent magnets allow for significant
reductions in the coil complexity and cost. Moreover, perma-
nent magnets operate without power supplies, require mini-
mal cooling, ameliorate magnetic ripple due to discrete coils,
and facilitate improved diagnostic access to the plasma cham-
ber. However, there are also some potential disadvantages,
including the inability to turn off the field, the possibility of
demagnetization, and an upper limit on the achievable field
strength; material science advances [11] for permanent mag-
nets could significantly address the latter two disadvantages.
Despite these potential setbacks, the low cost and simple man-
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ufacture of permanent magnet stellarators are tantalizing, es-
pecially for university-lab-scale experiments. There is already
a promising experimental effort to produce a very cheap but
practical permanent magnet stellarator [12]. In the present
work, we will show that permanent magnet stellarators have
an additional advantage. Unlike filamentary coil optimization,
the permanent magnet optimization problem can be expressed
as sparse regression. Thanks to the prolific scientific inter-
est in variations of sparse regression, permanent magnet opti-
mization can subsequently be relatively well understood and
rapidly solved. Moreover, traditional stellarator coil optimiza-
tion using a winding surface [13], even with complicated re-
quirements on coil-coil forces [6], can also be formulated as
sparse regression.

B. Motivation

Simplifying coils by utilizing permanent magnets comes
with its own challenges. Sophisticated algorithms are still re-
quired to find high-quality configurations of permanent mag-
nets. Optimization for determining the optimal placement
of permanent magnets (subject to minimizing the cost of the
magnets and various engineering constraints) is in a some-
what early stage. There are currently several different for-
mulations and associated algorithms for addressing the per-
manent magnet optimization problem [14–19], but the rela-
tionships between them are often unclear. Some of the opti-
mization problems are multi-stage or use discrete optimiza-
tion, and the “best” set of loss terms is an open question.
These nonconvex problems seem to exhibit many local min-
ima and high sensitivity to the initial conditions. Often ad-
ditional post-processing optimization steps are taken to fur-
ther improve the initial optimization solutions. Despite these
methods relying on some heuristics and post-processing, they
often produce very high-quality solutions. Similarly, genetic
algorithms have been used to generate permanent magnet con-
figurations in the magnetic resonance imaging (MRI) commu-
nity [20, 21]. Here too, there have been few conclusions about
optimality, and the algorithms are not always extensible when
future work necessitates higher-dimensional problems or ad-
ditional constraints.

If the permanent magnet optimization could be better un-
derstood and more efficiently solved in the stellarator commu-
nity, “off-the-shelf” permanent magnet stellarators could be
rapidly designed for cheap university-lab-scale experiments
with very simple toroidal field (TF) coils. If such stellara-
tors can be constructed and widely distributed, stellarator ex-
pertise could be rapidly cultivated and the parameter space
of quasi-symmetric and quasi-isodynamic stellarators could
be rapidly explored. This is especially important, as multi-
stage stellarator optimization has recently generated highly
quasi-symmetric configurations [22, 23] and near-axis expan-
sions [24–28] have facilitated efficient numerical explorations
and new discoveries within a very large parameter space of
quasi-symmetric stellarator configurations. Outside the stel-
larator optimization community, improvements in understand-
ing and algorithms for permanent magnet optimization prob-

lems would have significant repercussions for better perma-
nent magnet configurations in MRI, automobile design, and
other industrial uses.

C. Contributions of the present work

Towards rapid design and distribution of cheap permanent
magnet stellarators, this work provides a foundation for un-
derstanding the permanent magnet optimization problem by
showing it can be reformulated as sparse regression. Then,
we provide a computationally efficient, easy-to-use, gener-
ally applicable, and open-source code for computing perma-
nent magnet configurations for stellarators. The algorithm
produces sparse solutions that are independent of the initial
guess, explicitly enforces hard constraints on the dipole mo-
ment magnitudes, and illustrates that continuous optimization
is sufficient for generating high-performance permanent mag-
net stellarators. As far as we are aware, it joins a very small
and recent list of sparse regression algorithms that can effec-
tively solve problems with O(106) optimization variables, and
may be the first algorithm capable of handling a similar num-
ber of convex constraints and producing binary solutions. We
can regularly solve permanent magnet optimizations that de-
pend on dense matrices of billions of elements.

In particular, we provide a new relax-and-split method for
general permanent magnet optimization in the open-source
SIMSOPT code [5]. Unlike previous work, the entirety of the
permanent magnet pipeline, i.e. the geometry, optimization
tools, post-processing, etc., is contained in this single open-
source tool. The effectiveness of this new algorithm is demon-
strated by finding and illustrating two high-performance per-
manent magnet stellarator configurations. All of the present
work’s methodology and results can be found in the SIM-
SOPT code.

D. Permanent magnet optimization as sparse regression

The sparsity-promoting optimization problems that appear
in this work are the foundation of the field of sparse regres-
sion, which encompasses sparse system identification [29–
31], compressed sensing [32], and many other tasks in sig-
nal and image processing [33]. This fundamental relation-
ship with optimization problems occurring in sparse regres-
sion means that efficient and well-understood algorithms can
be immediately brought to bear on the permanent magnet
problem.

There are two primary differences between the optimization
problem that we solve in this paper and the many correspond-
ing sparse regression problems in other scientific fields. First,
the latter typically has O(102) or fewer unknowns, while re-
alistic permanent magnet coil optimizations can easily have
O(105) unknowns (with a corresponding O(105) constraints).
It follows that, unlike most sparse regression applications,
permanent magnet optimization requires algorithms that scale
well with the number of unknowns and the number of con-
straints. A notable exception is that sparse regression for
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image and signal processing is often very high-dimensional,
and in this case approaches to this problem typically either
(1) convexify the problem, e.g. with the l1 norm, or (2) use
a “greedy” algorithm that iteratively and rapidly solves the
problem, albeit often with weak guarantees on optimality [33].
Both of these approaches can struggle to solve binary prob-
lems, e.g. the desired solution for permanent magnet opti-
mization is not just a sparse set of magnets but one in which
the magnets are all either maximum-strength or exactly zero.

Second, even the convex formulation of permanent mag-
net optimization, which omits any engineering requirements
on the permanent magnets, often gives rise to different ini-
tial conditions converging to different final solutions. This
pseudo-paradox is simply a result of the strong ill-posedness
of the optimization problem; one should imagine the opti-
mization landscape as a convex space but with a very large,
flat valley containing many quasi-minima. It is well known
that this issue is addressed with regularization. Indeed, with-
out sufficient regularization, each new initial condition will
result in a quasi-minima solution that is correct to numerical
precision. This problem is so ill-posed that the quasi-minima
often look like extremely different configurations of perma-
nent magnets. Fig. 1 shows that modest Tikhonov regulariza-
tion fully circumnavigates this qualitative behavior, although
the regularization may make it more difficult to access the de-
sired parameter space of sparse, binary solutions.

This type of ill-posedness also occurs in varieties of sparse
regression. A notable example occurs in sparse system iden-
tification, where the goal is to search through very large li-
braries of candidate functions. In that case, the goal is to dis-
cover the underlying equations of a dynamical system; there
is a right answer. In the context of permanent magnet op-
timization, this strong ill-posedness can be seen as a strength
rather than a weakness since (modulo engineering constraints)
there is no right answer; any permanent magnet configuration
that produces negligible magnetic field errors on the plasma
surface is a suitable solution. In other words, there are signifi-
cant degrees of freedom available for incorporating additional
requirements regarding the configuration of magnets.

However, even in the permanent magnet problem there are
some potential downsides of ill-posedness. Coupled with true
local minima in the nonconvex setting, ill-posedness can have
significant consequences regarding the number, manufacture,
and cost of the permanent magnets. It also impedes conclu-
sions about the possible parameter space of configurations; it
is possible that higher-quality or easier-to-engineer configura-
tions are available but have not been found. These problems
can be compounded by a poor choice of loss terms in the ob-
jective function or because such configurations cannot be eas-
ily found with the algorithms used to minimize the objective.

A relax-and-split algorithm is ideal for high-dimensional,
constrained sparse regression. In a relax-and-split approach,
an iterative solve is set up between a convex subproblem
over any set of convex constraints, and an “easy” noncon-
vex subproblem that renders the overall approach very com-
putationally efficient. The relax-and-split iterations continue
until the convex and nonconvex subproblems both converge.
The relax-and-split formulation exhibits excellent and well-

understood local convergence properties [34], circumnavi-
gates the initial guess sensitivity of previous work (justified
later in Sec. II E), and can be easily extended in various
ways from the baseline implementation in the open-source
PySINDy code [35, 36] that is used for sparse system iden-
tification. Variants of relax-and-split were used in Champion
et al. [30] to solve system identification problems with affine
constraints in the optimization variables, extended for addi-
tional constraints and nonconvex loss terms in Kaptanoglu et
al. [37, 38], recently used as a denoising strategy in Hokanson
et al. [39], and increasingly contribute to optimization prob-
lems found outside the field of system identification [40–42].
Our new implementation for permanent magnets can also be
used to rapidly solve complex sparse regression problems with
O(104) − O(106) unknowns and a similar number of con-
straints. To our knowledge, solving such large, constrained
optimization problems with the l0 norm has been largely in-
feasible with current algorithm implementations in the sparse
regression field until very recent work [43–45]. By framing
permanent magnet optimization as sparse regression, we build
a bridge to these powerful tools.

II. METHODOLOGY

Permanent magnets can be approximated as magnetic
dipoles if the distance between the field evaluation point and
the center of the permanent magnet is substantially larger than
the size of the permanent magnet. This is a substantial advan-
tage for optimization because the magnetic field generated by
a magnetic dipole exhibits a simple analytic expression that is
independent of the permanent magnet’s geometry and linear
in the dipole moment m. Green’s functions can also be used
for fully calculating the near-fields of permanent magnets with
simple shapes like spheres and cubes, while retaining the lin-
earity in m. Moreover, the dipole moment of the permanent
magnet is approximately independent of the external field if
the permanent magnet permeability is low.

Together, these approximations facilitate a very simple
form for the total magnetic field. It follows that a straight-
forward way to imagine placing permanent magnets is to ap-
proximate the magnets as magnetic dipoles, discretize a large
computational domain into elements of a mesh, and represent
each element as a single dipole at the center (again assuming
that the element size is substantially smaller than the distance
between the element and the plasma). If the total number of
discrete dipoles mi is D, then the total magnetic field BM is
simply a sum over all the dipoles,

BM =
µ0

4π

D

∑
i=1

(
3mi ·ri

‖ri‖5
2
ri−

mi

‖ri‖3
2

)
. (1)

Here µ0 is the vacuum permeability, ri is the vector between
the evaluation point and the ith dipole, and SI units will be
used throughout this work. Critically, Eq. (1) is linear in the
dipole moments mi. The primary target for stage-2 coil op-
timization is to, together with the traditional magnetic coils,
use the permanent magnets to fully match the desired mag-
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FIG. 1: Permanent magnet manifolds (rows 1, 2, 4, 6) andB · n̂ on the plasma surface (rows 3, 5, 7), generated by solving (5)
for the MUSE permanent magnet stellarator. The toroidal field coils are omitted from the illustration. Tikhonov regularization

with λ = {0,10−10,10−8} and three different initial conditions were used, until a high performance value fB ∼ 10−8 was
achieved. Despite the convexity, the ill-posedness of the optimization results in vastly different permanent magnet

configurations (and some variation inB · n̂ on the plasma surface) depending on the initial condition. Only with sufficient
regularization can we break the degeneracy from the ill-posedness.
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netic fields at the plasma boundary surface,

fB =
∫ (

(BM +BP +BC) · n̂
)2 d2x. (2)

That is, we use the permanent magnets to minimize the value
of fB. Here n̂ is the normal vector to the plasma boundary,
and BP and BC are the magnetic fields generated by plasma
current and the traditional coils, respectively. For the purposes
of this work, BP is the field from a stage-1 optimized plasma
boundary andBC is the field generated from a minimal set of
basic coils that produce the net toroidal flux. Eq. (2) is convex
because it can be written as a linear least-squares term in the
mi, as we show explicitly in Appendix A.

Next, we assume a straightforward grid of permanent mag-
net locations. Cartesian (x,y,z), cylindrical (r,φ ,z), and sim-
ple toroidal (rminor,φ ,θ) coordinate systems are implemented
in the code. Rectangular cubes, curved square bricks, and
simple toroidal shells are ideal shapes for permanent mag-
nets because they facilitate cheap, mass manufacturing and
straightforward assembly. Cylindrical coordinates are used
in Sec. III A and simple toroidal coordinates are used in
Sec. III B. Eq. (2) is independent of the coordinate-system
choice; the coordinate system here primarily serves to specify
which coordinate directions are considered grid-aligned, since
this is an attractive engineering property to promote.

As in Hammond et al. [46], we define the volume as the
space between two toroidal limiting surfaces. The inner sur-
face that encloses the plasma is usually chosen to be the ex-
perimental vacuum vessel. If there is no designed vacuum
vessel, a simple transformation can be used to generate an in-
ner toroidal surface as follows. The plasma boundary nor-
mal vectors in cylindrical coordinates are projected onto the
(r, z) plane of the corresponding quadrature point (so that the
new surface locations are defined at identical poloidal cross-
sections), and then multiplied by an overall offset value to
generate a surface for the inner toroidal boundary of the per-
manent magnet configuration. The outer limiting surface is
generated similarly, using the projected normal vectors on the
inner toroidal surface. For moderately shaped equilibria, these
simple transformations work well to generate the permanent
magnet volume. Any curved square bricks that are not be-
tween the inner and outer surfaces are eliminated. Custom
grids are also admissible, and future work could straightfor-
wardly implement additional grid generation schemes.

As discussed in Sec. I D, the linear least-squares part of the
permanent magnet problem is strongly ill-posed. Typically
Tikhonov regularization with strength λ is added to the stage-
2 permanent magnet optimization for regularization of fB,

fm = λ

D

∑
i=1
‖mi‖2

2, (3)

and this term is also convex in themi. A downside of this term
is that it tends to select for solutions with weak but nonzero

magnets. For more general regularization terms, we consider,

fm = λ

D

∑
i=1

R(mi), (4)

where the sum over i could also be chosen to be inside the
regularizer R. Here R(mi) is smooth and convex, such as the
commonly used l2 norm; nonsmooth and nonconvex regular-
izers are discussed below but we denote these separately.

A. Optimization objectives

Before formulating the full optimization problem to solve,
it is illustrative to be explicit about the goals of the optimiza-
tion. Consider the following objectives that we would like to
promote or impose in the optimization problem,

1. Fit the MHD equilibrium fields: minimize fB.

2. Regularize fB: minimize fm.

3. Avoid magnetic dipole values above the maximum
magnetization of the material: impose the hard con-
straints that ‖mi‖2 ≤ mmax

i where the maximum value
for dipole moment i is defined through the rema-
nence field Brem and the cell volume V cell

i , mmax
i =

µ
−1
0 BremV cell

i . For this work, we assume Brem = 1.465
T to match the value used for FAMUS runs of the
MUSE stellarator. MUSE uses commercial “N52”
neodymium-iron-boron (Nd2Fe14B) magnets.

4. Produce a sparse, binary solution. Bias the dipoles to-
wards either satisfying ‖mi‖2 = 0 or ‖mi‖2 = mmax

i for
all i, so that permanent magnets are either omitted or
placed with approximately maximum strength. More-
over, minimize the cost of the permanent magnetic con-
figuration by using as few magnets as possible.

5. Promote properties that reduce the engineering com-
plexity of the magnet configuration, such as constrain-
ing each dipole’s direction to be “grid-aligned”, i.e. per-
pendicular to the face of each grid element.

Below, we start with a convex formulation that is sufficient
for objectives 1−3 in Sections II B−II C, and then add in non-
convexity for promoting sparse configurations of permanent
magnets that address objectives 4−5 in Sections II D−II E.

B. A first attempt at formulating the optimization

We now propose a first objective function that accomplishes
the optimization objectives 1−3. First, define the vector of op-
timization variables, m = [mx

1,m
y
1,m

z
1,m

x
2, ...,m

z
D]. Then the

proposed objective function can be formulated,

argmin
m

1
2
‖Am−b‖2

2 +λR(m) (5)

‖mi‖2
2 ≤

(
mmax

i
)2
, i = 1, ...,D.
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The quadratic constraints are convex since each mi vector
must be contained in a l2 ball in R3. For the remainder of
the work, we will denote as Sm the hypersurface spanned by
the intersection of the spherical constraints. Critically for
efficiency, the constraints are separable. Unlike most stel-
larator optimization problems, we do not convert these con-
straints into a related loss term – we impose them as hard con-
straints. Interior point methods (IPMs) may also be used here,
where the inequality constraints would be converted into bar-
rier functions in the loss terms, but IPMs usually do not scale
very well to high-dimensional settings. Fortunately, for con-
vex problems with a large number of separable, convex con-
straints, there are other fast algorithms.

Before moving on to an algorithm for Eq. 5, we note here
that the demagnetization effects from finite permanent magnet
coercivity could also be modeled as convex constraints. These
constraints could be critical for accurate modeling of stellara-
tors with large magnetic field strengths. If the dipole at po-
sition xi demagnetizes if the external field strength is greater
than Bmax, this can be posed as

‖BM(m,xi)+BP(xi)+BC(xi)‖2
2 ≤ B2

max, (6)

It should be clear that the field from the ith dipole is excluded
from expression (6) when evaluated at xi, and that for perma-
nent magnets that are very close to the ith permanent magnet,
there are significant errors introduced by the dipole approxi-
mation (however, these errors can be avoided with spherical
permanent magnets or accounted for if other simple shapes
are used). There are constraints of the Eq. (6) type from all the
dipole locations, adding another D constraints to the values in
m if each constraint is active. Each constraint is a convex but
not separable constraint on themi and could be implemented
with barrier functions in future work.

C. An algorithm for simple permanent magnet optimization

The optimization problem in (5) is a convex problem with
separable, convex, spherical constraints. Therefore, it can
be solved with many different algorithms, and the global
minimum can be found. The primary issues are the high-
dimension of the problem and the large number of constraints.
The problem in (5) forms the backbone of the present work,
so we first provide an algorithm that can efficiently solve this
problem despite the high dimension.

Many algorithms have been considered for quadratic pro-
grams with quadratic constraints [47]. It is only recently that
fast solvers have been devised for exactly the case of high-
dimensional convex optimization problems with a large num-
ber of spherical constraints [48]. In particular, an algorithm is
proposed in Bouchala et al. [49] that can optimally solve these
problems, and we adopt this algorithm for our purposes. An
extended algorithm and other variations [50] are also available
if additional equality constraints are present. The algorithm is
essentially projected-gradient descent (the standard algorithm
for high-dimensional, smooth, constrained optimization) with
a conjugate-gradient acceleration, and as such, it relies on a

explicit form for the projection operator,

PSm(m) = argmin
y∈Sm

‖m−y‖2
2. (7)

The projection can be decomposed as,

PSm(m) = [P(m1), ...,P(mD)], (8)

by the separability of the constraints, and each of the projec-
tions satisfies,

P(mi) = argmin
‖y‖22≤(mmax

i )
2
‖mi−y‖2

2 =
mi

max
(

1, ‖mi‖2
mmax

i

) . (9)

Lastly, we typically initialize the algorithm with an initial
guess for the dipoles as all zeros. The natural guess ism(0) =
PSm(A

†b), where A† denotes the pseudo-inverse of A, but
we found that this often generates very poor initial guesses
when the constraints are very active. Alternatively, when the
problem is strongly ill-posed, it is often useful to start with
the dipoles at maximum strength to preference the algorithm
towards solutions with strong magnets. Regardless, the algo-
rithm requires that m(0) ∈ Sm. Many other initial conditions
were tested to verify that, with sufficient regularization, the
algorithm correctly converges to the minimum of this convex
problem, as in Fig. 1.

D. Sparse optimization for permanent magnet design

Unfortunately, the formulation in (5) is not sufficient for a
sparse, binary solution. These are attractive properties to pro-
mote, since it means only a sparse collection of maximum-
strength permanent magnets can be used. We begin this sec-
tion with a discussion of one of the foundations of sparsity-
promoting optimization: the l0 “norm”, which is simply an op-
erator that counts up the number of nonzero terms in a vector.
The l0 norm has not been used before for permanent magnet
optimization because it appears very challenging to address
with traditional optimization. For instance, the l0 norm is non-
smooth, preventing the straightforward application of generic
algorithms for nonconvex optimization based on gradient and
Hessian information such as BFGS [51]. The high-dimension
of the problem and large number of constraints further reduces
the number of fast algorithms that are suitable for addressing
objective functions with the l0 norm. Nonetheless, we define
a new objective function with the l0 norm and borrow recent
ideas from the field of sparse regression to effectively solve it,

argmin
m∈Sm

1
2
‖Am−b‖2

2 +λ‖m‖2
2 +α‖m‖0. (10)

We will show below that the formulation in (10) now satisfies
all of the requirements for the permanent magnet optimization
problem and the partial convexity of the objective function can
be utilized. Moreover, the objective function in (10) can be al-
tered without significant changes in procedure; substitutions
for the l0 norm in (10) can be made for other regularizers,
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depending on the optimization goals. Examples include the
l1, group l2,1, and group l0,1 norms. For instance, the non-
overlapping group l0,2 or l0,1 operators [52] could be used to
enforce an l0 norm-like structure on the magnitudes of each
dipole, allowing for dipoles that do not align with any of the
grid directions∗ . These operators can also be used in the al-
gorithm proposed below but we focus on the l0 norm in this
work both for concreteness and because it satisfies all the re-
quirements for generating sparse, high-quality configurations
of permanent magnets. As we detail our algorithm, it should
become apparent that the l1 loss term, the typical choice for a
relaxation of the l0 loss term, is not sufficient for generating
sparse and binary solutions.

Beyond the connection with sparse regression, it may not
be clear yet why this formulation of the permanent magnet
optimization problem could be preferable to formulations pro-
posed in previous works. In Section II E we will show that we
can use the special structure appearing in our formulation to
design a fast, flexible, easy-to-understand solution to placing
a sparse set of permanent magnets for stellarator field shaping.

E. Proposed relax-and-split algorithm

An algorithm is required for effectively solving the vari-
ous proposed objective functions that can be used for perma-
nent magnetic optimization. The backbone of all these objec-
tive functions is a linear least-squares problem with a convex
regularizer, subject to a large number of separable, spherical
constraints. Nonconvex optimization problems with convex
constraints can be effectively solved with the relax-and-split
formulation [34] of the optimization problem if the proximal
operator,

proxαN(m)≡ argmin
y

[
1
2
‖m−y‖2

2 +αN(y)

]
, (11)

of the nonconvex (and/or nonsmooth) part of the objective
function, N(m), is known or easily approximated. In the
present work, it is assumed that an analytic expression is
known for the proximal operator (as is the case for the l0, l1,
non-overlapping group l0,1, etc.), which significantly simpli-
fies our task and additionally implies that, despite the nota-
tion, N(m) is not an arbitrary function. There are also non-
convex loss terms without known analytic proximal operators
that nonetheless can be rapidly numerically computed.

To see how the proximal operator enters into the optimiza-
tion, we first introduce a proxy variable w ∼m. This proxy
is kept reasonably close to the values in m by the inclusion

∗ Consider a set of subsets {G1,G2, ...} such that the union of the subsets is
the entire index set of the optimization variables, G1 ∪G2 ∪ ·· · = {1, ...,D}.
The group l0,1 norm is defined as ‖‖m‖G1

1 ,‖m‖G2
1 , ...,‖0. For overlapping

groups, this can be a very complicated operator. For the permanent magnet
problem, the groups are the non-overlapping triplets consisting of the compo-
nents of each dipole vector. In the non-overlapping case, these operators can
be addressed like the l0 is addressed in Appendix B.

of a new least-squares term ν−1‖m−w‖2
2, with the value of

the hyperparameter ν determining how closely the two vari-
ables should match. The goal is now to solve the following
optimization problem,

argmin
w,m∈Sm

[
‖Am−b‖2

2
2

+
‖m−w‖2

2
2ν

+λR(m)

]
+αN(w). (12)

We can solve this problem effectively by using variable pro-
jection [53]. We solve the inner optimization problem over
m at fixed w, then solve the outer optimization over w at
fixed m, and iterate between these solves until convergence
is found. The inner optimization problem is convex over the
original dipole variables in m. Fix the initial guess for w(0)

and denote the solution after the first convex iteration

m(1)≡argmin
m∈Sm

[
‖Am−b‖2

2
2

+
‖m−w(0)‖2

2
2ν

+λR(m)

]
, (13)

so that the remaining optimization problem is

w(1) ≡ arg min
w

[
1

2ν
‖m(1) −w‖2

2 + αN(w)

]
(14)

= proxναN(m
(1)).

In other words, the remaining optimization problem is equiv-
alent to computing the proximal operator. The proximal op-
erator for the l0 norm is hard-thresholding, detailed briefly in
Appendix B. The hard thresholding naturally generates sparse
vectors. Now we can iterate between the convex and noncon-
vex optimization subproblems so that the full algorithm can
be summarized in Algorithm 1.

Algorithm 1 Relax-and-split with the l0 loss term
Input: Magnet geometry encoded in A, coil and plasma magnetic

fields in b, initial guess w(0), error tolerance ε , initial hard thresh-
old α0, and strength of any additional regularization via λ .

Output: Solutions m∗ and w∗.
procedure RELAX-AND-SPLIT(A, b, λ , ν , α0)

for α = α0, 2α0, ...
for k = 0, ..., kmax

m(k+1)=argmin
m∈Sm

[
‖Am−b‖2

2
2

+
‖m−w(k)‖2

2
2ν

+λR(m)

]
,

w(k+1) = proxνα‖(.)‖0
(m(k+1))

if ‖w(k+1) −w(k)‖2 ≤ ε

break
w(0) =w(k+1)

return m(k+1),w(k+1)

end procedure
In other words, for each value of the hard threshold ∝

√
α0, solve

the convex part of the optimization, take the proximal operator of
the resulting vector, and iterate until convergence is found. Typically
ν ∼ ‖A‖−2

2 works well, so λ and α can be considered the primary
hyperparameters. λ tunes the strength of the regularization and α

tunes the strength of the nonconvexity.
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We found empirically that it often works very well to start
with weak values of the hard threshold used in the l0 norm (the
threshold is proportional to

√
α), converge this problem, and

then use the solution as an initial guess to a new problem with
a larger value of α . This is repeated until α is large enough to
threshold off essentially all of the magnets that are not maxi-
mum strength. Since the magnets are all essentially maximum
strength by the final optimization loop, they are also all grid-
aligned by virtue of the l0 loss term. To see this, note that
the algorithm thresholds off components of each mi that are
below some minimum strength, subject to the constraints on
the maximum dipole magnitudes. For instance, if components
ofmi with below 97.5% of the maximum strength are thresh-
olded, it follows that this dipole must either be exactly zero
or have a single nonzero vector component. As far as we are
aware, this iterative approach has not been used before in the
field of sparse regression.

There are some significant advantages of Algorithm 1. The
convex and nonconvex parts of the optimization problem can
both be efficiently solved, additional convex equality and in-
equality constraints can be added straightforwardly, and the
requirements on m are split between m and the proxy vari-
able w, allowing the algorithm to “relax” into satisfying the
constraints. The formulation as sparse regression allows for
the rapid adoption of concepts, algorithms, and expertise from
the prolific field of sparse regression.

Moreover, if the problem is reasonably well-posed (e.g.
Tikhonov regularized), the initial permanent magnet config-
uration is unimportant − whatever it is, it is erased by the
convex optimization in the first step, fully circumnavigating
part of the initial guess issues present in the other nonconvex
algorithms for permanent magnet optimization. It may ap-
pear at first that this insensitivity to the initial condition may
cause the algorithm to only explore a reduced space of config-
urations. But we now also have additional hyperparameters,
and by sweeping the value of these hyperparameters, we have
a systematic way to explore a very wide space of permanent
magnet configurations.

III. RESULTS

We now present optimized permanent magnet configura-
tions for the NCSX and MUSE stellarators. Both examples
are run with a set of high-resolution quadrature points on the
unique part of the plasma boundary − 64 points in θ , and 64
points in φ (×2N f p for all N f p field periods). Both of the fol-
lowing considered stellarators are stellarator-symmetric and
field-period symmetric, so it is only required to design dipoles
for 1/2N f p of the toroidal angle extent, and then to repeat this
configuration around the torus.

A. NCSX

NCSX was a planned quasi-axisymmetric stellarator that
was partially built at the Princeton Plasma Physics Laboratory.

It was originally designed with 18 modular coils and 18 pla-
nar coils. The equilibrium of interest, C09R00, was scaled to
have an on-axis magnetic field strength of 0.5 T, which is the
maximum field produced by the existing planar coils. C09R00
also exhibits a three-fold field symmetry, major radius of 1.44
m, minor radius of 0.32 m, and volume-averaged plasma beta
〈β 〉= 4.09%. However, for direct comparison with the FA-
MUS solution in [16], the C09R00 shape is used but with no
plasma current, i.e. 〈β 〉= 0, and the toroidal field was taken
to be perfectly toroidal with no ripple.

For a direct comparison with the FAMUS [14] method, Al-
gorithm 1 is used in a cylindrical coordinate system with the l0
norm and Tikhonov regularization is omitted. Tikhonov regu-
larization was simply not required for a high-quality solution
(and the relax-and-split term, ∝ ‖m−w‖2

2, is an additional
source of regularization).

The FAMUS grid of allowed dipole locations has a res-
olution of 14 points radially, so A ∈ R4096×172032. We use
the same grid for our optimizations in SIMSOPT. FAMUS
is used with a level of regularization for a plausible solution
fB ≈ 1.6× 10−6 T2m2. An effective volume of the permanent
magnet region can be defined by

Veff =
D

∑
j=1

‖m j‖2

M0
, M0 ≡

Brem

µ0
, (15)

and the result is 2.29 m3 out of a maximum available volume
of 3.23 m3. To measure how binary a solution is, we also
define the binary fraction

fδ = 1− #{i|δ ≤ ‖mi‖2 ≤ 1− δ}
D

. (16)

There is no post-processing optimization done to the FAMUS
solution, so there is significant “pile-up” near dipole magni-
tudes at 0 and 1 and f0.01 = 0.57.

A representative SIMSOPT m∗ solution achieves a simi-
lar fB ≈ 1.6× 10−6 T2m2 with a very similar effective vol-
ume of 2.34 m3 and a substantially improved f0.01 = 0.84.
This improvement with SIMSOPT occurs despite the fact that
the relax-and-split method also produces a cylindrically grid-
aligned solution. This solution is compared with the FAMUS
solution in Figures 2 and 3. The w∗ solution achieves a poor
value of fB, but nonetheless still successfully pulls m∗ to-
wards a high-quality solution that is approximately sparse.
The relax-and-split and FAMUS solutions have some quali-
tative similarities in the strength of the permanent magnets.
It is noteworthy that in Fig. 3, both solutions appear to re-
quire a set of weak magnets for low-error configurations of
this NCSX example. This lends some evidence to the follow-
ing propositions: that the permanent magnet grid choice can
be reasonably important for finding high-performance solu-
tions, and that the low-errors in fB are quite sensitive to small
changes in the magnets. Overall, the major takeaway is that
we have found a relax-and-split solution that provides similar
fB performance as the FAMUS solution, despite being signif-
icantly sparser and grid-aligned.
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FIG. 2: Comparison between FAMUS and relax-and-split solutions on an example NCSX permanent magnet manifold. Note
that the relax-and-split dipoles are aligned with the cylindrical grid.
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FIG. 3: Distributions of the dipole magnitudes for the
relax-and-split solutions and FAMUS. Significant numbers of

weak magnets seem to be required for low-error
configurations with this NCSX permanent magnet manifold.

B. The MUSE stellarator

MUSE is a table-top stellarator experiment using perma-
nent magnets that is currently under construction [19]. MUSE
was optimized for a high degree of quasi-symmetry, and the
experiment’s permanent magnet configuration was optimized
to have good flux surfaces with the FAMUS code [12] to
fB ≈ 5.17× 10−8 T2 m2. The dipoles were constrained to
point only in the minor radial direction in simple toroidal co-
ordinates. Diagnostic ports and other spatial restrictions are

used to represent the real permanent magnet configuration.
Spatial restrictions only eliminate a portion of the grid from
consideration, and importantly do not change the properties
of the optimization problem. After the permanent magnets are
optimized, the combined magnetic field from the magnets and
coils are used to compute Poincaré plots in order to verify the
quality of the flux surfaces. Substantial discrete optimization
was used in post-processing steps to achieve engineering con-
straints while preserving the physics objectives, as described
in Qian et al. [19].

We use the same stage-1 optimized plasma surface, the
same 16 planar TF coils, and the same MUSE permanent mag-
net grid array of four toroidal quadrants [19] (i.e. the dipole
locations are identical in the FAMUS and SIMSOPT opti-
mizations) with a simple toroidal coordinate system. The grid
provides for the inclusion of four vertical ports and twelve
horizontal ports. We solve both the convex and nonconvex
optimization problem from (5) and (10) and compare with
the FAMUS solution. For these optimizations, the number of
dipoles is 75,460 (×4 via symmetries), each with three vector
components, so A ∈ R4096×226380. Tikhonov regularization is
used with strength λ = 10−8 for the convex problem; these
results are identical to the last two rows of Fig. 1. Tikhonov
regularization is omitted for the SIMSOPT solution with the
l0 term included, for the same reason as in Sec. III A.

The results comparing the convex optimization in (5), the
FAMUS solution, and the relax-and-split solutions m∗ and
w∗ are shown in Fig. 4. The toroidal field coils are shown
in green, the normalized permanent magnet strength is indi-
cated in the blue-red colorbar, and the normal component of
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Convex FAMUS m∗ w∗

FIG. 4: Comparison between the convex algorithm, the FAMUS solution, and the relax-and-split solutions for MUSE. The
sparse relax-and-split w∗ produces slightly larger fB error than FAMUS, but uses fewer magnets.

FIG. 5: Histograms of the dipole magnitudes as the algorithm progresses (red) compared with the optimized FAMUS solution
for MUSE (green). Slowly increasing the thresholding has the effect of pushing all the magnets to magnitudes of zero or one.

the residual field errors is illustrated in the purple-yellow col-
orbar. The optimization began by truncating magnets with
strengths below 5% and the threshold parameter (proportional
to α0) was increased until magnets below 97.5% strength were
truncated. The algorithm progress is visualized in Figures 5

and 6, showing that the optimization successfully transforms
a nonsparse solution of weak dipoles to a very sparse solution
of maximum-strength dipoles.

The m∗ solution achieves fB ≈ 2.8× 10−8 and the w∗ so-
lution achieves fB ≈ 1.5× 10−7, using nonzero dipole magni-
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Algorithm iteration
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Relax-and-split objective evolution

FIG. 6: Illustration of the optimization objective as the
relax-and-split algorithm progresses. Increases in the hard

threshold causes sudden spikes in the objective value, but the
algorithm quickly recovers to pre-thresholding error levels.
At the end of the algorithm, when only magnets of strength

97.5% remain in the MUSE permanent magnet manifold, the
error is roughly equal to the error at the beginning, when

dipole magnitudes could vary between 0 and 1.
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FIG. 7: Distributions of all the permanent magnet
optimization variables for the relax-and-split and FAMUS
solutions for MUSE. The vast majority of the dipoles are

zeroed and relax-and-split uses fewer full-strength magnets.
A zoomed view illustrates the magnet “stragglers” inm∗,

while w∗ fully zeroes out magnets below the hard threshold.

tudes for only 14.6% of the permanent magnets. It is interest-
ing to note thatw∗ produces five times the fB value compared
to m∗. Yet the m∗ and w∗ distributions appear at first to be
virtually identical in Fig. 7, and in 3D visualization as in the
top row of Fig. 4. Zooming into the origin of Fig. 7, we can see
that m∗ actually breaks the grid-alignment of the dipoles in
w∗, with a large number of very weak components. Summing

over the absolute values of all of these very weak but nonzero
components actually amounts to the equivalent contribution
of approximately 600 (×4 for symmetries) full-strength, grid-
aligned permanent magnets (modulo the important direction-
ality but this is a rough estimate anyways). This “straggler”
issue is seen elsewhere in sparse regression, and in fact mo-
tivates the post-processing and post-optimization that is per-
formed to improve FAMUS permanent magnet solutions. It is
a substantial strength that w∗ does not suffer from this issue,
but it comes at the cost of increased fB error. Moreover, this
sensitivity to very weak, nonzero components in the other-
wise grid-aligned dipoles motivates a stochastic optimization
approach, outlined in Appendix C, in order to search for con-
figurations that are robust to small changes in the solution.

FAMUS uses approximately 16.8% of the permanent mag-
nets, or exactly 6608 additional magnets∗ with respect to the
relax-and-split solution w∗. Additional hyperparameter tun-
ing could be done to get a comparison with FAMUS using
the exact same number of dipoles, but the relax-and-split
solution is already sparse, high-quality, and therefore suit-
able enough for this example configuration. The extra FA-
MUS post-processing precludes a perfect comparison with the
relax-and-split method anyways. Moreover, as is illustrated in
Fig. 8, the FAMUS solution constrains the dipoles to point in
the minor radial direction, while the relax-and-split solution
produces dipoles that are aligned with one of the three simple
toroidal directions. Despite these extra degrees of freedom,
the solution qualitatively reproduces the dipole structures seen
in the FAMUS solution. In contrast, the relax-and-split solu-
tion with Cartesian grid-aligned dipoles in Fig. 8 produces an-
other excellent solution but looks qualitatively quite different.
The relax-and-split and FAMUS solutions for both examples
are summarized in Table I and Poincaré plots for each of the
solutions are illustrated in Fig. 9. The surfaces generated with
m∗ look slightly improved over those of FAMUS but the w∗

surfaces look slightly degraded.
Consider the remarkable fact that the FAMUS and relax-

and-split toroidally-aligned solutions qualitatively match. The
two algorithms have different degrees of freedom and solve
very different nonconvex optimization problems, yet the so-
lutions are qualitatively very similar. There are two effects
that seem like plausible reasons for this convergence be-
tween algorithms. First, certain grid locations may be essen-
tial for properly minimizing fB, e.g. locations near highly-
shaped magnetic fields. Second, the requirement of maxi-

∗The experimental MUSE device actually uses 9,736 magnet “towers”. The
total magnet count is much lower than is indicated by the grid of 75, 460× 4
locations because the final permanent magnet configuration for MUSE is gen-
erated by concatenating together identical toroidal slices (each modeled as an
ideal dipole) into towers. For instance, if there are 14 slices next to each
other, each 1/16" thick, a single 7/8" thick magnet is used instead. Future
work could investigate promoting solutions with large, continuous groups of
magnets so that this concatenation can be done effectively. Here, the FA-
MUS and relax-and-split solutions are compared by quoting the difference
in the total number of permanent magnets with reference to the original grid
locations. The most intuitive metric might be the effective permanent mag-
net volume in Eq. (15). The relax-and-split solution uses 13% less effective
permanent magnet volume than the FAMUS solution.
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Stellarator Solution fB Veff (m3) f0.01 Grid-alignment
NCSX FAMUS 1.6× 10−6 2.29 0.57 None
NCSX SIMSOPTm∗ 1.6× 10−6 2.34 0.84 cylindrical
NCSX SIMSOPT w∗ 4.7× 10−4 2.30 1 cylindrical
MUSE FAMUS 5.7× 10−8 3.245× 10−3 1 rminor
MUSE SIMSOPTm∗ 2.8× 10−8 2.906× 10−3 0.92 toroidal
MUSE SIMSOPT w∗ 1.5× 10−7 2.822× 10−3 1 toroidal

TABLE I: Summary of the comparison between FAMUS and relax-and-split on the NCSX and MUSE examples.

mum strength, binary magnets effectively regularizes much
of the permanent magnet optimization space. In other words,
there may be a vast number of permanent magnet configu-
rations that minimize fB to high-performance levels, but far
fewer such configurations have binary distributions.

IV. CONCLUSION

We have shown that permanent magnet optimization can
be formulated as sparse regression. This scientific problem is
common to many fields, including automobile manufacturing,
MRI, ship de-gaussing, and many other applications. We have
classified a number of loss terms that can be effectively used
in permanent magnet optimization, and proposed a relax-and-
split algorithm that takes advantage of the partial convexity,
addresses an important class of nonsmooth and nonconvex op-
timization loss terms, and allows for additional convex equal-
ity and inequality constraints to be added to future objective
functions. The algorithm is generally applicable, and our im-
plementation is computationally efficient and open-source. It
can be immediately used or extended for winding-surface stel-
larator coil optimization and high-dimensional sparse regres-
sion across many scientific domains. We concluded by dis-
covering accurate and sparse solutions for two stellarators. In-
terestingly, the relax-and-split algorithm qualitatively matches
the FAMUS solution for the MUSE stellarator example, de-
spite the significant differences between the algorithms and
their associated optimization problems. This may be an indi-
cation that the requirement of sparse, binary magnet solutions
may regularize the optimization enough to leave only a few
high-quality minima, despite the nonconvexity of the prob-
lem.

Future work should further explore the parameter space
of possible permanent magnet configurations on a variety of
stage-1 plasma equilibria. More sophisticated physical and
engineering objectives can be built into the optimization by
modeling the permanent magnet deviation from a dipole field,
adding constraints for the demagnetization upper bound in
Eq. (6), calculating the errors induced by the permeability
of the permanent magnet material, and using stochastic op-
timization as outlined in Appendix C. Soft rather than hard
constraints on the dipole magnitudes might allow for a signif-
icantly faster convex step in the iterative relax-and-split algo-
rithm, although we found empirically that often high-quality
configurations can be computed without requiring that full
convergence is achieved during each convex solve.

Addressing the remaining optimization questions is an im-
portant task – beyond this barrier, permanent magnet stellara-
tors would be ideal laboratory experiments that can be con-
structed easily and inexpensively, while providing vital small-
scale stellarator insights for informing the design of full-scale
stellarators that can have construction costs in the billions of
dollars.
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Appendix A: Least-squares form of fB

Here we derive how the fB term can be put into a least-
squares form, following Zhu et al. [14] but with some minor
changes. First, we define the geometric factor,

gi(φiφ ,θiθ )=
µ0

4π

(
3ri·n̂
‖ri‖5

2
ri−

n̂

‖ri‖3
2

)√
∆φiφ ∆θiθ ‖n‖2. (A1)

Here (φiφ , θiθ ) define a set of quadrature points on the plasma
surface in toroidal coordinates, (iφ , iθ ) index these points,
(∆φiφ , ∆θiθ ) denote the grid spacing, and n is shorthand for
the normal vector at these locations, niφ ,iθ . The number of
points in each direction are Nφ and Nθ . Stack all of these fac-
tors together for an overall matrixA ∈ RNφ Nθ×3D,

A(φiφ ,θiθ )=
[
g1 ... gD

]
(A2)

=
[
gx

1 gy
1 gz

1 ... gx
D gy

D gz
D
]

=


gx

1(φ1,θ1) gy
1(φ1,θ1) gz

1(φ1,θ1) ···
...

...
...

gx
1(φNφ

,θNθ
) gy

1(φNφ
,θNθ

) gz
1(φNφ

,θNθ
) ···

.
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FAMUS

SIMSOPT
(Cartesian)

SIMSOPT
(toroidal)

FIG. 8: The different components of the MUSEm solutions in Cartesian and simple toroidal coordinates illustrate the different
grid-alignments used in FAMUS (top row) and in SIMSOPT (middle and bottom rows are the relax-and-split dipole solutions

grid-aligned with Cartesian coordinates and grid-aligned with simple toroidal coordinates, respectively). The FAMUS magnets
are constrained to point inwards or outwards in the minor radial direction, and in the toroidal relax-and-split case, magnets

point in one of the three simple toroidal directions yet qualitatively reproduce the magnet structures seen by FAMUS.

FAMUS m∗ w∗

z

z

r r r r r r
FIG. 9: Poincaré plots for MUSE solutions with the target plasma boundary in black.

This factor encodes all of the geometry, is independent of the
dipoles mi, and can be computed once before optimization
begins. To see why this is a useful definition, note that ifm=
[mx

1, my
1, mz

1, mx
2, ..., mz

D], we can write,

fB =
∫ (

(BM +BP +BC) · n̂
)2 d2x, (A3)

= ∑
iφ

∑
iθ

∆φiφ ∆θiθ (BM · n̂− Bn)
2 ‖n‖2,

where the normal component of the coil plus plasma magnetic
fields (on the plasma surface) is denoted −Bn ∈ RNφ Nθ here.
Then convert the double sum to a single sum with the relabel-

ing i = iφ + Nφ (iθ − 1),

fB = ∑
iφ

∑
iθ

(
(BM · n̂− Bn)

√
∆φiφ ∆θiθ ‖n‖2

)2

(A4)

= ∑
i

(
Ai jm j − bi

)2
= ‖Am− b‖2

2.

Therefore, fB can be written as a least-squares term in the m
vector representing the optimization variables. We can en-
force field-period and stellarator symmetries into these equa-
tions while using only the original m representing a half-
period of the permanent magnet manifold. The coordinate
system for the permanent magnet manifold is chosen to inherit
the symmetries. For BM to exhibit field-period symmetry, m
is rotated so that the angle between m and ri is preserved at
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the new point.
If both coordinate systems are also stellarator symmetric,

it follows that the new vector r′i = [xi,−yi,−zi] is the trans-
formation of ri under the symmetry. If each mi is chosen to
be stellarator symmetric, then m′i = [−mx, my, mz] and this is
sufficient forBM to be stellarator symmetric.

The transformation of A is the inverse of the transforma-
tion of m. For instance, if the new vector m′i is the result of
flipping the mr component from a reflectionRS via stellarator
symmetry, followed by a rotation R f p by the appropriate an-
gle for field-period symmetry, thenA should be rotated by the
negative angle, and then the resulting vector should be trans-
formed by the stellarator symmetry. In total then, the least-
squares termAm that is actually used in the code is[

A(ri) +A(RSri)R
T
S +A(R f pri)R

T
f p + ...

]
m, (A5)

which now is calculating the contributions of all of the mag-
nets (around the full torus) to a half-period of the plasma sur-
face, while only using the half-period variablesm.

Appendix B: The l0 proximal operator

Proximal operators are useful tools for optimization over
nonsmooth and/or nonconvex terms that otherwise have rela-
tively simple structure. The proximal operator is defined as,

proxαN(m)≡ arg min
y

[
1
2
‖m− y‖2

2 + αN(y)

]
. (B1)

The advantage of this formulation is that it can be analyti-
cally or rapidly numerically computed for a number of com-
mon nonconvex functions. The proximal operator of the l0
“norm” is well-known as hard-thresholding,

proxα‖(.)‖0(m) = H√2α
(m1)× ...×H√2α

(m3D), (B2)

H√2α
(mi) =

{
0 |mi|<

√
2α

mi |mi| ≥
√

2α
. (B3)

In practice, we actually hard threshold the normalized m
(note that the l0 norm is invariant to a global rescaling of all
the m components before optimization begins), since other-
wise the hard thresholding will preferentially remove small
magnets, even if those magnets are at full strength and very

important to the solution. The maximum strength of the per-
manent magnets is usually proportional in some way to the
geometry (for instance, directly proportional to the cylindri-
cal radius), and therefore an unnormalized hard-thresholding
would tend to remove the geometrically-small magnets first.

Appendix C: Stochastic optimization with permanent magnets

It may not be immediately clear that the relax-and-split
algorithm can be extended for more advanced optimization
techniques such as stochastic optimization. Stochastic opti-
mization is a useful technique for generating configurations
that are robust to random and systematic errors in the coil
shapes (traditional coil optimization) and the permanent mag-
net magnitudes and directions (permanent magnet optimiza-
tion). In this section, we briefly illustrate that typical forms
of stochastic optimization preserve all the loss term structure
needed for relax-and-split. Consider a vector of independent,
normally-distributed random variables ξ as in Wechsung et
al. [54]. The goal is to minimize the expectation E of the
B · n̂ errors over the distribution of perturbations ξ,

min
m

E( fB(m+ ξ)) + λR(m) + αN(m). (C1)

Alternatively, one can optimize for the worst case scenario,

min
m

max
ξ

E( fB(m+ ξ)) + λR(m) + αN(m). (C2)

The point of the regularization terms is to simplify the man-
ufacturing, so they are relevant before any perturbations are
introduced. For instance, if a dipole has zero magnitude, a
magnet will not be placed, and therefore there are no manu-
facturing errors to consider at this location. The expectation
value can be approximated using the sample average approxi-
mation; drawing S independent realizations of ξ and using,

E( fB(m, ξ))≈ 1
S

S

∑
s=1

fB(m+ ξs), (C3)

to achieve O(S−
1
2 ) approximation error. The ξs are fixed,

so (C1) and (C2) are optimizations using deterministic sums
of the original objectives. Sums of convex terms are also con-
vex, and thus relax-and-split can be applied in this setting.
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