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Absorption measurement is an exceptionally versatile tool for many applications in science and
engineering. For absorption measurements using laser beams of light, the sensitivity is theoretically
limited by the shot noise due to the fundamental Poisson distribution of photon number in laser
radiation. In practice, the shot-noise limit can only be achieved when all other sources of noise are
eliminated. Here, we use seeded squeezed light to demonstrate that direct absorption measurement
can be performed with sensitivity beyond the shot-noise limit. We present a practically realizable
scheme, where intensity squeezed beams are generated by a seeded four-wave mixing process in an
atomic rubidium vapor cell. More than 1.2 dB quantum advantage for the measurement sensitivity
is obtained at faint absorption levels (≤ 10%). We also present a detailed theoretical analysis to
show that the observed quantum advantage when corrected for optical loss would be equivalent to
3 dB. Our experiment demonstrates a direct sub-shot-noise measurement of absorption that requires
neither homodyne/lock-in nor logic coincidence detection schemes. It is therefore very applicable in
many circumstances where sub-shot-noise-level absorption measurements are highly desirable.

I. INTRODUCTION

It has been demonstrated that one can improve the
sensitivity and precision of many classical measurement
techniques using various quantum states of light [1–14]
(For instance, the experimental work reported in Ref. [1]
is a sub-shot-noise measurement of an intensity mod-
ulation on one of the quantum-correlated twin beams,
and the intensity is modulated by adjusting the trans-
mission of the beam from a liquid-crystal cell). Most
prominently, sub-shot-noise detection of changes in opti-
cal phase have been demonstrated in interferometers us-
ing quantum light [15–18] and have been implemented for
gravitational wave detection [19]. Although a straight-
forward readily attainable approach to achieve desired
performances of a classical measurement is to simply in-
crease the photon flux of the probe light to yield a greater
signal-to-noise ratio, it has been proven unfeasible when-
ever one faces limits on the brightness of the optical
probes, for instance, in the case where samples can be
altered or damaged by the probe light [11, 20]. It is
therefore highly desirable to optimize measurement sen-
sitivity with a fixed amount of input photon flux [11]. It
is also important to note that for measurement schemes
where the sensitivity itself varies with parameters of the
measured sample it is possible for the sensitivity to be
degraded, potentially requiring either prior knowledge
about the optical sample or the addition of a feedback
servo loop to ensure a sub-shot-noise performance [21–
23].

Since the intensity measurement of an idealized laser
fluctuates with a Poisson distribution, it is therefore used
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to define the shot-noise limit (SNL) in optical measure-
ments, and it can only be reached in classical experi-
ments once all other sources of noise are removed. For
a direct measurement of optical transmission, the num-
ber of photons that pass through a sample is used to
estimate the sample’s absorption α, and thus the esti-
mation sensitivity ∆α is determined by the SNL. One
of the most popular approaches that allow for a sub-
SNL measurement of an unknown sample’s absorption
is to use quantum-correlated beams of photons [12, 13].
For practical applications, the reduction of noise be-
tween quantum-correlated beams of photons generated
with spontaneous parametric down-conversion (SPDC)
is widely adopted because of the implementation sim-
plicity and the robustness of quantum nature against the
introduction of an absorbing sample [24]. In particu-
lar, such technique has been implemented in the con-
text of imaging, where a charge-coupled-device (CCD)
camera is usually employed to acquire sub-SNL measure-
ment in the spatial domain by detecting correlated pho-
tons altogether in the same image captured by the cam-
era [6, 8, 25–28]. With the inclusion of a spatially ab-
sorbing sample, it has been shown that correlated pho-
tons can be used to suppress noise in imaging objects
to a degree that out-performs classical measurement us-
ing an equally efficient detection [8, 29]. Since absorp-
tion measurement is the most versatile tool for many
applications in spectroscopy, metrology, chemistry and
biology, improving the measurement sensitivity is thus
indisputably beneficial to both science and engineering
communities. It is therefore absolutely valuable for ex-
periments to be performed to observe clear quantum ad-
vantages that gained by using quantum states of light in
absorption measurements.

Indeed, quantum advantages in absorption measure-
ments have been demonstrated in a series of experiments
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carried out with photon pairs generated with SPDC in
nonlinear crystals, Refs. [2, 9, 12, 13] are some promi-
nent examples. It should be noted that SPDC is not the
only source of quantum light, another important quan-
tum source is the squeezed light produced with four-wave
mixing (FWM) in atomic vapors or optical fibers [30].
In fact, squeezed light has been extensively studied for
its advantage in phase measurement since the early pre-
diction of Caves [31], some prominent experiments are
reported in Refs. [15, 19, 22, 32]. However, there are
hardly any experimental demonstrations using squeezed
light to achieve sub-SNL absorption measurement since
the seminal work done by Polzik et al. [33]. In this
article, we report a practically realizable experimental
scheme using squeezed light for direct absorption mea-
surement. We use intensity squeezed beams generated
with a seeded FWM process as the source to demon-
strate clear quantum advantages over the SNL. Note that
Moreau et al. [13] report a quantum advantage of 0.9 dB
using SPDC in direct absorption measurement, while we
report a higher quantum advantage of more than 1.2 dB
for weak absorption levels (≤ 10%) as shown below.

Our experimental scheme is straightforward - a seeded
FWM atomic vapor cell together with an electron-
multiplying charge-coupled-device (EMCCD) camera
comprise the bulk of what is needed to acquire a sub-
SNL absorption measurement. Information containing
absorption of the sample being measured can be readily
obtained by simply integrating the images captured by
the EMCCD camera, no homodyne/lock-in or logic coin-
cidence is required. Our scheme therefore is very appli-
cable in many circumstances where sub-SNL absorption
measurement is highly desirable. We also provide in this
article a theoretical model to analyze and gain insights
into the experimental observations.

II. RESULTS

A. Theoretical analysis of the quantum advantage
for measurement sensitivity

Our intensity squeezed light is generated with the
FWM process in an atomic 85Rb vapor cell [15, 34–38].
The atomic medium possesses a large third-order electric
susceptibility χ(3), and when appropriately chosen laser
light ‘seeds’ the medium, ‘twin beams’, also known as
the ‘probe’ and ‘conjugate’ beams, are produced. The
theoretical modeling of the twin beams generation in the
FWM process is complex, as in the experiment one deals
with the probe and conjugate beams of finite bandwidth.
In fact, the bandwidth of the twin beams in our scheme
is merely ∼ 20 MHz [38, 39], which is much narrower
compared to what one generates with SPDCs. There-
fore, we can recover many of the aspects of our observa-
tions in terms of a theoretical model based on an equiv-
alent single-mode description of the probe and conjugate
beams [36]. In brief, we use the single-mode approxima-

tion and designate â and b̂ as the mode operators for the
probe and conjugate beams respectively, the final opera-
tors after detection can therefore be expressed as

âf =
√
ηp{
√

1− α[(coshr)â+ eiθ(sinhr)b̂†] + i
√
αν̂α}

+i
√

1− ηpν̂p,

b̂†f =
√
ηc[(coshr)b̂† + e−iθ(sinhr)â]− i

√
1− ηcν̂†c ,

(1)
where r is the squeezing parameter of the FWM, θ is the
relative phase between the twin beams (approximately,
θ ∼= 2π×2νHF ×L/c, where 2νHF is the frequency differ-
ence between the twin beams and νHF is the hyperfine
splitting in the electronic ground state of 85Rb shown in
Fig. 2(b), L is the vapor cell length and c is the speed
of light), 1− ηp and 1− ηc are the optical losses includ-
ing imperfect detection quantum efficiencies in the probe
and conjugate beam paths respectively, α is the absorp-
tion we are interested in measuring, and ν̂p, ν̂c and ν̂α
are the vacuum/noise operators. When a coherent state
|β〉, β = |β|eiφ, where φ is the input phase, seeds mode
a, and only vacuum fluctuations |0〉 seed mode b, then
the input state can be written as |β, 0, 0, 0, 0〉, where
the third, fourth and fifth zeros are the inputs for the
vacuum/noise operators ν̂p, ν̂c and ν̂α respectively. Al-
though not trivial, it is fairly straightforward to calculate

the number operators N̂a = â†f âf and N̂b = b̂†f b̂f for the
probe and conjugate beams after detection. Since the
sample is placed in the probe beam, and the conjugate
beam is used as a reference, we adopt the photon counts
difference 〈Ŝα〉 = 〈N̂a − N̂b〉 as our measurement sig-
nal. Note that this double-beam approach is commonly
implemented in imaging and spectroscopy applications
involving weak absorption [8, 26], because it enables the
cancellation of classical super-Poissonian noise and pro-
vides a direct measurement of the absorption by instanta-
neous comparison with the unperturbed reference beam.
The measurement sensitivity,

∆α =

√
〈∆2Ŝα〉

|∂α〈Ŝα〉|
, (2)

can then be readily obtained. In this article we define the
quantum advantage as the ratio of the sensitivity enabled
by the squeezed light, ∆αsqz, to the one acquired from the
coherent light, ∆αsnl, with the same amount of average
photon numbers 〈Na〉 and 〈Nb〉 as the twin beams:

Quantum Advantage (dB) = 10× log10
∆αsqz

∆αsnl
. (3)

In Fig. 1 we plot the theoretical quantum advantage
for absorption α = 5 % as a function of optical transmis-
sion in the probe beam path ηp and conjugate beam path
ηc. The squeezing parameter r = 1.1, which is calculated
from the two-mode squeezing of 6.5 dB [36] measured



3

-3.04

-3.04

-2.66

-2.66

-2.28

-2.28

-1.9

-1.9

-1.52

-1.52

-1.14

-1.14

-0.76

-0.76

-0.38

-0.38

0

0.38

0.76

1.14

1.52

1.9

2.28

2.66

3.04

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

ηc

η p
Qu. Adv. [dB]

-3.04

-2.28

-1.52

-0.76

0

0.76

1.52

2.28

3.04

Qu.	Adv.	(dB)	

FIG. 1. Theoretical prediction for the quantum advantage
(Qu. Adv.) for absorption α = 5% as a function of optical
transmission in the probe beam path ηp and conjugate beam
path ηc. The squeezing parameter r = 1.1 corresponds to
6.5 dB two-mode squeezing.

by near-perfect photodiodes (see Fig. 2(c) and Ref. [40]
for further details of the squeezing measurement). It is
clear noticeable from the graph that if one could man-
age to curb the optical loss in both beam paths to be
within 10 %, more than 3 dB quantum advantage for the
measurement sensitivity would be readily achievable.

B. Experimental demonstration of the quantum
advantage

The experimental setup and the respective 85Rb
atomic level structure are shown in Fig. 2(a) and (b).
The atomic medium is pumped by a strong (∼ 500 mW)
narrow-band continuous-wave (CW) laser at frequency ν1
(λ = 795 nm) with a typical linewidth ∆ν1 ∼ 100 kHz.
Applying an additional weak (∼ 10 nW) coherent seed
beam at frequency νp = ν1 − (νHF + δ), where νHF
and δ are the hyperfine splitting in the electronic ground
state of 85Rb and the two-photon detuning respectively
in Fig. 2(b) (further experimental details can be found in
Ref. [40]), two pump photons are converted into a pair of
twin photons, namely ‘probe νp’ and ‘conjugate νc’ pho-
tons, adhering to the energy conservation 2ν1 = νp + νc
(see the level structure in Fig. 2(b)). The resulting twin
beams are strongly quantum-correlated and are also re-
ferred to as bright two-mode squeezed light [41]. As can
be seen from Fig. 2(c), the twin beams exhibit a intensity-
difference squeezing of 6.5 dB measured by balanced pho-
todiodes (see Ref. [40] for further details on the squeez-
ing measurement), which is indicative of strong quantum
correlations [41].
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FIG. 2. (a) Experimental setup in which a seeded 85Rb va-
por cell produces strong quantum-correlated twin beams via
FWM. The twin beams are separated from the pump by a
∼ 2 × 105 : 1 polarizer after the cell. The probe beam passes
through an absorption ‘sample’ (i.e., a combination of a λ/2
plate and a PBS) while the conjugate beam serves as a refer-
ence, before they are focused onto an EMCCD camera. The
camera is enclosed in a light-proof box with filters mounted to
block ambient light. The AOM in the probe beam path is used
to pulse the twin beams with 2 µs FWHM and duty cycle of
1/12. PBS: polarizing beam splitter, PM fiber: polarization-
maintaining fiber. (b) Level structure of the D1 transition of
85Rb atom. The optical transitions are arranged in a double-Λ
configuration, where νp, νc and ν1 stand for probe, conjugate
and pump frequencies, respectively, fulfilling νp + νc = 2ν1.
The width of the excited state in the level diagram represents
the Doppler broadened line. ∆ is the one-photon detuning, δ
is the two-photon detuning, and νHF is the hyperfine splitting
in the electronic ground state of 85Rb. (c) Measured intensity-
difference noise power spectrum for the squeezed twin beams
(blue line) and for the SNL (red line), obtained with a ra-
dio frequency spectrum analyzer (with resolution and video
bandwidth of 300 kHz and 100 Hz, respectively). A squeezing
of 6.5 dB is achieved.

After the 85Rb vapor cell, the pump and the twin
beams are separated by a second polarizer, with ∼ 2 ×
105 : 1 extinction ratio for the pump. The probe beam
transverses through a combination of a λ/2 plate and
a PBS, acting as an absorption sample, while the con-
jugate beam serves as a reference. The twin beams are
then focused onto an EMCCD camera (Andor iXon Ultra
897). The EMCCD camera is enclosed in a light-proof
box with filters installed at the entrance to block ambient
light photons from entering the camera. The acousto-
optic modulator (AOM) in the probe beam path is used
to pulse the beam with 2 µs duration (FWHM) and duty
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FIG. 3. (a) Time sequencing of the pump and twin beams. The pulse duration of 2 µs and duty cycle of 1/12 is realized by
pulsing the probe beam with an AOM. The CW pump beam is present all the time. (b) Typical images of the twin beams with
absorption α = 3 % captured by the EMCCD camera. This subfigure is the ‘real life’ version of subfigure (a). It is an image of
four consecutive pulses with the pulse width and duty cycle shown in subfigure (a). (c) Temporal photon counts fluctuations of
the probe Np(t) and conjugate Nc(t) obtained by integrating the photon counts in the cropped regions in (b). Clear similarities
can be observed between the twin beams. (d) The strong noise reduction in the subtraction as opposed to the summation of
the Np(t) and Nc(t) depicted in (c) showcases strong correlations between them.

cycle of 1/12. Since the CW pump beam is present all
the time, the conjugate beam is therefore also pulsed as
a result of the FWM process. The time sequencing of the
pump and the twin beams are shown in Fig. 3(a) as the
red strap, and the blue and green squares respectively.

We acquire the temporal behavior of the twin beams
through the use of the kinetic mode of the EMCCD cam-
era. The EMCCD has 512×512 pixels with each pixel size
of 16 µm×16 µm. We focus the twin beams on the cam-
era with an 1/e2 beam diameter of ∼ 50 µm, occupying
roughly 3 pixels as shown in Fig. 3(b). The temperature
of the EMCCD is kept low (< −65◦C) to curb the ther-
mal noise contributions. The rest of the EMCCD camera
settings can be found in Ref. [40].

For each absorption α (acquired by changing the an-
gle of the λ/2 plate), we capture 200 kinetic series, i.e.,
200 frame sequences, with each frame having 35 pairs of
probe and conjugate images containing the desired ab-
sorption information. We then crop a 10×10 pixel region
around the maximum-intensity area in each probe and
conjugate images, large enough to enclose their respec-
tive full beam profiles (see Fig. 3(b)), we thus can obtain
the average total number of photons in the probe beam
N̄p and in the conjugate beam N̄c by integrating photon
counts in the cropped regions.

The measurement signal Sα is defined as the pho-
ton number difference between the probe and conjugate
beams:

Sα ≡ N̄p − N̄c = (1− α)N̄p0 − N̄c, (4)

where N̄p0 and N̄p are the average numbers of photons
in the probe beam before and after the faint absorber
respectively, and N̄c is the average number of photons in
the conjugate beam. Factoring out α, we have

α = − 1

N̄p0
Sα +

S0

N̄p0
, (5)

where S0 ≡ N̄p0 − N̄c is the photon number difference
of the twin beams without the presence of the absorber,
which can be treated as a characteristic of the quantum
light source itself.

Also, the relation between the uncertainties of absorp-
tion α and the measurement signal Sα can be derived
from the error propagation formula (see Eq. (2)):

∆α =
∆Sα
|∂αSα|

=
1

N̄p0
∆Sα, (6)

where |∂αSα|= N̄p0 is obtained from Eq. (4). Therefore
following Eqs. (5) and (6), the absorption α and its sensi-
tivity ∆α can be readily obtained from the measurements
of Sα and ∆Sα.

In Fig. 4, we plot the actual absorption α as a func-
tion of the measurement signal Sα. The inset in Fig. 4



5

	(counts)	
×105 

×104 4.5								5.0									5.5									6.0									6.5									7.0	

0.06	

0.04	

0.02	

0.00	

-0.02	

×	104	

×	105	

FIG. 4. Actual absorption α as a function of the measurement
signal Sα defined in Eq. (4). The inset is a zoom-in view of the
data points with absorption α < 10 % to illustrate the sizes
of the uncertainties on the x-axis, ∆Sα, and the uncertainties
on the y-axis, ∆α.

is a zoom-in view of the data points with absorption
α < 10 % to illustrate the sizes of uncertainties of these
two quantities, i.e., ∆Sα on the x-axis and ∆α on the y-
axis. In the experiment, we observe 1.3±0.2 dB quantum
advantage in terms of ∆Sα when comparing to shot-noise
limited classical measurements for faint absorption lev-
els (see Fig. 6). Due to the fact that ∆α ∝ ∆Sα with
1/N̄p0 be the proportionality constant (see Eq. (6)), this
greater than 1 dB quantum advantage should also trans-
late to ∆α when compared to its shot-noise limited clas-
sical counterparts.

For measurements of the quantum noise reduction be-
tween the twin beams, we adopt an algorithm originally
developed in the spatial domain [27, 28] but re-deriving
it in the temporal domain. As shown in Fig. 3(c), the
temporal photon counts fluctuations of the probe beam
Np(t) and conjugate beam Nc(t) are acquired by inte-
grating photon counts in the cropped 10×10 pixel re-
gions for 7000 pairs of twin-beam images during 170 ms.
As expected, strong correlations between the photon
counts fluctuations of the twin beams can be observed
in Fig. 3(c) and manifested in Fig. 3(d) through the sub-
traction and addition of these two modes. The quantum
noise reduction characterization, σ, in the temporal do-
main reads

σ ≡ 〈∆
2[(Np(t+ δt)−Np(t))− η(Nc(t+ δt)−Nc(t))]〉t
〈Np(t+ δt) +Np(t) + ηNc(t+ δt) + ηNc(t)〉t

,

(7)
where Np(t + δt) − Np(t) and Nc(t + δt) − Nc(t) are

the subtractions of photon counts in the cropped regions
in two successive probe and conjugate images with time
interval of δt = 24 µs. Since intensities of the twin beams
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FIG. 5. Temporal quantum noise reduction σ as a function
of absorption α for the intensity squeezed light (blue squares)
and coherent light (red dots). Dashed blue line is the the-
oretical prediction with ηp = 0.61, ηc = 0.63 and r = 1.1.

are inherently imbalanced due to the seed power and dif-
ferent transmissions through the vapor cell [36], a scaling
factor η = 0.95, which is obtained by taking the ratio
between the conjugate and probe photon counts in the
analysis regions without the presence of the absorption
sample, is applied to the conjugate mode to rescale its
photon count before the two modes are subtracted. Note
that each image is involved in averaging over the spatial
intensity profile of the beam, and the scaling factor effec-
tively balances not only any differences in the averaging
of the beam intensity profiles but also the intensity fluctu-
ations. The subtraction of two successive images leads to
the cancellation of the low-frequency portion of classical
noise so that the rest of fluctuations are in the shot-noise-
limited regime [27, 28]. The numerator of Eq. (7) rep-
resents the temporal variance of the intensity-difference
noise between the probe and conjugate pulses. The de-
nominator gives the mean photon counts for the probe
and conjugate pulses used for the analysis and represents
the shot noise. For coherent state pulses σ = 1, which
corresponds to the SNL, while for thermal light or other
classical states σ > 1. Temporally quantum-correlated
beams, like the twin beams generated in our experiment,
will result in σ < 1, with a smaller σ corresponding to
a larger degree of quantum correlations (i.e., two-mode
squeezing).

In Fig. 5, we plot σ as a function of absorption α for
the squeezed light together with coherent light. For each
α, we average 5 sets of 200 kinetic series and designate
the error bar with one standard deviation. As expected,
σ < 1 for the squeezed light (blue squares), while σ ∼= 1
when the twin beams are replaced with two coherent
beams (red dots). The notable degradation of the tempo-
ral quantum noise reduction measured by the EMCCD
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camera with respect to the one measured by balanced
photodiodes in Fig. 2(c) can be mainly attributed to a
much worse quantum efficiency of the EMCCD camera
at 795 nm (merely 70 % as opposed to at least 94 %
for photodiodes). We also repeated the experiment with
different pulse duty cycles (i.e., δt in Eq. (7)), but they
seemed to play an nonessential role on the quantum noise
reduction as long as we were in the shot-noise-limited
regime, i.e., σ is still close to unity for coherent beams.

From Eqs. (2) and (3) we can easily arrive at

Quantum Advantage (dB) = 10× log10
∆αsqz

∆αsnl

= 10× log10

√
〈∆2N̂α〉snl
〈∆2N̂α〉sqz

= 10× log10

√
1

σ
.

(8)

We thus can use the same data depicted in Fig. 5 to
plot the quantum advantage versus absorption α. The
results are shown in Fig. 6. Theoretical predictions for
the temporal quantum noise reduction characterization σ
and the quantum advantage as a function of absorption
α are plotted as dashed blue lines in Figs. 5 and 6, where
excellent agreements between experiment and theory can
be seen. At those faint absorption levels (α ≤ 10 %) in
Fig. 6, the observed quantum advantage can be more
than 1.2 dB, although total optical losses (including the
transmission loss imposed by optics and imperfect detec-
tion quantum efficiency imposed by the EMCCD cam-
era) in the paths of the twin beams are significant -
nearly 39 % in the probe path and nearly 37 % in the
conjugate path. This is mainly due to a relatively low
quantum efficiency of the EMCCD camera at 795 nm
(∼ 70 %) and imperfect transmission of the band pass
filters (∼ 94%) mounted in front of the light-proof box.
If we were able to overcome this main obstacle of the ex-
periment by employing a much more efficient camera, we
would have a much higher quantum advantage approach-
ing 3 dB as implied by the theoretical curves in Fig. 1.
We notice that a most recent work [14] has also demon-
strated quantum advantage in absorption measurement
using a single-mode amplitude squeezed light generated
with an optical phase-sensitive amplifier. The reported
advantage (according to Fig. 5 in Ref. [14]) is less than
0.5 dB.

It is worth mentioning that taking measurements
using photodetectors would yield better results due to
photodiodes’ much higher quantum efficiency. However,
the main drawback of using photodetectors is their much
higher power requirement. For an EMCCD camera, a
few nW input power is more than enough to yield a
clear signal-to-noise ratio, however, for a photodetector
to provide sufficient signal clearance from its electronic
noise floor, the input power has to be in the range of tens
of µW. For example in our experiment, in order to have
a signal noise power that is 10 dB above the electronic
noise floor, we have to shine a coherent beam of light of
at least 50 µW to the photodetector (given our squeezing
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FIG. 6. Quantum advantage as a function of absorption α.
Dashed blue line is the theoretical prediction with ηp = 0.61,
ηc = 0.63 and r = 1.1. The quantum advantage is only
significant (> 1 dB) for small values of α (< 20 %), and for
α > 60 % there is no quantum advantage.

level of 6.5 dB, that implies a merely 3.5 dB clearance
from the electronic noise floor for 50 µW squeezed light).
One of the most important implementations of our
experimental scheme is to characterize biological sam-
ples without imposing light-induced damages, a much
higher input light power would hence defeat this purpose.

III. DISCUSSION

Overall, our experiment realizes a practical scheme
that allows the SNL in the direct absorption measure-
ment to be overcome. We demonstrate that by using
the intensity squeezed light more than 1.2 dB quantum
advantage is achieved for the measurement sensitivity at
faint absorption levels (≤ 10%). We thus experimen-
tally demonstrate the advantage of squeezed light for
measurements on open systems. We also theoretically
demonstrate that more quantum advantage (> 3 dB)
is very likely attainable by means of a proper opti-
cal loss management. We use seeded FWM process in
an atomic 85Rb vapor cell to generate the quantum-
correlated twin beams of light. It is also the first ex-
periment that uses quantum light generated with FWM
instead of SPDC to demonstrate a sub-shot-noise ab-
sorption measurement. Major advantages of this FWM-
based quantum light generation scheme include an ultra-
high photon-pair flux up to 1016 photons/s, which is
a few orders of magnitude higher than the fluxes pro-
duced by SPDCs [42–44], and narrow-band probe and
conjugate beams (∼ 20 MHz) [38, 39], which can be
readily integrated into quantum networks through cou-
pling with micro-resonators/cavities. Also, although the
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small bandwidth feature of the twin beams is not used
in the experiment, we do take advantage of it by mak-
ing a ‘single-mode’ approximation for the twin beams in
the theoretical analysis. The fact that our experimen-
tal results agree very well with the theory based on the
‘single-mode’ approximation confirms the importance of
the narrow band feature of the twin beams. Moreover,
the seeded FWM process offers sufficient gains in a single-
pass configuration producing bright quantum-correlated
beams of light without a cavity, making it possible to
preserve the multi-spatial-mode nature of the bright twin
beams [45, 46]. Our quantum light generation together
with the direct absorption measurement scheme reported

here can be therefore greatly beneficial to many appli-
cations involving characterizing chemical and biological
samples, where sub-SNL absorption measurements are
highly desirable [47, 48].
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