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The lower critical magnetic field, Hc1, of superconductors is measured by optical magnetom-
etry using ensembles of NV-centers-in-diamond. The technique is minimally invasive, allows for
accurate detection of the vector magnetic field with sub-Gauss sensitivity and sub-µm spatial res-
olution. These capabilities are used for detailed characterization of the first vortex penetration
into the superconducting samples from the corners. Aided by the revised calculations of the effec-
tive demagnetization factors of actual cuboid-shaped samples, these measurements provide precise
determination of Hc1 and related absolute value of London penetration depth, λ. We apply this
method to three well-studied superconductors: optimally doped Ba(Fe1−xCox)2As2, stoichiometric
CaKFe4As4, and high-Tc cuprate YBa2Cu3O7−δ. Our results are well compared with the values of λ
obtained using other techniques, thus adding another non-invasive and sensitive method to measure
these important parameters of superconductors.

I. INTRODUCTION

Superconductors remain to be a focus of intense re-
search due to their unusual properties and potential in
applications. Cuprates [1] and, more recent, iron based
superconductors (IBS) [2] are of particular interest due
to their high superconducting transition temperature, Tc,
apparently unconventional pairing mechanism [3, 4], and
rich interplay of magnetism and superconductivity, in-
cluding their coexistence in the bulk [5–8].

One of the fundamentally important characteristics of
a superconductor is the super-fluid density, which deter-
mines the screening of an external magnetic field and is
experimentally evaluated from the absolute value of Lon-
don penetration depth λ(T ). Accurate measurements of
the lower (also known as “first”) critical field, Hc1, can
be used to obtain λ directly, see Eq. 1. These measure-
ments, however, are not simple. The non-spherical shape
of the experimental samples leads to distortion of the
magnetic fields at sample edges and necessitates vector
magnetic field mappings with high spatial resolution of
the order of λ, typically in sub-micrometer range. This
task was approached by using local probes of magnetic
induction, such as miniature Hall probes [9–11], minia-
ture SQUIDs [12] and MFM [13], with spatial resolution
in µm range and a sensitivity to a single component of
the vector magnetic field.

Among several factors for accurate measurements of
Hc1 three are the most important: (i) The “probe”
has to be non-invasive so that local magnetic environ-
ment is not disturbed, (ii) it has spatial resolution com-
parable to λ, and (iii) the demagnetization corrections
due to particular sample geometry/shape should be ac-
counted properly, to facilitate proper determination of
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Hc1 from measured Hp. Magnetic sensing probes based
on Nitrogen-Vacancy (NV) color centers in diamond sat-
isfy the first two requirements. The magnetic moment of
the NV-center itself is ∼ µB (Bohr magneton), thus min-
imally perturbs the original magnetic state of the mea-
sured specimen. Sub-micrometer spatial resolution can
be achieved even with (used here, see experimental sec-
tion for details) NV ensemble, with probe area of 500 nm
diameter and 20 nm thickness [14–18]. Furthermore, the
ability to resolve the vector components of the magnetic
induction provides a better understanding of how the flux
enters the sample.

In this work, we present a novel scheme for accurate
measurements of Hc1 of type-II superconductors using
the NV-centers in diamond as an optical probe of lo-
cal vector magnetic induction. Three different super-
conductors were measured, including cuprate high−Tc,
YBa2Cu3O7−δ (YBCO), and IBS, Ba(Fe1−xCox)2As2
and CaKFe4As4 to demonstrate the performance of this
technique. These materials are subject of active current
research [19, 20]. For deducing Hc1, we used modified de-
magnetization factors derived for realistic 3D geometries
and also compare with outcomes when demagnetization
factors calculated from infinite geometries are used [21].

A. Lower critical magnetic field

The lower (first) critical field, Hc1, is one of the impor-
tant fundamental parameters characterizing any type-II
superconductor [22]. Above this field, Abrikosov vor-
tices become energetically favorable and start entering
the sample from the edges. Importantly, Hc1 is related
to two fundamental length scales: the London penetra-
tion depth, λ, and the coherence length ξ, as follows, [23]



2

Hc1 =
φ0

4πλ2

(
ln
λ

ξ
+ 0.497

)
(1)

ξ enters Eq.(1) only under the logarithm and there are
other more direct/sensitive ways to determine it ex-
perimentally (for example from the upper critical field,
Hc2 = φ0/

(
2πξ2

)
, where φ0 =2.07×10−15 Wb is mag-

netic flux quantum. Thus, the London penetration depth
λ is often estimated using Eq.(1) if Hc1 is experimentally
given. In terms of the numerical values, for example, for
studied here Ba(Fe1−xCox)2As2 (122) iron-based super-
conductors [5, 24], ξ ≈ 2.3 nm, λ ≈ 200 nm, so that
κ = λ/ξ ≈ 87, which give Hc1 ≈ 200 Oe and Hc2 ≈ 60
T. For optimally - doped YBCO [25–27], ξ ≈ 1.6 nm,
λ ≈ 140 − 160 nm, κ ≈ 80 − 100, Hc1 ≈ 350 − 400 Oe
and Hc2 ≈ 120 T.

In practice, using Eq.(1) to determine Hc1 has two ma-
jor difficulties: (1) the existence of various surface bar-
riers [28–30] that inhibit the penetration of a magnetic
field, hence lead to over-estimation of Hc1, and (2) the
distortion of magnetic field around the actual, finite size
sample that leads to under-estimation of Hc1. Therefore,
the experimentally detected onset of the magnetic field
penetration, denoted here Hp, coincides with Hc1 only in
case of an infinite slab in a parallel magnetic field and no
surface barrier, conditions which are almost impossible to
achieve in experiment. However, analysis shows that Hp

is directly proportional to Hc1 with the appropriate geo-
metric conversion factor [30, 31]. Several previous works
analyzed the situation and now most experimentalists
follow the numerical results published by E. H. Brandt
who used approximate nonlinear E(j) characteristics to
estimate the connection between Hp and Hc1 [30, 31].
Here, it is important to understand how Hp is defined.

In Brandt’s picture, illustrated in Fig. 1, for samples of
a rectangular cross-section 2a×2c (see Fig.2 below), with
a magnetic field applied along the c−axis, vortices start
forming at the corners (where the local field is highest,
top right panel of Fig. 1) and propagate as nearly straight
segments cutting the corners at approximately 45 degrees
(bottom left panel of Fig. 1. When top and bottom seg-
ments meet in the middle of the side (at the “equator”,
bottom right panel of Fig. 1) vortex enters the sample
completely. At this value of the applied field, which
we denote as HB

p , the magnetization, M(H), reaches a

maximum amplitude and HB
p ≈ Hc1 tanh

√
αc/a, where

α = 0.36 for an infinite (in the b−direction) strip or
α = 0.67 for disks of radius a [30]. Note that at this
field a significant volume of the sample is already occu-
pied by vortices (from the corner cutting) and a local
magnetic field at the corners has far exceeded Hc1.

An alternative definition of Hp is based on the devia-
tion of local magnetic induction from zero or total mag-
netic moment from linear M(H) behavior. In practice,
the local magnetic induction, B, is measured outside the
sample, on its surface close to the sample edge. The ex-
ternal magnetic field expelled by the sample leaks into
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FIG. 1. (a) Schematics of applied magnetic field fully pene-
trating the superconductor at its normal state, (b) total ex-
pulsion of the magnetic flux at its superconducting state, (c)
magnetic field entering from the corners of the sample with
an angle approximately 450 , and (d) E. H. Brandts’ scenario
when applied magnetic field is equal to HB

p . (See text for
details.)

the sensor, so that measured B(H) is always non zero,
but is still linear in H and it deviates from linearity when
vortices start to penetrate the sample from the corners
and this can be detected as the the onset of flux penetra-
tion field Hp [11, 32]. Similar estimate can be obtained
from theM(H) curves detecting the deviation from linear
behavior upon application of a magnetic field after cool-
ing in zero field [33]. Another version of this approach
is to look for the remnant flux trapped inside the super-
conductor which becomes non-zero when a lower critical
field is reached in any part of the sample, vortices pen-
etrated and became trapped due to ubiquitous pinnings
[34]. In all these scenarios, the lower critical field should
be obtained with the appropriate effective demagnetiza-
tion factor, N ,

Hp = Hc1 (1 +Nχ) (2)

where χ is the “intrinsic” magnetic susceptibility of the
material (i.e., in an “ideal” sample with no demagnetiza-
tion and surface barriers), which can be taken to be equal
to -1 for a robust superconductor at most temperatures
below Tc (for an infinite slab of width 2w in a parallel
field, χ = λ/w tanh (w/λ)−1 and it is straightforward to
check that χ is still less than -0.995 even at T/Tc = 0.99).

Unfortunately, most previous works that employed lo-
cal measurements of the onset of magnetic flux penetra-
tion using, for example, miniature Hall probes [11, 32,
34], analyzed the data with Brandt’s formulas for HB

p

and not with the (more correct in this case) Hp from
Eq.(2).
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B. Effective demagnetizing factors

To use Hp for determining Hc1, the effective demagne-
tizing factor, N , has to be calculated for specific sample
geometry. Indeed, strictly speaking, N is only defined
for ellipsoidal samples, which is of little practical use for
typical samples of a cuboidal (rectangular plate) shape.
Yet, it is possible to introduce effective demagnetizing
factors which were calculated in several previous works,
including the cited Brandt’s papers, since his estimate of
HB
p implicitly includes the effective N [31]. As we re-

cently showed from a full 3D finite-element analysis [21],
Brandt provided very accurate expressions for demagne-
tizing factors in cases of infinite strips or disks of rectan-
gular cross-section, see Eq.(7) in Ref.[31]. However, we
also found that the effective demagnetizing factors for fi-
nite cuboids are quite different from the infinite 2D strips
and, therefore, the whole methodology of estimating Hc1

from magnetic measurements should be revisited. This
is the subject of the present work.

Although we can calculate the effective demagneti-
zation factor with arbitrary precision for a sample of
any shape, it is always useful to have simple, but ac-
curate enough formulas [21]. A good approximation for
a 2a × 2b × 2c cuboid in a magnetic field along the
c−direction is given by [21],

N−1 = 1 +
3

4

c

a

(
1 +

a

b

)
(3)

Having samples of rectangular cross-section is prob-
lematic from the uncertainty in demagnetization effects
point of view, but it is advantageous in terms of the
(absence) of surface barriers, because now magnetic flux
penetrates from the corners and not parallel to the ex-
tended flat surfaces which is how surface barriers are
formed [28]. Moreover, the “geometric barrier” that es-
sentially involves the flux corner penetration described
above [30, 31] is not relevant if the onset of nonlinearity
is detected near the sample edge.

II. EXPERIMENTAL

A. Optical magnetic sensing using
NV centers in diamond

In this work, the vector magnetic induction on the
sample surface was measured using optical magnetom-
etry based on nitrogen-vacancy (NV) color centers in
diamond. Specifically, the optically detected magnetic
resonance (ODMR) of Zeeman split energy levels in NV
centers, proportional to a local magnetic field, is mea-
sured [35]. The NV-centers’ magneto-sensing has several
important advantages for measurements of delicate ef-
fects in superconductors. (1) It is minimally invasive, -
the magnetic moment of the probe itself is of the order of
a few Bohr magnetons, µB , and hence has negligible ef-
fect on the measured magnetic fields. (2) It has sufficient

spatial resolution, - sub-micrometer spatial mapping can
be achieved even with the ensemble mode of NV sensing.
(3) It is capable to measure a vector magnetic induction
[36]. This is particularly important as the detection of
flux penetration depends on the location, and magnetic
field lines deviate significantly from the direction of the
applied field [21].

Measurement protocols, experimental schematics and
deconvolution of the ODMR spectrum into magnetic field
components are discussed in detail in our previous work
in which the spatial structure of the Meissner state in
various superconductors was studied [36]. Here, we focus
particularly on the measurements of the lower critical
field, Hc1, and summarize the key experimental details
for completeness.

To measure a local magnetic induction, a magneto-
optical “indicator” (1.5 × 1 × 0.04 mm3 diamond plate
with embedded NV centers) is placed on top of the su-
perconducting sample with its NV-active side facing the
sample surface. On the “active” side, NV centers are
created within ∼ 20 nm from the surface of a single crys-
talline diamond plate using commercial protocols that
involve nitrogen ion implantation, electron irradiation
and high temperature annealing in high vacuum. The
diamond plate has (100) crystal surface and [100] edges.
Therefore, NV centers are oriented along all four [111] di-
amond axes, which define the directions of the magnetic
field sensing. As a result, possible Zeeman splittings in a
random ensemble of NV centers in (indeed, a single crys-

tal of) diamond is given by 2γe| ~B · d̂|, where γe ≈ 2.8
MHz/G is the gyromagnetic ratio of the NV-center elec-

tronic spin, and d̂ is a unit vector along any of the four
diamond axes. In a magnetic field along the ẑ direction,

i.e., ~B = (0, 0, Bz), all possible NV orientations result in
the same splitting,

Z =
2γeBz√

3
≈ 3.233 MHz/G

whereas, if the magnetic field has two components such

that ~B = (Bx, 0, Bz), the NV ensemble will result in two
pairs of Zeeman splittings:

ZL,S = Z|Bz ±Bx|

where, ZL (ZS) refers to larger (smaller) Zeeman split-
ting. An example of such two-pairs of ODMR splitting
spectrum is shown in Fig.2(b).

B. Experimental

Experimental setup: The experimental setup is based
on the Attocube CFM/AFM system and includes a con-
focal microscope optimized for the NV fluorescence detec-
tion inside the helium cryostat with optical parts in vac-
uum and the sample placed on a temperature-controlled
cold stage. A schematic of the experiment is shown in
Fig.2(a). The objective is focused on the NV centers in a
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FIG. 2. (Color online)(a) Schematics of the key components
of the NV sensing setup (b) Optically detected magnetic reso-
nance (ODMR) spectrum for local magnetic field vector with

two components, ~B = (Bx, 0, Bz). (See text for details.)

(optically transparent) diamond plate, so that the convo-
lution of the diffraction limited confocal volume with the
NV distribution leads to essentially a disk shaped sensing
volume of thickness ≈ 20 nm and diameter ≈ 500 nm.
The diamond plate is placed directly on top of a flat sam-
ple surface covering the edge and with NV active side fac-
ing the sample. More importantly, the superconducting
sample edges are carefully aligned with diamond edges so
that when the superconductor is in the Meissner state,
the vector magnetic field at the probing point will have no
component along [010] diamond crystal direction. This
symmetry of placement guarantees only two pairs of Zee-
man splitting in the ODMR. A 50X confocal microscope
objective is used both for green laser excitation and red
fluorescence collection. Microwave radiation with a very
small amplitude is applied using a single-turn 50 µm di-
ameter silver wire.

Temperature variation during measurements: The
laser and microwave power used in these experiments
are approximately 500 µW and less than 0 dBm, re-
spectively. While no noticeable effect was observed due
to the laser, microwave excitation showed some small
change in the base temperature fluctuating between 4.2
and 4.3 K. Therefore, all our experiments were performed
at 4.5 K with active temperature control keeping the sta-
bility within 10 mK. These fluctuations are much lower
than reported previously in Ref.[37], probably because
our microwave loop antenna geometry is more optimized
for the experiment.

Spatial resolution: Spatial resolution of the probe here
is governed by the optical diffraction limit, resulting
≈500 nm lateral resolution. One possibility of improving
the lateral resolution is to incorporate super-resolution
imaging techniques [38, 39]. Another possibility is to use
nanoscale scanning NV probes [40–42]. In fact, mag-

netic imaging of individual Abrikosov vorteces were al-
ready demonstrated using scanning single NV probes
in Refs.[43, 44]. The imaged superconducting materi-
als in these works were field-cooled to the superconduct-
ing state in the presence of a weak external background
magnetic field in order to form a well isolated vortex dis-
tribution.
Integration time: In our Hc1 measurements, for each

data point (a given position and external magnetic field),
ODMR spectrum was obtained for a 50-100 MHz scan
range averaged for ten repetitions. The typical total in-
tegration time per data point is 5-10 minutes. In order
to speed up the experiments, one could use adaptive pro-
tocols to modify/optimize scan range and number of av-
erages according to the previous measurement outcomes.
Another possibility is to incorporate real-time lock-in de-
tection techniques [45].
Samples: All samples were pre-characterized using var-

ious thermodynamic and transport techniques (see, e.g.,
Ref. [46]) and imaged using scanning electron microscopy
(SEM) and only samples with well-defined surfaces and
edges, as shown in Fig.3(a), were selected for further mea-
surements.

III. MEASUREMENTS OF THE LOWER
CRITICAL FIELD

The experimental protocol for measurements of Hc1 is
as follows:

(1) The sample is cooled to the target temperature
below Tc in the absence of a magnetic field (zero-field
cooling, ZFC). Then, a small magnetic field (10 Oe in
our case, much smaller than 200 - 400 Oe expected for
Hc1 at low temperatures as discussed in the introduction)
is applied and ODMR signals are recorded at different
points along the line perpendicular to the sample edge.
Measured ODMR splittings are then converted into the
magnetic induction values as described above. This, com-
bined with direct visualization of the sample through a
transparent diamond plate, allows for accurate determi-
nation of the location of the sample edge and provides in-
formation about sample homogeneity. The quality of the
superconductor is also verified by looking at the sharp-
ness of the transition detected by the ODMR splitting
recorded as a function of temperature at any fixed point
over the sample, see, e.g., Fig.3(b).

(2) After this initial preparation and edge identifica-
tion, the magnetic field is removed, the sample is warmed
up to above Tc and then cooled back down to a target
temperature, thereby resetting it to the genuine super-
conducting state with no trapped magnetic field inside.
A point inside and over the sample, but close to the edge,
is chosen and ODMR spectra are recorded as a function
of external magnetic field, which is applied incrementally
in small steps. At each step, the superconducting magnet
is switched to a persistent mode to insure stability of the
magnetic field. The deviation from the linear behavior
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in ZS is then detected and recorded as the field of first
flux penetration, Hp.

(3) Now, using Eq.(2), (3), and (1), the value of Hc1

and the London penetration depth λ are evaluated. This
procedure is repeated at several locations along the edge
to ensure objectivity of the result.

IV. RESULTS AND DISCUSSION

To illustrate the described method, we measured Hc1

and evaluated the London penetration depth, λ, in three
different superconducting materials.

A. Ba(Fe1−xCox)2As2, x = 0.07

A well characterized optimally doped single crystal
of Ba(Fe1−xCox)2As2, x = 0.07 (FeCo122) of cuboidal
shape with dimensions, 1.0×1.2×0.05 mm3, was selected.
An SEM image in Fig.3(a) shows a well-defined prismatic
corner with flat clean surface and straight edges. The
superconducting transition temperature, Tc ≈ 24 K, de-
termined from a conventional magnetometer, was also
consistent with our ODMR measurements at the loca-
tion on the sample surface inside the sample as shown
in Fig.3(b). ODMR splittings at four different locations
on the sample surface near the edge are labeled A, B, C,
and D in Fig.3(c). These four points are approximately 5
µm far apart from neighbor points and each point is ap-
proximately 10 µm from the edge inside the sample. As
discussed above, the two Zeeman splittings ZL and ZS
correspond to linear combinations of horizontal (Bx) and
vertical (Bz) components of the magnetic induction as
described above. Notice excellent reproducibility of the
results indicating homogeneous superconducting proper-
ties of our sample. The inset Fig.3(c) shows average (of
four points) small splitting signal (ZS). A clear onset of
first flux penetration is determined at at Hp=13.2±1 Oe.

To understand the observed ODMR splittings, we con-
sider Brandt’s results of flux corner cutting and entering
in form of Abrikosov vortices approximately at an angle
of 450 with respect to the corner. Therefore the normal
to the sample surface z-component (along the applied
field) and longitudinal, x-component of the magnetic in-
duction are approximately equal and proportional to the
applied field. This linear relation continues with the in-
creasing applied field until a critical value of the first flux
penetration field, Hp, is reached. At this point, angle
of the magnetic flux at the sample edges deviates from
450 trending more towards ẑ direction. This scenario
can be phenomenologically modeled by representing the
magnetic induction components as: Bz,x = DH ± δ and
δ = 0 + αθ(H − Hp)(H − Hp)

n where D is an effec-
tive demagnetization factor and θ(H) is a Heaviside step
function. Because the larger splitting -ZL and smaller
splitting -ZS are proportional to the sum and difference
of Bz,x components respectively, the change at Hp is re-

flected clearly in ZS but not in ZL. The Zeeman split-
tings observed in Fig.3(c) can be understood with this
model for the parameters: D = 3.5, Hp = 13.2, α = 0.6,
and n = 1. Hence, this provides an experimental confir-
mation for Brandt’s description of flux corner cutting and
entering approximately at an angle of 450 with respect
to its sides.
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FIG. 3. (Color online)(a) Scanning electron micro-
scope (SEM) image of the measured single crystal of
Ba(Fe1−xCox)2As2, x=0.07 (b) Detection of superconducting
phase transition at Tc ≈ 24 K. Each data point in the plot was
obtained from 4 minutes total integration time of the ODMR.
Error bars represent the standard errors extracted from the
double Lorentz function fitting parameters for the dip posi-
tion (not shown here). (c) Hc1 measurements of this sample
at 4.5 K. Zeeman splittings measured at four different points,
A, B, C and D near the edge as a function of the increas-
ing magnetic field applied after ZFC. The 4-point-averaged
signal of the ZS is shown in the inset; a clear “change” at
Hp=13.2±1 Oe is observed. Shaded area visually captures
the spread of measurements after this change - from which
the error of Hp is determined.

From the experimental value of Hp and effective de-
magnetization factor for this particular sample, N =
0.9168 we obtain using Eq.(2), Hc1 =158±12 Oe. And
with the use of Eq.(1) and taking ξ ≈ 2.3 nm, we obtain
the final result, λ = 226±10 nm. This estimate for pen-
etration depth is comparable with the values obtained
from other techniques such as µSR - 224 nm [47] and
MFM - 245 nm [48]. The agreement is quite remark-
able and gives confidence in the validity of the developed
technique. Table (I) summarize all these estimates. Es-
timates obtained using Brandt’s formulas are also given
for comparison.
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Superconductor Tc (K) H2D
c1 (G) λ2D

ab (nm) Hc1 (G) λab (nm) λ (nm) from literature

FeCo122 24.3 102±8 288±12 158±12 226±10 270,245,224 [47–49]

CaKFe4As4 34 139±18 251±18 394±52 141±11 208,187 [50]

YBCO 88.3 163±15 236±12 344±31 156±8 146,160,155,149 [26, 51–53]

TABLE I. Estimates forHc1 and λab. Here “2D” refers to values obtained using Barndt’s formulas.
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FIG. 4. Measurements of the field of first flux pene-
tration, Hp, in single crystals of (a) CaKFe4As4 and (b)
YBa2Cu3O7−δ. Insets show superconducting phase transi-
tions at Tc ≈ 34 K and 88 K, respectively.

B. CaKFe4As4

The cuboid - shaped single crystal of stoichiometric
CaKFe4As4 with dimensions of 1.01 × 0.99 × 0.01 mm3

was studied. The inset in Fig.4(a) shows a sharp super-
conducting phase transition at Tc ≈ 34 K. The average of
ODMR splitting, ZS , near the sample edge as a function
of the applied magnetic field clearly shows a break associ-
ated with the magnetic flux penetration at Hp = 8.3±1.1
Oe. The error here is determined visually by the shaded
region which spans all measurement points. Using Eq.(2)
and (3), this results in the estimation of Hc1 = 394± 52
Oe. Now, using Eq.(1) and ξ ≈ 2.15 nm [46], we estimate

λ = 141 ± 11 nm. This result was used to calculate the
superfluid density in Ref.[46], which was consistent with
isotropic two-gap s± pairing state.

C. YBa2Cu3O7−δ

To look at a very different system, we also measured a
single crystal of a well known cuprate superconductor,
YBa2Cu3O7−δ (YBCO). The sample dimensions were
0.5 × 0.85 × 0.017 mm3. The inset in Fig.4(b) shows
a sharp superconducting phase transition at Tc ≈ 88
K. The clear break associated with the magnetic field
of first flux penetration in the average ZS vs H plot is
observed at Hp=17.8±1.6 Oe. Using Eq.(2) and (3), this
leads to estimation of Hc1 = 344 ± 31 Oe. Using Eq.(1)
and coherence length ξ ≈ 1.6 nm [25, 27], we estimate
λ ≈ 156± 8 nm. All estimates including values obtained
using Barndt’s formulas and from other techniques are
summarized in Table (I). Once again a good agreement
is seen between our estimates and the values reported
in the literature obtained from other techniques such as
µSR - 155 nm [52], microwave cavity perturbation tech-
nique, 160 nm [51] and tunnel-diode resonator, 140 nm
[26].

V. CONCLUSIONS

In summary we used NV-centers in diamond for op-
tical vector magnetic field sensing at low temperatures
to measure the lower critical field, Hc1, in type II super-
conductors. The minimally-invasive nature and optical
diffraction-limited small size of the probe makes NV sen-
sor ideal for this purpose. The capability of resolving
vector components provides a unique advantage, which
allowed direct verification of the E. H. Brandt’s model
of magnetic flux penetration that proceeds via corner
cutting by vortices at ≈ 450 angle with respect to the
edges. We applied this technique to three different su-
perconductors: optimally doped FeCo122, stoichiometric
CaKFe4As4, and high-Tc cuprate, YBCO. London pene-
tration depth values evaluated from the obtained Hc1 are
in a good agreement with the literature with the largest
uncertainty for CaK1144, most likely due to various lev-
els of scattering in samples studied in different works.
Our approach is very useful non-invasive way to estimate
λ(0) that is needed to obtain superfluid density, which is
the quantity that can be compared with theory.
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