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We study the dynamics of a magnetic vortex in a permalloy disk, as it is switched between bistable pinning
sites in the presence of room temperature thermal noise. We use static and time-resolved magneto-optical
Kerr effect microscopy to characterize the equilibrium and non-equilibrium motion of the vortex in response
to a train of magnetic field pulses. The limitations of this approach due to inhomogeneous averaging are
overcome by using a proximal nitrogen-vacancy spin in diamond to probe the final position of the vortex
core following a single magnetic field pulse. Repeating this single-shot measurement, we characterize the
probability of switching between two bistable pinning sites as a function of pulse time. We develop a simple
model of the stochastic vortex trajectory through the pinning sites’ basins of attraction to understand how
the separate contributions of damping and dephasing result in the observed switching behavior.

I. INTRODUCTION

Fast, reliable manipulation of ferromagnetic (FM) tex-
tures such as domain walls, vortices, and skyrmions in
the presence of thermal noise is necessary to realize pro-
posed technologies in spin-based data storage, logic, sens-
ing, and quantum information1–5. The vortex state in
micromagnets has attracted attention with potential ap-
plications in magnetic information transfer6,7, magnetic
logic8, microwave amplification9, and sensing10. Cur-
rently, emerging applications in magnetic recording based
on moving domain walls or skyrmions in a magnetic
nanowire are of intense interest.

The relaxation process of magnetic structures after ex-
citation of dynamic modes is dominated by fast preces-
sional motion and much slower energy dissipation bring-
ing the system into equilibrium. In the presence of multi-
stable equilibria and thermal fluctuations which perturb
the magnetization configuration, the large difference in
time scales at work results in a non-deterministic evolu-
tion of the magnetic state. This phenomenon has pre-
viously been studied for magnetization reversal of uni-
formly magnetized magnetic bits11, and the understand-
ing of these effects allows for precessional switching of a
bit using pulses faster than the relaxation time12. Here,
we study this effect in the case of switching not of an en-
tire magnetic structure, but of the position of a nanoscale
vortex core within a larger structure. The results and
techniques we present here are likely to generalize well to
both skyrmions and vortex domain walls in nanowires.

A vortex state in a thin FM disk is characterized by a
curl of in-plane magnetization circulating about a central
core with a diameter ∼ 10 nm where the magnetization
orients out-of-plane (see Fig. 1(a)). The nanoscale core
can be translated through the material using electrical
current13 or small magnetic fields14. The small size of
the core and dynamics with a characteristic frequency
> 100 MHz leads to proposed applications with high
spatial resolution or density and fast operation. How-
ever, several problems stand in the way of these future
devices. First, the fast dynamics of the vortex exhibit a

relatively long relaxation time (∼ 100 ns) which limits
the ability to perform fast operations15. Second, thermal
fluctuations influence the dynamics of the vortex, result-
ing in stochastic non-deterministic behavior16. Third,
defects in the magnetic material cause pinning of the
vortex core17, complicating precise control of the vor-
tex as it moves through a random pinning landscape18.
Here, we combine time-resolved magneto-optical Kerr ef-
fect (MOKE) microscopy with single spin magnetometry
to reveal the stochastic dynamics of a ferromagnetic vor-
tex as it switches between two adjacent, bistable pinning
sites.

Our combined techniques uncover information about
the dynamics typically obscured by inhomogeneous av-
eraging. Vortex dynamics have been previously studied
using time-resolved MOKE15 or x-ray microscopy19 that
rely on a pulsed probe synchronized with the vortex ex-
citation. Optical or x-ray techniques can both provide
time resolution much faster than the typical ∼ns scale
dynamics here, and diffraction-limited imaging resolu-
tion (∼ 100 nm and ∼ 10 nm respectively). In a dif-
ferential measurement, changes in displacement of the
vortex core can be measured below the diffraction limit
as the core translates within the probe spot, with resolu-
tion typically observed down to ∼ 10 nm in optical mea-
surements20. However, a common feature of these mea-
surements is the need to average many repetitions of the
measurement, confounding measurements where the dy-
namics are not identical in every repetition. The presence
of thermal noise leads to this non-repeatability, often re-
sulting in a faster observed decay of an oscillating signal
(dephasing). In the present case, inhomogeneous aver-
aging is even more pathological, as thermal fluctuations
cause the system to settle into different stable configura-
tions. We are able to disentangle these averaging effects
by using a single nitrogen-vacancy (NV) spin transition
in a nearby diamond nanoparticle as a sensitive magne-
tometer to read out the final configuration of the vortex
following single-shot excitation. As implemented here,
this single spin magnetometry technique has sensitivity
to measure the absolute vortex core position down to the
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size of the core itself ∼ 10 nm. With further optimization
(narrowing the NV transition linewidth and bringing the
vortex core closer to the NV center), significantly bet-
ter spatial resolution could likely be achieved with this
technique. By comparing the time-averaged MOKE data
and the single-shot single spin measurements with a sim-
ple model, we can understand the stochastic dynamics
of the vortex as it moves in its pinning potential, disen-
tangling effects of inhomogeneous averaging and intrinsic
damping. We find that while thermal noise can strongly
affect vortex dynamics in a bistable pinning potential,
properly tuned excitation of the vortex can lead to reli-
able control of the vortex on fast timescales.

II. THEORY

The ground state magnetization configuration of a thin
ferromagnetic disk with negligible magnetocrystalline
anisotropy is a vortex state21. The increasing exchange
energy cost forces the magnetization at the core of the
disk to orient normal to the plane of the disk along pẑ,
where p = ±1 is the polarization of the core. The vor-
tex core is a high energy density region which produces a
strong localized magnetic fringe field Bv above the sur-
face of the disk. Application of an in-plane magnetic field
B can translate the vortex core position x = (x, y) across
the disk14,22,23. For small displacements, the rigid vortex
model24 describes the energy of the vortex state:

U0(x,B) ≈ 1

2
k|x|2 + ckχ0(B× x) · ẑ. (1)

The first term corresponds to the restoring energy result-
ing from a balance of the demagnetization and exchange
energy, parameterized by a stiffness k. The second term
is the Zeeman energy which drives the vortex normal to
the direction of applied field B, where c = ±1 indicates
the circulation direction of the in-plane magnetization
and χ0 is the displacement susceptibility. In this case,
χ0 = 104 nm/mT. In equilibrium, the vortex core follows
the path of minimum energy, translating linearly with B,
where the equilibrium position x0 = cχ0(−By, Bx)24,25.

The high energy density and localized structure of the
vortex core make it susceptible to pinning at defects in
the material or structure of the permalloy disk which
lower the energy of the vortex state17,26. Pinning sites are
included in the model by introducing a pinning potential
Up(x) = −

∑
n wn(x− xn) as a sum of peaked functions

wn at positions xn. The total energy U = U0 + Up then
yields the equilibrium position of the vortex core as it
traverses across the disk17,20.

The non-equilbrium dynamics of the vortex core can
be described using Thiele’s equation of motion for two-
dimensional magnetic vortices27

G× ẋ− ρẋ−∇U(x,B) = 0, (2)

where ẋ is the time derivative of the vortex core posi-
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FIG. 1. (a) Simulated image of the vortex state, with the mag-
netization M indicated by black arrows and the out-of-plane
component Mz/Ms shown with the color scale. A red arrow
indicates the vortex core. A diamond nanoparticle (DNP) sits
atop the disk. (b) Photoluminescence map of the NV-vortex
system. The edges of the permalloy disk are illustrated by
a 2 µm dashed circle. The path taken by the vortex core
∆x0(B1) at B0 = −2.8 mT is illustrated by a red dotted
line along with the positions of pinning sites I and II. (c)
The hysteretic response ∆x0(B1) for ascending (red) and de-
scending (blue) B1. The switching fields BI = −2.2 mT and
BII = −0.4 mT are illustrated by black arrows, the bistable
fieldsBα = −1.3 mT andBβ = −1.6 mT are illustrated by red
and blue arrows respectively. (d) One dimensional effective
pinning potential up(x). Included in the inset is a simulated
∆x0 in the presence of up on the same scale as Fig. 1(c).
(e) Non-equilibrium displacement of the vortex core ∆x in
response to a magnetic field step illustrated below, with a
decaying sinusoidal fit.

tion, ρ is a damping factor, G = −2πLMsγ
−1pẑ is the

gyrotropic vector of a disk with a thickness L, satura-
tion magnetization Ms, and gyromagnetic ratio γ. The
inertial mass of the vortex core in a micron-sized disk
is negligible and therefore any term depending on ẍ is
ignored28. As a result ẋ is a function only of the instan-
taneous position x in the potential landscape U(x,B),
and the subsequent trajectory only depends on the initial
position. In the absence of damping, the gyromagnetic
force (first term in Eq. 2) is balanced by the restorative
force (third term in Eq. 2), resulting in a perpetual cir-
culation of the vortex core along an equipotential curve
on U(x,B)27,28. A nonzero ρ dissipates energy reducing
the amplitude of the vortex core oscillations over time.
With each precession, the energy is reduced by a frac-
tion ∝ ρ/|G| as it spirals in towards a stable minimum
of U(x,B).
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III. SAMPLES AND METHODS

Vortex states were prepared in permalloy (Ni0.89Fe0.19)
disks with a diameter D = 2 µm and thickness L =
40 nm. The samples were fabricated via electron-beam
lithography, electron-beam evaporation, and liftoff atop
a gold co-planar waveguide (CPW). Diamond nanopar-
ticles (DNPs, DiaScence, Quantum Particles), with a di-
ameter ∼ 25 nm, each containing zero to several NVs, are
mixed with a 1.0% solution of polyvinyl alcohol, Mw =
85, 000 − 124, 000 (Aldrich 363146) in de-ionized water.
The DNP solution is spuncoat onto the CPW/permalloy
disks yielding a film thickness of ∼ 35 nm. A photolu-
minescence (PL) map of the NV-vortex system discussed
in this letter is shown in Fig. 1(b). The permalloy disk
is outlined in white, and the DNP is seen by the bright,
diffraction-limited PL from several NV defects.

The measurements are carried out in the following
steps. First, we use MOKE to measure the equilibrium
displacement of the vortex core while sweeping a mag-
netic field. This allows us to extract an effective pin-
ning potential along a path through the disk and identify
regions of bistable pinning. We then use time-resolved
MOKE to measure the (inhomogeneously averaged) dy-
namics of the vortex as we switch it from one pinning site
to another with a magnetic field step. Finally, we apply
the same magnetic field step, but then turn it off after a
variable delay, using single spin magnetometry to detect
the final equilibrium position of the vortex core.

We measure the equilibrium motion of the vortex core
using a differential MOKE technique described in Ref.29.
We use a continuous-wave laser (λ = 660 nm) focused
onto the disk through a 100x oil-immersion objective
(NA = 1.25) to measure the equilibrium position of the
vortex core. The vortex is offset from the center of the
disk towards the DNP by application of an in-plane static
field B0 = −2.80 mT produced by a permanent magnet.
We then sweep a magnetic field B1, moving the vortex
core along the path illustrated in Fig. 1(b) (dotted red
line). The relative displacement of the vortex core ∆x0
is shown in Fig. 1(c), where ∆x+0 and ∆x−0 correspond to
ascending and descending B1 respectively. There is a lin-
ear trend to ∆x0, corresponding to equilibrium position
of the unpinned energy U0(x). Plateaus and jumps in
∆x0 are a result of the vortex core transitioning through
the various local minima produced by the pinning po-
tential Up(x). From Fig. 1(c) we can construct an effec-
tive one-dimensional pinning potential up(x) (see Ref.20),
shown in Fig. 1(d). A simulation of ∆x0 in the presence
of up is included in the inset, (the axes are the same
as Fig. 1(c)), demonstrating that up reproduces the ob-
served displacement in response to B1.

The pinning landscape produces regions of bistability:
fields where there exist multiple local minima of U(x)
and the position of the vortex core is dependent on the
path taken to arrive there. For example, fields Bα and
Bβ indicated in Fig. 1(c) are within a bistable region
produced by the two large pinning sites labeled I and

II. These pinning sites likely arise from ∼ 10-nm-high
bumps on the underlying gold20. Smaller pinning sites
arising from intrinsic defects in the permalloy are less
likely to show clear bistability. Approaching sites I and
II from ascending B1 the vortex rests at an equilibrium
position ∆x0 = −170 nm (Site I) whereas approaching
from descending B1 the vortex rests at ∆x0 = −65 nm
(site II). To switch the vortex into site I (II), we can
apply a magnetic field BI (BII) outside of the bistable
region, where the only potential minimum is at site I (II)
(see Fig. 1(c)). We will focus now on the dynamics of the
vortex as it switches between these two pinning sites.

To measure the dynamics of the vortex core we use a
time-resolved differential MOKE technique15. A filtered
supercontinuum fiber laser produces an optical probe
pulse train with a repetition frequency of 3.9 MHz, cen-
ter wavelength λ = 660 nm, and linewidth σ = 10 nm.
A digital delay generator (DDG) is synchronized with
the optical pulse train to drive a current through the
CPW producing a time dependent magnetic field B1(t).
We measure the longitudinal Kerr rotation of the probe
beam as a function of the time delay td between the opti-
cal and electrical pulses yielding ∆x(td). In Fig. 1(e) we
plot ∆x(td) in response to a field step. At td = −140 ns
the vortex was initialized at BI into site I and allowed
to relax over a period of 110 ns; at t = −30 ns the field
is returned to Bα. At td = 0 ns the field is stepped
from Bα to BII with rise time ∼ 1 ns, exciting the
gyrotropic motion of the vortex core. As the oscilla-
tions of the vortex core decay, the core settles into site
II at an equilibrium position ∆x0 = −65 nm. We fit
the data in Fig. 1(e) to a decaying sinusoidal function
∆x(td) = C sin (2πfgtd + φ0)e−td/τ+x0 and find the vor-
tex oscillates with a frequency fg = 134.6±0.2 MHz and
decays with a relaxation time τ = 29± 2 ns.

The NV spins located in the DNP shown in Fig. 1(b)
are initialized and read-out via a standard optically-
detected magnetic resonance (ODMR) technique at
room-temperature30,31. Using the same microscopy
setup as the MOKE measurements, the DNPs are il-
luminated with a CW laser with λ = 532 nm exciting
the NV spins and producing a broad PL spectrum cen-
tered around 650 nm. The PL is collected by the micro-
scope objective and filtered by a pair of longpass filters
with cutoff wavelengths λ = 550 nm. The PL is col-
lected by an avalanche photodiode detector (Micro Pho-
ton Devices, PDM-50ct) which is connected to a time-
correlated single photon counter (Picoquant Hydraharp
400). A PL image can be obtained by raster scanning
the sample stage while collecting photon counts, as in
Fig. 1(b). A microwave current is added to the CPW
at a frequency fmw to drive population transfer in the
ground state of the NV center. The PL contrast is mea-
sured as the ratio of counts with the microwave current
on and off. fmw is swept as the PL contrast is measured
producing the ODMR spectrum. A reduction in the PL
reveals a transition from the ms = 0 to the ms = ±1
sublevels of the NV ground state. The net magnetic
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field Bnet = B0 + B1 + Bv at the NV position results
in a splitting between the ms = 0 and ms = ±1 states
ν∓1 = Dgs ± gµBBnet · ŵ, where Dgs = 2.87 GHz is the
zero-field splitting and gµB = 28 GHz/T, and ŵ is ori-
ented along the NV axis. Shifts of ν∓1 therefore provide
a measurement of the unknown Bv.

The NV spin magnetometer provides more than
enough sensitivity to detect the ∼ 100 nm difference in
vortex core position between pinning sites I and II18.
Fig. 2(a) shows two ODMR scans taken at an equilib-
rium field of Bα, arrived at via an ascending field (blue)
or a descending field (red). When approaching Bα from
below, the vortex is trapped in pinning site I and we ob-
serve a resonance at fI = 2.61 GHz. When approaching
Bα from above, the vortex is trapped in pinning site II,
and resulting change in Bv shifts the resonance outside
of the displayed scan range to fII = 2.81 GHz . By mea-
suring ODMR at fI , we can easily detect the equilibrium
position of the vortex core.

Using the NV as a readout of the vortex equilibrium
position, we can measure the probability P of switching
between pinning sites following a magnetic field pulse.
Fig. 2 (b) and (c) illustrate how the measurement is
carried out. Starting from the equilibrium applied field
where the pinning sites are bistable, a pulse steps the
field to BI (BII) so that site I (II) is the only stable
equilibrium, for time tp. Starting from bistable field Bα,
for example, a pulse to BI for tp = 1 µs reliably initializes
the vortex into site I. A subsequent ODMR measurement
shows a resonance at fI . A pulse to BII for tp = 50 ns
then attempts to switch the vortex into site II. If suc-
cessful, then no ODMR signal is observed at fI . We
apply a sequence of these pulses to BI and BII , repeated
N = 100 times each. Fig 2(b) shows the result of a 3 s
ODMR measurement following each pulse. The result-
ing data points show two distinct levels, as seen in the
histogram in Fig. 2(c). We can then choose a threshold
O between the two well-separated peaks, illustrated by a
red dashed line, which delineates a un/successful switch
into pinning site II from site I. A successful switch is de-
fined by sn = 1 when the ODMR signal > O, or sn = 0
otherwise. We then average over all attempts to obtain

P (tp) = 1
N

∑N
n=1 sn.

IV. RESULTS

Using this method we now explore how P depends on
the applied pulse characteristics. By adjusting the static
magnetic field, we can adjust the relative stability of sites
I and II. We consider two cases: sites I and II of roughly
equal stability (configuration α), and site II less stable
than I (configuration β).The blue curve in Fig. 3(a) shows
the potential for configuration α. At this magnetic field
(Bα), there are two local minima with similar depth and
width. By decreasing the magnetic field to Bβ , the po-
tential is tilted towards site I, making site I more stable
and site II less stable, as shown in blue in Fig. 3(b). Here,
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FIG. 2. (a) ODMR contrast vs. fmw at Bα approaching with
ascending field (blue) and descending field (red) causing the
vortex to settle into pinning site I and II respectively. (b)
ODMR contrast at fmw = 2.61 GHz following sequential BI
and BII pulses for N = 100 switches. (c) Histogram of the
ODMR contrast data in (b), the threshold O separating data
set I and II is illustrated by a red dashed line.

site I is now deeper, and site II is barely still a stable min-
imum. From these static fields, we apply a pulse to BII
for a time tp. This pulse tilts the potential towards site
II sufficiently that site II is the only stable minimum in
the pinning potential (Fig. 3(a) and (b), red). We now
perform the measurement outlined in Fig. 2 at different
tp, constructing P (tp) for the two cases.

The switching probability P (tp) for configuration α is
shown in Fig. 3(c). At short pulse length (tp < 4 ns),
P = 0, because the pulse is not long enough to break the
vortex free from site I. At sufficiently long pulse length
(tp > 45 ns), the system has enough time to relax into
site II, and P = 1. In the intermediate regime, fast oscil-
lations of P are observed with tp. The same measurement
was carried out 48 hours later, (Fig. 3(c), red) demon-
strating that these oscillations are stable and repeatable.
At tp < 22 ns, the oscillations show a general upward
trend, and at tp > 22 ns, the peaks of the oscillations be-
gin to saturate at P = 1. The red dots in Fig. 3(c) show
multiples of 1/fg, highlighting good agreement between
the measured gyrotropic period and the oscillations in
P at larger tp. Intriguingly, the saturation of the oscil-
lations suggests that reliable switching can be achieved
with pulses faster than the vortex’s relaxation time.

For configuration β (Fig. 3(d)), P shows a gradual rise
from zero to near unity, with only small oscillations ob-
served in between. Here, the saturation of P does not
occur until tp ≈ 75 ns. Even after the vortex has relaxed
into site II at these long pulse times, there is still finite
probability for the vortex to escape back into site I when
the pulse ends, preventing saturation at P = 1.
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48 hours the measurements shown in red were performed to
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V. ANALYSIS AND DISCUSSION

To understand the measured P (tp), we simulate the
vortex dynamics by numerically solving Eq. 2 using the
MATLAB ODE solver. The two dimensional pinning po-
tential Up(x) was constructed by approximating pinning
sites I and II as symmetric gaussian wells with similar
depths and widths to those found in the effective one-
dimensional pinning potential up(x) (Fig. 1(d)). The
simulation parameters were set to match the geometrical,
material, and physical constants observed in the exper-
iment. A 1 ns rise time was included in the field pulse
profiles used in the simulations.

The red curve in Fig. 4(a) shows the calculated trajec-
tory xd(t) of the vortex core following a step from Bα to
BII . The trajectory starts at the initial equilibrium po-
sition in pinning site I (x = −175 nm), and displays the
typical damped spiraling motion, settling into the new
equilibrium in site II. In the switching experiment, the
vortex core would travel along this trajectory for a time
tp, at which point the pulse would end. Then, from a
position x0 somewhere along the red curve, the dynam-
ics would evolve in the bistable potential, relaxing into
either site I or II. For example, the blue curve shows the
evolution of the vortex into site I after returning the field
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FIG. 4. (a) The basin of attractions map S(x0) for configu-
ration α (gray: S = 1, white: S = 0). The deterministic path
xd(t) (red) is shown in response to a field step from Bα to
BII . The markers along xd(t) represent 1 ns intervals. The
blue curve shows the subsequent trajectory after the field has
been reduced back to Bα at t = 9 ns. (b) S(x0) for configu-
ration β and xd(t) in response to a field step from Bβ to BII

with a color scale g(t′;t)
g(t;t)

at various t.

to Bα at t = 9 ns.

Whether the vortex relaxes into site I or II in the
bistable potential depends only on the position x0 when
the pulse is turned off. As a result, we can map out
the final pinning site as a function of x0. This map, the
“basins of attraction” S(x), is calculated by initializing
the vortex to some position x0 and allowing it to evolve
according to Eq. 2, eventually settling into either pinning
site I or II. If, for a given x0, the vortex settled into pin-
ning site I then S(x0) = 0. If instead, the vortex settled
into pinning site II then S(x0) = 1. Then by sweeping
x0 we construct S(x) shown in Fig. 4(a) at Bα, with
S(x0) = 0 (1) colored white (gray). The two basins are
characterized by spirals centered around the two pinning
sites where the basins are the largest. The basins of at-
traction at Bβ are similar, but with site I’s basin now
covering greater area than that of site II (Fig. 4(b)).The
area of the central basins and widths of the spiral arms
are directly related to the stability of the corresponding
pinning site.
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The combination of the trajectory xd(t) during the
pulse, and the basins of attraction map for the bistable
potential, we can roughly understand the behavior of P .
As xd(tp) cuts through different basins, the final vortex
position alternates between site I and II. At sufficiently
large tp, xd(tp) is entirely contained within the basin for
site II, yielding constant P = 1. Unlike the observed
behavior, however, this zero-temperature model predicts
deterministic behavior with P = 0 or 1.

Next we consider the effects of thermal noise on the
dynamics of the vortex core. In previous work32, the dy-
namics of the vortex in a bistable potential in the pres-
ence of thermal noise was studied by adding a stochastic
noise term to Eq. 2, and solving numerically. The be-
havior of P calculated in that work agreed qualitatively
with the results here. To compare to our experimental
results, we draw on those results to construct a simpler
effective model.

To account for thermal effects in our model, we assume
that the vortex core position x(t) diffuses away from the
deterministic position xd(t). In the stochastic simula-
tions in Ref.32, it was observed that this diffusion mainly
occurs tangential to xd(t), as opposed to the perpendic-
ular directions. We therefore take x(t) = xd(t

′), with t′

drawn from a continuous gaussian probability distribu-
tion g(t′; t) centered at t. The width of g(t′; t) is param-
eterized by σ(t) = D

√
t where the diffusion constant D

sets the amplitude of dephasing. The spreading of x(t) is
shown for several values of t along xd(t) for a pulse from
Bβ to BII in Fig. 4(b).

We can now calculate the probability of settling
into pinning site II as the average of basins P (t) =
〈S(x(t))〉 =

´∞
0
S(xd(t

′))g(t′; t)dt′. The waveform gen-
erator used is subject to 0.2 ns of jitter in the pulses
produced. To account for this we perform a convolution
of P with a normalized gaussian which has a full width
at half maximum F = 0.2 ns. We can also calculate the
average position 〈x(t)〉 =

´∞
0

xd(t
′)g(t′; t)dt′. The de-

cay time observed in 〈x〉 results from a combination of
damping and dephasing, set by the parameters ρ and D
respectively.

As is typical for pump-probe measurements, the ob-
served decay of the time-resolved MOKE signal does not
uniquely determine the contributions from ρ and D. In
Fig. 5(a), we plot the measured ∆x0 (circles), along with
the calculated 〈x〉 with four different pairs of values for
ρ and D. These values range from low dephasing and
high damping (ρ/|G| = 0.04 and D = 0.01

√
ns) to high

dephasing and low damping (ρ/|G| = 0.02 and D =
0.21
√
ns). Each calculated curve reasonably matches the

observed decay time. (Shifts in the frequency at long
times arise from the details of the pinning potential.) As
we will see below, however, the switching data P (tp) do
depend on the choice of these parameters, allowing us to
disentangle the effects of damping and dephasing.

Figure 5(b)-(i) show the calculated P (tp) for the four
sets of ρ and D. The left column corresponds to configu-
ration α and the right column to configuration β. In both
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FIG. 5. (a) Plot of the calculated average x position 〈x〉
of the vortex core for the parameters in (b)-(i), along with
the experimentally measured position ∆x0. Plot of the cal-
culated probability P of switching from pinning site I to II
vs. pulse length tp with varying damping (ρ) and dephasing
(D) parameters. (b)-(e) P for configuration α. (f)-(i) P for
configuration β.
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cases, low D results in fast, sharp oscillations in P (tp) go-
ing all the way to one and/or zero. In the limit of low D,
the vortex does not spread out along the deterministic
trajectory xd(t), with P showing a sharp transition each
time xd(t) crosses a basin boundary. At tp > 40 ns, xd
lies entirely inside the basin for site II, so P = 1. In the
high dephasing regime, Fig. 5(e) and (i), the trajectory
spreads out quickly along xd(t), largely smearing out the
fast fluctuations in P (tp). Particularly at longer tp, P
rises smoothly, not attaining P = 1 until the trailing
tail of the distribution has entered site II’s basin, around
tp = 75 ns.

The intermediate values of ρ and D yield the best
match with the experimental results. For configuration
α, the calculated P in Fig. 5(c) shows the same char-
acteristics as the measured result. At tp < 5 ns we see
P (tp) = 0 due to insufficient time for the vortex to escape
pinning site I. At sufficiently long tp > 40 ns, P (tp) = 1
when the distribution along xd is completely contained
by the basin of site II. Between tp = 5 ns and tp = 20 ns
we observe significant oscillations in P (tp), though not as
large or rapid as in the low D case. Here, the fastest oscil-
lations, where xd rapidly cuts across basins, are smeared
out. On the other hand, regions where xd(t) lies within a
single basin for an extended range still can result in signif-
icant oscillations of P . This is can happen at multiples of
1/fg or 1/2fg where the curvature of xd(t) most closely
matches the curvature of the spirals in S(x) or where
xd(t) crosses the large central basin. At tp > 20 ns,we
observe the peaks of the oscillations beginning to sat-
urate at P = 1, as the distribution along xd becomes
almost entirely contained within site II’s central basin
along part of its trajectory. In configuration β, we see
reasonable agreement between the experiment and the
simulation in Fig. 5(h). In general, we observe a sup-
pression of P (tp) prior to the rise up to saturation. This
suppression occurs because of a reduction in area of basin
B relative to basin A, as seen in Fig. 4(b). As a result,
the distribution along xd is never fully encompassed by
a region of basin B, and P (tp) remains low. As in the
experiment, we observe a rise in P up to saturation as
the distribution fully enters the central basin.

For proposed devices which rely on translation of a
magnetic vortex at room temperature, quick and re-
liable control of the vortex core is necessary. In the
presence of pinning, this control is nontrivial, particu-
larly in the case of bistable pinning sites. By combin-
ing inhomogeneously-averaged time-resolved MOKE mi-
croscopy with single-shot spin-based readout of the final
vortex position, we can both characterize the pinning po-
tential seen by the vortex, and understand the stochas-
tic vortex core dynamics as it switches between adjacent
bistable pinning sites. These experimental techniques,
in conjunction with the model presented here, yield an
approach to engineer fast, controllable dynamics of vor-
tices or other nanoscale magnetic textures in a complex
pinning landscape.
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