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We theoretically explore a variant of RABBITT spectroscopy in which the attosecond-pulse train
comprises isolated pairs of consecutive harmonics of the fundamental infrared probe frequency. In
this scheme, one-photon and two-photon amplitudes interfere resulting in an asymmetric photoelec-
tron emission. This interferometric principle has the potential of giving access to the time-resolved
ionization of systems that exhibit autoionizing states, since it imprints the group delay of both one-
photon and two-photon resonant transitions in the energy-resolved photoelectron anisotropy as a
function of the pump-probe time delay. To bring to the fore the connection between the pump-probe
ionization process and its perturbative analysis, on the the one side, and the underlying field-free
scattering observables as well as the radiative couplings in the target system, on the other side,
we test this scheme with an exactly solvable analytical one-dimensional model that supports both
bound states and shape-resonances. The asymmetric photoelectron emission near a resonance is
computed using perturbation theory as well as solving the time-dependent Schödinger equation; the
results are in excellent agreement with the field-free resonant scattering properties of the model.

PACS numbers: 32.80.Rm, 32.80.Fb, 32.80.Qk, 32.90.+a

I. INTRODUCTION

Since its discovery more than a century ago [1], the
photoelectric effect, i.e., the emission of an electron from
an atom, molecule or extended target, due to the ab-
sorption of ionizing radiation, has played a fundamen-
tal role in our understanding of charge-transfer processes
in matter. Photoionization often involves the excita-
tion of transiently bound electronic states, which de-
cay by emitting an electron on a time scale as small
as a few femtoseconds [2, 3]. Until the end of the XX
century, photoelectron spectroscopies were mostly lim-
ited to study photoemission processes in the stationary
regime [4]. During the last two decades, however, the de-
velopment of novel sources of sub-femtosecond extreme
ultraviolet (XUV) light pulses has opened the way to
the time-resolved study of electronic dynamics in atoms
and molecules at its natural timescale [5–8]. Attosecond
spectroscopy has allowed the measurements and theoret-
ical computations of the photoionization time delay from
different electronic valence shells [9–11], across autoioniz-
ing resonances [3, 12–16], or as a function of the emission
angle [15, 17–20].

Reconstruction of Attosecond Beating by Interference
of Two-Photon Transitions (RABBITT) [6, 21, 22] is a
popular technique in which an XUV attosecond-pulse
train (APT) is used as a pump, in conjunction with a
weak infrared (IR) probe pulse, to ionize a target, as
a function of the pump-probe delay τ . The APT is ob-
tained through the process of High-Harmonic Generation
(HHG) [23, 24], which takes place when a strong replica
of the IR probe pulse is focused on an active medium.
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The XUV pulse trains obtained with the HHG pro-
cesses described above are generally weak (less than
1010 W/cm2 on focus), and hence they can only be used
to promote the absorption of a single harmonic XUV-
photon by a target. When used in isolation, a pump APT
ionizes the target giving rise to a photoelectron spectrum
featuring sharp peaks in correspondence with the har-
monics of the fundamental IR frequency. If the ionization
takes place in the presence of a weak probe replica of the
initial IR pulse, with a controllable delay with respect
to the XUV train, however, two-photon ionization paths
become possible [6]. Besides simple one-photon absorp-
tion, the other most relevant ionization paths entail also
the exchange (emission or absorption) of one IR-photon.

In traditional RABBITT schemes, the APT is linearly
polarized and its spectrum comprises only odd multiples
of the fundamental IR frequency, ωIR. The absorption
of an XUV photon from the 2n− 1 harmonics, followed
by the absorption of one IR photon, and the absorption
of an XUV photon from the 2n+ 1 harmonics, followed
by the stimulated emission of one IR photon, result in
transition amplitudes to the same final energy in the

continuum, A(+)
2n−1 and A(−)

2n+1, respectively, which give
rise to the 2n-sideband signal in the photoelectron spec-
trum, as schematically illustrated in Fig. 1a. Thanks to
the inherent coherence between the XUV and IR pulses,
these two amplitudes interfere. Each exchange of an IR
photon imparts to the ionization amplitude a phase fac-
tor exp(∓iωIRτ), depending on whether the photon is ab-
sorbed or emitted. As a consequence, the photoionization
probability to the sideband I2n oscillates as a function of
the pump-probe time delay τ at twice the frequency of

the IR, I2n ∝ |A(+)
2n−1 A

(−)
2n+1| cos(2ωIRτ + φ2n) [25, 26],

where φ2n is a characteristic phase shift. The phase shift
φ2n incorporates both the relative phase of two consecu-
tive harmonics and the additional phase imparted to the
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photoelectron by the two-photon transition itself. In the
special case in which one of the two harmonics excites a
metastable state |a〉, therefore, the other harmonic can
serve as a holographic reference to measure the phase of
the resonant two-photon transition [3, 12–14, 16]. In-
deed, the phase shift in the sideband beating exhibits
the rapid excursion characteristic of resonant amplitudes
as a function of the detuning of the first harmonic from
the intermediate resonance. From the phase profile it is
possible to reconstruct the fast decay of the metastable
state to the continuum, resolved in time [3].

The ability of this pioneering approach to study the
time evolution of autoionizing states, however, is lim-
ited. In particular, the reconstruction of one-photon res-
onance decay is highly distorted because the resonance
excitation amplitude is buried in a two-photon transition
where it is inextricably intertwined with the contribution
of virtual excitations to states across a wide range of en-
ergies. Furthermore, one-photon amplitudes are imaged
to sidebands through structured continuum-continuum
couplings that distort the amplitude phase as a curved
mirror distorts the image of a visitor of an amusement
park [13]. Finally, the duration of IR probe pulses in
attosecond experiments is typically of the order of tens
of femtoseconds, i.e., comparable to or even shorter than
the lifetime of most autoionizing states. As a result, the
energy resolution of the already distorted resonant profile
is limited by the energy resolution of the probe photon.

In the RABBITT setup illustrated above, when ap-
plied to spherically symmetric targets such as closed-shell
atoms, the portions of the state function responsible for
the harmonic and the sideband photoelectron amplitudes
have well defined parity, i.e., odd and even, respectively,
corresponding to the parity of the number of exchanged
photons. As a consequence, the photoelectron distribu-
tions are symmetric upon reflection on the plane perpen-
dicular to the polarization axis of the external pulses.
In the present work we propose an alternative interfero-
metric scheme, which we call 1-2 RABBITT, that over-
comes and quantifies the distortions inherent to the re-
construction of resonance decay with traditional RAB-
BITT. In 1-2 RABBITT, the XUV spectrum comprises
isolated pairs of linearly polarized consecutive harmonics
of the probe frequency, as illustrated in Fig. 1.b. This
scheme can be realized, for example, by employing an
attosecond pulse train with two largely dominant con-
secutive odd harmonics, together with the second har-
monic of the fundamental IR as a probe. Conversely, it
is well known that if a small second-harmonic component
is added to the strong IR pulse used in the HHG [27, 28],
the resulting pulse train can comprise both even and odd
multiples of the fundamental IR frequency. In the latter
case, two consecutive harmonics could conceivably be iso-
lated with the help of a suitable metallic filter. Regard-
less of the specific generation mechanism, for the sake
of being definite, as well as to maintain a close paral-
lel with traditional RABBITT schemes, in the following
we will label the two consecutive harmonics as 2n and
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FIG. 1. RABBITT schemes used to study the dynamics of
an autoionizing resonant state |a〉. (a) traditional RABBITT.
(b) 1-2 RABBITT for ionization paths interfering at the res-
onance, or (c) at the lower harmonic with the resonance used
as an intermediate stepping stone (see text for details).

2n + 1. The one-photon ionization amplitude A2n+1,
tuned to an isolated resonance |a〉, interferes with the

two-photon amplitude A(+)
2n , giving rise to an asymmet-

ric photoelectron emission along the laser polarization
ǫ̂, Σ(E) =

∫

dΩ I2n(E, Ω̂) sgn(Ω̂ · ǫ̂), that beats at the

IR frequency as Σ(E) ∝ |A2n+1 A(+)
2n | cos(ωIRτ + φ2n+1),

where φ2n+1 = argA2n+1 − argA(+)
2n . In contrast to

the traditional RABBITT scheme, therefore, in this case
the phase of the one-photon transition to the resonance
|a〉 is directly encoded in φ2n+1, and can be extracted
from it, provided that the two-photon amplitude is not
structured. Furthermore, the same experiment quantifies
the distortion of the resonant profile introduced by the
probe photon. Indeed, at the harmonics 2n, the ampli-

tudes A2n and A(−)
2n+1 interfere (see panel (c) of Fig. 1),

leading to a ωIR-beating of Σ(E) with terms of the form

∝ |A2n A(−)
2n+1| cos(ωIRτ + φ2n), where φ2n now exhibits

the excursion of the intermediate resonant phase modu-
lated by a free-free transition induced by the IR field.
In either case, the beating distribution has odd par-

ity, since it originates from the interference between odd
and even partial waves, and hence it can only be observed
with a directional detector. On the other hand, the beat-
ing amplitude is proportional to the XUV intensity and
to the peak IR field, which makes this scheme more sensi-
tive than traditional RABBITT, where the signal is pro-
portional to the IR intensity instead. Notice that the
relative phase of the two consecutive harmonics is not
relevant here, since the observable of interest is the rapid
variation of the photoionization phase across the energy
of a single harmonic, rather than its absolute value.
To illustrate the 1-2 RABBITT scheme we will em-

ploy a one-dimensional model that exhibits the key fea-
tures of asymmetric resonant photoemission. The choice
of a model whose attributes are analytically known al-
lows us to better highlight the correspondence between
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scattering phase, photoionization phase, and the phase
reconstructed from one-photon and two-photon resonant
transitions, than with a many-body systems, in which
the decay is driven by correlation. Furthermore, in the
context of perturbative single-ionization processes, a 1D
model is justified as it already reproduces most of the
features of atomic ionization. This circumstance is to be
contrasted with the case of strong-field ionization, where
1D models have a more limited validity since they can-
not reproduce the transverse spreading of the electronic
wavepacket, which is an essential aspect of all processes
that depend on the recollision of the photoelectron with
the parent ion.
The paper is organized as follows. In Sec. II we sum-

marize the time-dependent formalism appropriate for 1-
2 RABBITT, illustrate the one-dimensional model, and
describe its relevant observables. In Sec. III, we present
the results for selected one-photon and two-photon tran-
sition amplitudes obtained, for several pump-probe time
delays, using time-dependent perturbation theory (PT)
as well as by integrating the time-dependent Schrödinger
equation (TDSE) numerically. The excellent agreement
between these two approaches confirms that the analyt-
ical perturbative formulas capture all the aspects of the
1-2 RABBITT interferometric scheme. From the pho-
toionization asymmetry computed with either methods,
we retrieve the one-photon and the two-photon complex
resonant ionization amplitude. In section IV we present
our conclusions and perspectives.

II. THEORETICAL APPROACH

A. Time evolution

Atomic units (~ = 1, e = 1, me = 1) are used through-
out, unless stated otherwise. The time evolution of the
wavefunction Ψ(t) of a quantum system driven by exter-
nal time-dependent fields is governed by the TDSE,

i
∂Ψ(t)

∂t
= H(t)Ψ(t), (1)

H(t) = H0 +H ′(t) (2)

where the total Hamiltonian H(t) has a field-free compo-
nent, H0, and a radiation-matter interaction component,
H ′(t). In the 1D model examined in this work, H0 =
p2/2+V (x), where p = −id/dx is the electron momentum
and V (x) is a local potential. In dipole approximation,
the minimal-coupling interaction term is H ′(t) = F (t)o,
where F (t) is the time-dependent field, and o a suitable
dipole operator. In velocity gauge H ′(t) = A(t)p, where
A(t) is the vector potential, whereas in length gauge
H ′(t) = −E(t)x, where E = −∂tA is the external electric
field [29]. In the case of weak fields with finite duration,
the solution of Eq. 1 can be found as a truncated per-
turbative series. To express the perturbative solution, it
is convenient to reformulate the TDSE in the interaction

representation and in integral form,

ΨI(t) = eiH0tΨ(t), H ′I(t) = eiH0tH ′(t)e−iH0t, (3)

ΨI(t) = ΨI(t0)− i

∫ t

t0

dt′H ′I(t
′)ΨI(t

′). (4)

The wave function is then the sum of finite-order terms,

ΨI(t) =
∑

m

Ψ
(m)
I (t), (5)

Ψ
(m)
I (t) = −i

∫ t

t0

dt′H ′I(t
′)Ψ

(m−1)
I (t′). (6)

Let us assume that the field-free Hamiltonian has a non-
degenerate ground state, H0|g〉 = Eg|g〉, normalized
to unity, 〈g|g〉 = 1, and a set of ionization channels
H0|αE〉 = E|αE〉, normalized as 〈αE|βE′〉 = δαβδ(E −
E′), where E is the total energy and α is a set of addi-
tional quantum numbers needed to resolve possible de-
generacies. If the system is initially in the ground state,
the ionization probability amplitude AαE←g to the final
state |ψαE〉 at any time t after the end of the pulse is

AαE←g =
∑

m

A(m)
αE←g, A(m)

αE←g = 〈ψαE |Ψ(m)
I (t)〉 . (7)

The first- and second-order ionization amplitudes can be
expressed in the frequency domain [26] as

A(1)
αE←g = −i 〈ψαE |o|ψg〉 F̃ (ωEg), (8)

A(2)
αE←g = −i

∫ ∞

−∞

dωF̃ (ωEg − ω)F̃ (ω)M(2)
αE←g(ω),(9)

where the two-photon matrix element has the form

M(2)
αE←g(ω) = 〈ψαE | oG+

0 (Eg + ω) o |ψg〉 , (10)

F̃ (ω) = 1/
√
2π

∫

dtF (t) exp(−iωt) is the Fourier trans-

form of the field, G+
0 (E) = (E −H0 + i0+)−1 is the re-

tarded resolvent of the field-free Hamiltonian, and ωEg =
E − Eg is the overall excitation energy [29]. If the con-
tribution of intermediate bound states is negligible (as it
is certainly the case if the potential supports only one
bound state), to the two-photon transition is

M(2)
αE←g(ω) =

∑

β

∫ 〈ψαE |o|ψβE′〉〈ψβE′ |o|ψg〉
Eg + ω − E′ + i0+

dE′. (11)

From the bound-free 〈ψαE |o|ψg〉 and free-free
〈ψαE |o|ψβE′〉 dipole matrix elements, therefore, it
is possible to determine the photoionization probability
and asymmetry resulting from the interaction between
the system and an arbitrary sequence of weak pulses,
under the assumption that all terms beyond second
order are negligible. An alternative way to compute the
ionization amplitude, which is valuable as a proof of
principle to validate the perturbative results, is to solve
the TDSE numerically, as discussed in the next sections.
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FIG. 2. Analytical potential used in this study. Also shown
the absolute value squared (a) of the ground state and (b) of
a resonant state with odd parity.

B. Analytical 1D model

We consider a symmetric analytical model (AM) in
which the potential V (x) is given by two repulsive delta
functions, located at x = ±a, and an attractive delta
potential located at the origin.

V (x) = V+δ(x + a) + V+δ(x− a)− V−δ(x), (12)

Where V+ and V− are positive parameters that express
the strength of the potential.
a. Eigenstates The stationary states of the field-free

Hamiltonian can be found analytically. Where the poten-
tial is zero the Hamiltonian eigenfunctions are

ψ(x) = Aeκx +Be−κx, E < 0, κ =
√
−2E, (13)

ψ(x) = Aeikx +Be−ikx, E > 0, k =
√
2E. (14)

The solution must be continuous, and its derivative sat-
isfy the well known conditions

ψ′(0+) = ψ′(0−)− 2V−ψ(0), (15)

ψ′(±a+) = ψ′(±a−) + 2V+ψ(±a), (16)

where ±a+ and ±a− denote the right and left limit to-
wards x = ±a, respectively. Since the potential is sym-
metric about the origin, the parity operator Π, defined
by Π |x〉 = |−x〉, commutes with the field-free Hamilto-
nian [H0,Π] = 0. As a consequence, the eigenfunctions
of H0 can be assumed to be either even, ψeE , or odd,
ψoE , under inversion of the spatial coordinate.
It is easy to ascertain that the potential (12) supports

only one bound state. If the repulsive potentials are
far enough from the origin or, conversely, the attractive
potential is sufficiently strong, the wavefunction of the
bound state is negligible at |x| ≥ a and so is the disconti-
nuity of its derivative. For a whole range of parameters,
therefore, the ground state is well approximated by that

of a single attractive delta potential,

ψg(x) = Age
−κ|x|, Eg = −V 2

−/2, (17)

where Ag =
√

V− and κ = V−. In particular, the ground
state is an even function, as shown in Fig. 2a. The even
scattering functions are

ψeE(x) =
1√
πk

{

Ae(k) sin[k|x|+ δe(k)] |x| < a

sin[k|x|+ ηe(k)] |x| > a
(18)

where δe(k) = − atan (k/V−) is the wave-function phase
inside the barrier (|x| < a), ηe(k) is the scattering phase-
shift, and Ae(k) the asymptotic amplitude,

ηe(k) = acot [cot(ka+ δe) + 2V+/k]− ka

Ae(k) =
[

1 + 4V 2
+ sin2[ka+ δe(k)]/k

2 +

+2V+ sin[2ka+ 2δe(k)]/k
]−1/2

.

The odd scattering functions are

ψoE(x) =
1√
πk

{

Ao(k) sin(kx) |x| < a

sin[kx+ sgn(x) ηo(k)] |x| > a
(19)

whose scattering phase and asymptotic amplitudes are

ηo(k) = acot [cot(ka) + 2V+/k]− ka,

Ao(k) =
[

1 + 4V 2
+ sin2(ka)/k2 + 2V+ sin(2ka)/k

]−1/2
.

Notice that the scattering states in (18,19) are purely
real, ψ∗e/oE(x) = ψe/o E(x), and normalized as

〈ψαE |ψβE′〉 = δ (E − E′) δαβ , α, β ∈ {e, o}. (20)

The repulsive potentials have a dramatic effect on the
continuum as they can keep the electron outside, or con-
fine it within the barrier. As an example, Fig. 2.b shows
the probability density of an odd scattering state at an
energy close to that of the second odd bound state of a
2a-wide box. Since in this case the potential barriers are
only partially reflective, the bound state manifests itself
as a resonance embedded in the continuum. The peak
density within the region [−a, a] is much larger than for
|x| > a, which shows that the potential can transiently
bind an electron. The interference mechanism that gives
rise to this resonance confinement is the same as in the
Fabry-Pérot etalon of classical optics [30]. It is useful
to introduce also a second set of scattering states, |ψ−LE〉
and |ψ−RE〉, which satisfy incoming boundary conditions
and represent a mono-energetic electron that, after col-
liding with the potential (hence the minus), emerges on
the left and on the right of the potential, respectively,

ψ−LE(x) =
1√
πk

{

e−ikx + βe+ikx x ≤ −a
γe−ikx x ≥ a

(21)

ψ−RE(x) =
1√
πk

{

γeikx x ≤ −a
βe−ikx + eikx x ≥ a

(22)

where the complex numbers β ≡ −
(

e−2iηe + e−2iηo
)

/2

and γ ≡ −
(

e−2iηe − e−2iηo
)

/2 satisfy |β|2 + |γ|2 = 1.
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The left and right states, which turn into one another
under the action of parity, Π|ψ−LE〉 = |ψ−RE〉, can be ex-
pressed in terms of the even and odd scattering states,

ψ−L/RE(x) = ie−iηeψeE(x)∓ ie−iηoψoE(x). (23)

b. Dipole transition matrix elements To evaluate
the interaction of a charged particle in the model po-
tential with an external time-dependent electric field, we
must compute the dipole matrix for both bound-free and
free-free transitions. The only bound-free transition in
the present 1D model is the one between the even ground
state and the odd scattering states. In velocity gauge,

µE,g = 〈ψoE |p|ψg〉 = −i
∫ ∞

−∞

dx ψoE(x)
d

dx
ψg(x). (24)

Under the assumption that the ground state wavefunc-
tion is negligible beyond |x| > a, the dipole integral can
be evaluated using the analytical expression for both the
initial and final wavefunctions in the inner region only,

µE,g = − 2iAo(k)Agκk√
πk(κ2 + k2)

. (25)

Since neither the bra nor the ket are normalizable, the
free-free dipole matrix element comprises both a delta
and an off-shell component,

〈ψeE |
d

dx
|ψoE′〉 = P

E′ − E
〈ψeE | [d/dx,H0] |ψoE′〉

+δ(k − k′)π sin [ηe(k)− ηo(k
′)]Ae(k)Ao(k

′), (26)

where P indicates the principal part, and we have used
the fact that the bra and ket are eigenfunctions of the
field-free Hamiltonian to factor out the matrix element
of [d/dx,H0], which is regular. The delta component is
computed from the asymptotic expression of the scatter-
ing states. The regular factor in the off-shell component
can be readily shown to have the following expression,

〈ψeE | [d/dx,H0] |ψoE′〉 = Ae(k)Ao(k
′)kk′×

× {cos [ka+ δe(k)] cos(k
′a)− cos [δe(k)]}−

− kk′ cos [ka+ ηe(k)] cos [k
′a+ ηo(k

′)] .

(27)

The bound-free and free-free dipole matrices can be used
to compute the one- and two-photon transition matrix
elements. These transition matrices are used in turn
to compute the finite-pulse multi-photon integrals to de-
termine the one- and two-photon perturbative ionization
amplitudes (8) and (9).

C. Numerical 1D model

In the numerical version of the model, both the po-
tential and the wavefunction are tabulated on a grid.
Whereas the singular potential V (x) of Eq. (12) cannot
be represented in this context, it can be approximated

by a potential VN (x) in which the delta distributions are
replaced with narrow Lorentzian functions L∆(x),

VN (x) = V N
+ L∆(x+a)+V

N
+ L∆(x−a)−V N

− L∆(x), (28)

where L∆(x) = ∆/[2π(x2 + ∆2/4)], with ∆ ≪ a. The
bound ψg and scattering states ψe/oE of the eigenvalue
problemH0ψ = Eψ with the potential (28) are computed
numerically using the renormalized Numerov method
[31, 32]. The scattering functions outside the potential
barrier have the same form as the one given in (18) and
(19) for |x| > a. The constant parameters V N

+ and V N
− ,

however, may not coincide with V+ and V− if the energy
difference between the bound and resonant states in the
NM is to match that in the AM. The values of ηe/o(k)
are computed numerically by matching the eigenfunction
of H0 to the form (18) and (19) at a point xM outside
the potential barriers.
a. Dipole transition matrix elements In the NM, the

bound-free transition matrix elements are computed by
numerical integration. For the free-free dipole matrix
elements, the delta components on shell is dictated ex-
clusively by the asymptotic behavior of the continuum
wave functions and hence it has the same form as the
on-shell component of the free-free matrix element in
the AM in (26). The off-shell component of the free-free
dipole matrix element in the NM is computed by parti-
tioning the integral

∫∞

−∞
ψeE(x)ψ

′
oE′(x)dx into a short-

range (|x| < xM ) and a long-range part, where xM is cho-
sen so that the potential barrier is negligible for |x| > xM .
The short-range part, 2

∫ xM

0
ψeE(x)ψ

′
oE′(x)dx, is evalu-

ated numerically, whereas the outer component can be
expressed as the following boundary term

∫ ∞

xM

ψeE
dψoE′

dx
dx =

k′

2
(E − E′)×

×
{

k cos [kxM + ηe(k)] cos [k
′xM + ηo(k

′)]

+ k′ sin [kxM + ηe(k)] sin [k
′xM + ηo(k

′)]
}

. (29)

In the NM, the TDSE is solved in the length gauge
and using finite differences with a three-point formula to
evaluate the kinetic energy term. The TDSE solution
is propagated forward in time using the Crank-Nicolson
method [33]. The ionization amplitude is eventually ex-
tracted from the wavefunction by projecting it on the
scattering states of the system, as AαE←g = 〈ψαE |Ψ(t)〉.

D. Physical observables

The key observable in the 1-2 RABBITT scheme is
the photoemission asymmetry, Σ(E), defined here as the
difference between the probability of photoemission to
the left and to the right, per unit of energy,

Σ(E) = PL(E)− PR(E). (30)

The directional photoelectron distributions are the
square of the corresponding photoemission ampli-
tudes, PL/R(E) = |AL/RE←g|2, where AL/RE←g =
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〈ψ−L/RE |ΨI(t)〉 are obtained by projecting Ψ(t), after the

end of the pulse. In turn, using (23), the photoemission
amplitudes to the left and to the right can be expressed
in terms of the amplitudes to the even and odd scattering
states, AoE←g = 〈ψoE |ΨI(t)〉 and AeE←g = 〈ψeE |ΨI(t)〉,

AL/RE←g = −ie+iηe AeE←g ± ie+iηo AoE←g. (31)

The even (odd) amplitudes result from the exchange,
from the ground state, of an even (odd) number of pho-
tons. To lowest order, therefore, the left and right ion-
ization amplitudes have the simplified form

AL/RE←g ≃ −ie+iηe A(2)
eE←g ± ie+iηo A(1)

oE←g. (32)

To the same order, the total ionization probability is

Ptot(E) ≃ |A(2)
e (E)|2 + |A(1)

o (E)|2, (33)

whereas the left-right asymmetry is

Σ(E) ≃ −4ℜe [A(1)∗
o (E)A(2)

e (E) ei(ηe−ηo)], (34)

where ℜe z is the real part of z. Equations (33) and (34)
show that the interference between one- and two-photon
ionization pathways manifests itself in the photoemission
asymmetry only.
To compute Σ(E) perturbatively in the AM, it is nec-

essary to evaluate the two-photon ionization amplitude
(11). The two-photon matrix element in velocity gauge,

M(2)
eE←g(ω) = P

∫ 〈ψeE |p|ψoE′〉〈ψoE′ |p|ψg〉
Eg + ω − E′

dE′ −

− iπ〈ψeE |p|ψoEg+ω〉〈ψo Eg+ω|p|ψg〉, (35)

has a principal-part P integral that we compute numeri-
cally from the dipole matrix elements, which are analyt-
ically known. The first term on the right hand side of
(35), which accounts for the contribution of the virtual
excitations in the two-photon transition, is purely real,
whereas the second term, which accounts for the sequen-
tial part of the excitation, is purely imaginary. There-

fore, the phase ϕ(2) ≈ arg
[

M(2)
eE←g(ωIR)

]

depends on the

ratio between the sequential and virtual components of
the transition. Notice how in the soft-photon approxi-
mation [14], which is sometimes used to model multipho-
ton processes, the ionization continua are not coupled
off shell, and hence only the principal part contributes.
In general, however, the continuum-continuum coupling
does have off-diagonal terms. In the present case, the
most relevant off-shell contribution is due to the inter-
mediate resonance. Finally, the two-photon ionization
amplitude is computed using (9) and the left-right asym-
metry is subsequently obtained using (34).

III. RESULTS AND DISCUSSION

In this section we discuss the results of the 1-2 RAB-
BITT pump-probe ionization scheme applied to the
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FIG. 3. Scattering phase shift for AM (blue solid line) and
NM (red dotted line). Also shown the position of the two
lowest odd resonant state.

ground state of both the analytical (12) and the numer-
ical (28) model. In both cases the two repulsive bar-
riers are set at 10 a.u. from the origin (a = 10 a.u.).
The potential strengths are chosen as V+ = 2.5 a.u. and
V− = 0.5 a.u., in the analytical model [see (12)], whereas
in the numerical model they are set to V N

+ = 3.1105 a.u.

and V N
− = 0.5 a.u. [see (28)], with a width of the

Lorentzian potentials of ∆ = 0.05 a.u. With these
choices, the two models have similar ground state en-
ergies, Eg = −0.125 a.u. (AM) and Eg = −0.1112 a.u.
(NM), as well as comparable positions and widths of the
resonant states.

A. Scattering phase and dipole matrix

As discussed in the previous section, the scattering
states of the AM are analytically known. To illustrate
their essential features and compare them with the prop-
erties in the NM, we plot in Fig. 3 the total resonant
phaseshift for AM and NM, from which we have sub-
tracted the background phase ηbg = −2ka, to highlight
the resonant features: ηtot = ηe + ηo − ηbg. The reso-
nant phase shift encodes the information needed to pre-
dict how the motion of a wavepacket in the potential dif-
fers from a reference free wavepacket. The derivative of
ηtot(E) with respect to the energy is proportional to the
averaged group delay experienced by a wave packet as it
is transmitted or reflected by the potential. The steep
π jumps, in particular, indicate a long confinement, and
hence they reveal the presence of resonant states. Due to
the difference in the definition of the potential, the phase
shifts ηe/o(k) in the NM are not expected to exactly co-
incide with those in the AM. Nevertheless, as the figure
shows, they do compare well with each other.
The prominent role of resonances in the ionization of

the ground state, in the present model, and the good
agreement between the AM and NM, is apparent in
the dipole transition matrix element µE,g [compare with
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Eq. (25)], which is shown in Fig. 4. Since the position of
the resonances in the two models do not exactly coincide,
the NM calculations in the three panels of Fig. 4 have
been shifted to lower energies by 0.0015 a.u., 0.0029 a.u.,
and 0.0039 a.u., respectively, to better highlight the sim-
ilarity of the resonant peaks’ shape and amplitude in
the two calculations. Notice that the scale differ in each
panel: resonance widths increase with energy.
Regarding the free-free transition dipole moments (26),

we have verified that those computed in the NM are inde-
pendent of the specific choice of xM in (29), as long as xM
lies outside the effective range of the numerical potential
barrier. The free-free dipole matrix elements for the two
models are shown in Fig. 5 and found to be in excellent
agreement with each other. In the figure, we observe the
clear signature of the odd and even resonances, as well
as the characteristic (E − E′)−1 singularity.

B. Ionization amplitudes

Let us consider a pump-probe scheme with electric field

E(t) = EXUV(t) + EIR(t, τ), (36)

where the pump, which comprises two consecutive XUV
harmonics, overlaps with a delayed IR probe pulse,

EXUV(t) = EXUVFXUV(t) [sin(ω2nt) + sin(ω2n+1t)] ,

EIR(t, τ) = EIRFIR(t− τ) sin[ωIR(t− τ)]. (37)

The two harmonics have equal maximum field amplitude
EXUV = 0.004 a.u., a Gaussian envelope FXUV(t) with
FWHM ≈ 12 fs, and ∆ω = ω2n+1 − ω2n = ωIR. The
second harmonic ω2n+1 is tuned to the second odd res-
onance E1 (see Fig. 3), in both the AM and NM calcu-
lations. The probe IR has a frequency ωIR = 0.051 a.u.,
with FWHM ≈ 57 fs, and is delayed with respect to the
maximum of the harmonics’ envelope by a time-delay τ .
The XUV and IR pulses are shown in Fig. 6.

 0

 40

 80

 120

 160

 200

 240

 47  48  49

E0

(a
.u

.)

Energy (10-3 a.u.)

 0

 8

 16

 24

 32

190 194

E1

Energy (10-3 a.u.)

 0

 2

 4

 6

 8

 425  430  435

E2

Energy (10-3 a.u.)

FIG. 4. Square module of the bound-free dipole matrix ele-
ment, as a function of the photoelectron energy calculated in
AM (blue solid line) and NM (red dotted line).

 0

 0.1

 0.2

 0.3

E
ve

n-
S

ta
te

 E
ne

rg
y 

(a
.u

.)

-106

-104

-102

0

102

104

106

 0  0.1  0.2  0.3

Odd-State Energy (a.u.)

 0

 0.1

 0.2

 0.3

E
ve

n-
S

ta
te

 E
ne

rg
y 

(a
.u

.)

-106

-104

-102

0

102

104

106

FIG. 5. Free-free transition dipole moments as a function of
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According to Eq. 8, the one-photon ionization ampli-
tude from the ground state, due to the XUV harmonics, is

A(1)
oEf←g = −iÃ(ωfg)µEf ,g, where Ef is the final electron

energy. The ionization probability, P(Ef ) = |A(1)
oEf←g|2,

computed for the AM and the NM in the absence of the
IR field are in excellent agreement, as shown in Fig. 7.
The ionization probability at the upper harmonic (res-
onance), induced by the higher harmonic ω2n+1, is or-
ders of magnitude larger than that at the lower off-
resonance harmonic ω2n, indicating that the one-photon
background photoemission is negligible. This circum-
stance is to be expected since the ground state wave-
function, which is confined inside the potential barrier,
has nearly zero overlap with the off-resonance free func-
tions, which barely penetrate inside the barrier. This is
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FIG. 6. XUV and IR pulses used in the study. Positive time
delay τ indicates that the XUV harmonics arrive before the
peak of the IR envelope.

also the reason why the resonances in our calculations
have the symmetric Lorentzian shape characteristic of
systems with negligible direct-ionization cross sections.
If the product a V− were much smaller, the ground state
would eventually extend outside the confinement barrier,
and the resonances exhibit an asymmetric lineshape anal-
ogous to the celebrated Fano profile [34].

C. Two-Photon Ionization amplitude and

asymmetry

The left-right asymmetry (34) depends on the phases
of the one- and two-photon ionization amplitudes

arg[A(1)
o (E)] = ϕXUV, (38)

arg[A(2)
e (E)] = ϕXUV ∓ ωIRτ + ϕ(2), (39)
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FIG. 7. Photoelectron distribution when using the XUV
pump pulses only: AM (solid line), NM (dashed line). The
ionization probability near the lower harmonic (grey region)
has been multiplied by a factor of 1000 to make it visible on
the scale of the upper harmonic.

where ϕXUV is the XUV phase, which is constant across
the two harmonics, the variable sign in (39) depends on
whether the IR photon is absorbed (−, upper harmonic)
or emitted (+, lower harmonic), and ϕ(2) is the phase of
the two-photon amplitude at τ = 0. The particular value
of the relative phase between the two harmonics, which
may depend on the process used to generate them, is ir-
relevant. For an IR pulse covering many cycles, as it is

the case in our study, ϕ(2) ≈ arg
[

M(2)
eE←g(ωIR)

]

. There-

fore, the asymmetry (34) beats at the same frequency as
the IR field, as a function of the time delay τ . In the
upper harmonics, for example,

Σ(E) = Σ0(E) cos(−ωIRτ + ϕ(2) + ηe − ηo), (40)

where Σ0(E) = −4|A(1)
oE←gA

(2)
eE←g|. The NM photoion-

ization asymmetry is readily obtained by projecting the
final wavefunction Ψ(t) from the TDSE simulation onto
the left ψLE and right ψRE scattering states and using
(30). The left-right asymmetry, recorded as a function
of the time delay between the XUV-pump and IR-probe,
is plotted in Figs. 8 and 9, for both AM (PT) and NM
(TDSE). The figures demonstrate the predicted ωIR beat-
ing for each harmonic. In Fig. 8 we present the asymme-
try beating at the upper harmonic, near the resonance,
whose phase experiences a dramatic excursion across the
resonance. This result is easily understood from (40):
whereas the phase ϕ(2) + ηe varies smoothly across the
resonance, ηo undergoes the same rapid excursion visible
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FIG. 8. Left-right asymmetry Σ(E) as a function of the time-
delay τ and the photoelectron energy, computed for AM (PT)
(a) and NM (TDSE) (b), near the resonance E1 where the
dashed line indicates the center of the upper harmonic for
each model.
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FIG. 9. Same as in Fig. 8 but at the lower harmonic and the
dashed line now indicates the center of the lower harmonic for
each model.

already in Fig. 3. From Fig. 8, therefore, it is possible to
extract the pure one-photon scattering phase associated
with that resonant state. In contrast to the asymmetry
beating at the resonant harmonic, the phaseshift at the
lower harmonic in Fig. 9 shows a much less pronounced
modulation, similar to the one that is accessible with tra-
ditional RABBITT measurements [3, 14, 35]. The main
phase variation is now due to ϕ(2), which encodes the
resonance phase through the first XUV photon absorp-
tion, distorted by the free-free transition from the upper
to the lower harmonic. Even in this case the PT and
TDSE are in excellent agreement. To extract the phase-
shift from the asymmetry beating at the upper harmonic
we computed the Fourier transform

Σ̃(E;ω) =
1√
2π

∫ ∞

−∞

ξ(τ) Σ(E; τ) e−iωτ dτ, (41)

where ξ(τ) is a smooth window function that allows us
to limit the overlap between the FT of the background,
centered at ω = 0, with that of the beating signal, which
is centered at ω = ωIR,

ξ(τ) =
1

2
[1− erf(2τ + Tξ) erf(2τ − Tξ)] , (42)

erf(x) = 2/
√
π
∫ x

0
exp(−t2)dt, and Tξ = 9TIR, with

TIR = 2π/ωIR being the IR period. Finally, Σ̃ is inte-
grated across a spectral width ∆ω ≈ 0.02 a.u. around
ωIR,

Σ̄(E) =

∫ ωIR+∆ω/2

ωIR−∆ω/2

Σ̃(E;ω) dω. (43)

0.0 1.0

0.0

1.0

Re[Σ(E)]

Im
[Σ

(E
)]

FIG. 10. Averaged Fourier transform of the left-right asym-
metry, with respect to the time delay, Σ̄(E) in the complex
plane at the resonance (large circles, red) and at the lower
harmonic (small circles, blue), for AM (solid lines) and NM
(dashed lines). The arrows indicate the evolution of the tra-
jectory with increasing energy.

The resulting complex amplitude, Σ̄(E), are plotted for
both models in Fig. 10. The complex amplitudes exhibit
the characteristic jump of π as the energy crosses the res-
onance while at the sideband the jump of π is modulated
by the emission of an IR-photon from a pulse of finite
length. Figure 11 compares the photoionization phase re-
trieved from the pump-probe spectrum, i.e., arg[Σ∗(E)],
for both models, with the scattering phase ηo. We have
shifted ηo by a constant ηc to better highlight the close
similarity between retrieved and scattering phase. The
striking agreement between arg[Σ∗(E)] and ηo demon-
strates that the use of consecutive harmonics of the probe
pulse holds the key to the direct measurement of Wigner
delays [36, 37]. To extract the resonance position and
width, the phase shift ηtot(E) is fitted around the res-
onance to the argument of the Breit-Wigner amplitude
and a quadratic background δbg(E) of the form:

ηtot(E) = acot[2(E − Er)/Γ] + δbg(E). (44)

The resonance width, Γ, and position, Er, obtained from
the scattering phaseshift are listed in Tab. I along side
Γret and Eret

r fitted from ηreto .

TABLE I. Comparison of resonance position and width ob-
tained directly from ηo or from the retrieved phaseshift ηret

o .
All values are given in atomic units.

Er Γ× 103 Eret

r Γret × 103

AM 0.1913 1.184 0.1913 1.181

NM 0.1942 1.208 0.1942 1.183
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IV. CONCLUSION

We have presented 1-2 RABBITT, a new perturba-
tive attosecond interferometric spectroscopy in which two

consecutive isolated harmonics of the probe pulse are
used, instead of full comb of odd harmonics, as it is the
case in traditional RABBITT. Using a 1D potential that
supports bound as well as autoionizing states, we have
shown how the new technique allows us to retrieve full
phase information of the photoelectron-emission ampli-
tude without the measurement-induced distortion inher-
ent to traditional RABBITT. This feature results from
the direct interference between one- and two-photon tran-
sition pathways. Furthermore, 1-2 RABBITT is also able
to quantify the measurement-induced distortion due to
the exchange of a probe photon. These findings have
general validity and can be applied to study autoionizing
states in real systems, such as rare-gas atoms. Specific
generation schemes in which the APT comprises isolated
consecutive harmonics of the probe, such as when the
probe is the second harmonic of the fundamental fre-
quency, or when the APT is generated with bicircular
light pulses, as well as their application to real atomic
systems, is beyond the scope of the present work and
will be the subject of future investigations.
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L. Argenti, R. Täıeb, F. Mart́ın, and P. Salières, Science 354, 734 (2016).

[4] V. Schmidt, Rep. Prog. Phys. 55, 1483 (1992).
[5] M. Hentschel, R. Kienberger, C. Spielmann, G. a. Reider, N. Milosevic, T. Brabec, P. Corkum, U. Heinzmann, M. Drescher,

and F. Krausz, Nature 414, 509 (2001).
[6] P. M. Paul, Science 292, 1689 (2001).
[7] G. Sansone, E. Benedetti, F. Calegari, C. Vozzi, L. Avaldi, R. Flammini, L. Poletto, P. Villoresi, C. Altucci, R. Velotta,

S. Stagira, S. De Silvestri, and M. Nisoli, Science 314, 443 (2006).
[8] F. Krausz and M. Ivanov, Rev. Mod. Phys. 81, 163 (2009).
[9] M. Schultze, M. Fieß, N. Karpowicz, J. Gagnon, M. Korbman, M. Hofstetter, S. Neppl, A. L. Cavalieri, Y. Komninos,

T. Mercouris, C. A. Nicolaides, R. Pazourek, S. Nagele, J. Feist, J. Burgdörfer, A. M. Azzeer, R. Ernstorfer, R. Kien-
berger, U. Kleineberg, E. Goulielmakis, F. Krausz, V. S. Yakovlev, M. Fiess, N. Karpowicz, J. Gagnon, M. Korbman,
M. Hofstetter, S. Neppl, A. L. Cavalieri, Y. Komninos, T. Mercouris, C. A. Nicolaides, R. Pazourek, S. Nagele, J. Feist,
J. Burgdörfer, A. M. Azzeer, R. Ernstorfer, R. Kienberger, U. Kleineberg, E. Goulielmakis, F. Krausz, and V. S. Yakovlev,
Science 328, 1658 (2010).

[10] A. S. Kheifets and I. A. Ivanov, Phys. Rev. Lett. 105, 233002 (2010).
[11] M. Isinger, R. Squibb, D. Busto, S. Zhong, A. Harth, D. Kroon, S. Nandi, C. L. Arnold, M. Miranda, J. M. Dahlström,

E. Lindroth, R. Feifel, M. Gisselbrecht, and A. L’Huillier, Science 358, 893 (2017).
[12] L. Argenti and E. Lindroth, Phys. Rev. Lett. 105, 053002 (2010).
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K. Bartschat, A. N. Grum-Grzhimailo, A. V. Bozhevolnov, A. K. Kazansky, N. M. Kabachnik, and M. Meyer,
Phys. Rev. Lett. 118, 013002 (2017).

[34] U. Fano, Phys. Rev. 124, 1866 (1961).
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