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This paper reports a high-resolution experimental study and a numerical analysis of the Rb2 61Σ+
g

ion-pair state. Large number of ro-vibrational term values spanning a wide range of the rotational
and vibrational quantum numbers were measured using the optical-optical double resonance tech-
nique. The set of term values was simulated with a model of a piece-wise multi-parameter potential
energy function based on the generalized splines. This function reproduces the experimental data
with reasonable accuracy and in addition allows us to incorporate in the potential function the
non-trivial features at longer internuclear range, such as multiple wells, predicted by the ab initio
calculations.

PACS numbers: 33.20.-t, 33.20.Vq

I. INTRODUCTION

The alkali molecules are of broad interest in number
of areas of research including ultra-cold ground state
molecules, atom-molecule collisions, molecular Bose-
Einstein and Fermi gases, and optimal control of chemi-
cal reactions Refs. [1–8]. Rubidium dimer, in particular,
is widely used for these purposes due to the convenient
transitions for laser cooling of the rubidium atoms from
which the molecules are formed by photoassociation or
magnetoassociation. In all these applications the energy
level structure of the molecules is of critical importance.
A number of ab initio studies of the Rb2 electronic struc-
ture exist [9–19] and even though the accuracy of such
calculations has improved significantly, they are not yet
a substitute for precise experimental measurements. In
experiments, such as the one reported here, an absolute
accuracy of the order of 0.02 cm−1 is easily achieved.
This is at least one to two order of magnitudes better
than the accuracy of the best excited states Rb2 dimer
ab initio calculations [18, 19] to date.

The low-lying electronic states of Rb2 such as the sin-
glet X1Σ+

g [20–22] and triplet a3Σ+
g [23] ground states

and the A1Σ+
u ∼ b3Πu [24, 25] intermediate states as

well as some other excited upper states have been stud-
ied experimentally Refs. [21, 26–65], but the higher ly-
ing ion-pair states such as the 61Σ+

g state have not been

observed experimentally. Highly excited 1Σ states of al-
kali molecules are typically significantly perturbed and
exhibit shelf regions and secondary wells due to cou-
plings with other states as well as the ion-pair M+−M−
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Coulomb potential (M − alkali atom) [66]. This gives rise
to unusual properties including extremely long-range vi-
brations, large dipole moments, and a near-infinite man-
ifold of vibrational states. They are attractive for the de-
tection of ultracold molecules using resonantly enhanced
multiphoton ionization (REMPI) technique [67–73] in a
broad internuclear range. They can also be used for Ra-
man transfer of molecular population from large internu-
clear distance to the covalent bonding region. In addi-
tion, as suggested in Ref. [74] such Rydberg states could
be used to create ultracold atomic negative ions, to deter-
mine the atomic electron affinity or to create long lived
wave packets. Ion-pair states of other diatomic molecules
have been studied experimentally including XUV + UV
excitation scheme in H2 [75], dissociation dynamics of
long lived ion-pair states of Cl2 [76], and determination
of the deuterium electron affinity from measurements of
the ion-pair dissociation energies of the HD molecule[77].

We report here the first experimental observation of
the 61Σ+

g state of rubidium dimer. The experiment was
done using the optical-optical double resonance tech-
nique. The observed vibrational progression in the exper-
iment was identified as belonging to the 61Σ+

g state using
ab initio predictions [18, 19]. In addition, at lower en-
ergies, two other vibrational progressions were observed
which we are currently in the process of identifying. The
61Σ+

g state results were analyzed in combination with
the ab initio data for this state from refs. [18, 19] with
a model of a piece-wise multi-parameter potential energy
function [25, 72, 78–81, 81, 82] based on the generalized
splines. This allowed us to incorporate in our potential
energy functions the non-trivial features predicted by the
ab initio calculations.
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FIG. 1: Excitation scheme and potential energy curves of the
Rb2 dimer. The potential curves are ab initio calculations
from Ref. [19]. Solid vertical lines represent the laser exci-
tations, while the dashed downward lines depict the possible
fluorescence decay channels.

II. EXPERIMENT

The experimental details have been described previ-
ously in Ref. [83]. Briefly, the Rb2 molecules were gen-
erated in a heat pipe oven loaded with Rubidium metal
containing 85Rb and 87Rb isotopes in the natural abun-
dance ratio. In the experiment only 85Rb2 isotopomer
transitions were selectively probed. The temperature at
the center of the oven was maintained at 180◦ C using
electrical heaters. Argon at 2 Torr pressure (measured
at room temperature) was used as a buffer gas. To reach
the levels of the 61Σ+

g state a cascade double resonance
excitation scheme with an intermediate level from the
A1Σ+

u ∼ b3Πu manifold [25], arising from the strong spin-
orbit coupling of the A1Σ+

u and b3Πu states, was used in
the experiment (see Fig 1).

In the experiment single mode tunable ring lasers, Co-
herent 899-29 Ti:sapphire (L1) and 699-29 with LDS722
dye (L2) were used in counter propagating configuration.
The L1 laser excited the molecules from thermally popu-
lated rovibrational levels of the X1Σ+

g ground state to an

intermediate level from the A1Σ+
u − b3Πu manifold (see

Table I). To identify and confirm the assignment of
each intermediate level used, fluorescence spectra to the
ground state were recorded with an FTIR spectrometer
(BOMEM DA8) for the P and R excitation branches. An

TABLE I: List of levels belonging to the A1Σ+
u − b3Πu man-

ifold used as intermediates in the OODR excitation scheme
[25].

n′ J′ E′, cm−1 n′ J′ E′, cm−1

80 1 11031.6644 83 1 11080.9060

93 1 11205.3185 107 1 11379.3966

117 1 11379.3966 74 10 10964.1468

80 10 11033.5989 83 10 11082.7631

93 10 11207.1703 107 10 11381.2240

117 10 11508.2995 131 10 11674.3385

144 10 11840.6749 148 10 11885.6737

158 10 12004.9390 76 30 11006.3037

79 30 11048.4095 83 30 11096.9272

97 30 11271.6052 107 30 11395.1452

117 30 11522.5347 127 30 11644.6055

78 70 11111.7100 82 70 11163.2669

106 70 11462.9966 119 70 11631.7487

129 70 11753.9396

example of such fluorescence spectra is given in Fig. 2.
The energy of the intermediate level was obtained from
the energy of the initial X1Σ+

g levels, calculated from
the Dunham constants published in Ref. [22] and the
laser transition frequencies for the P and R excitation
branches, which were measured and calibrated with the
FTIR spectrometer. The FTIR spectrometer itself was
calibrated with a Uranium hollow cathode atlas [84]. The
resonances of the probe laser, tuned in the range 13300—
14000 cm−1, to the 61Σ+

g state were observed by detect-

ing fluorescence to the a3Σ+
u state in the 500 nm range

(4303 and 4305 Kopp Glass filters) with a PMT (R928P
Hamamatsu Photonics) mounted on one of the side arms
of the heatpipe. Despite the forbidden nature of the fluo-
rescence transition we have observed strong signals due to
the significant spin-orbit coupling of the 61Σ+

g state with
nearby triplet states. The PMT current was amplified
with a lock-in amplifier (SRS 850 Stanford Research) and
recorded as function of the frequency of the probe laser
while the pump laser was modulated at a rate of about
1 kHz. This ensures that only double resonance signals
are recorded in the spectra. Example of such excitation
spectra is given in Fig. 3. In addition to the expected P

and R main branches we observed a number of satellite
lines due to collisions with the argon and rubidium atoms
present in the heatpipe. These lines allowed us to gather
additional rotational data for each observed vibrational
level. Part of the observed collisional lines were solely
used to determine the energies of the intermediate levels
from which they originate. For example, to determine the
energy of the J

′ = 28 intermediate level, E(J ′ = 28), we
subtracted the energy difference between the R(28) and
P (30) lines from the term value of the J

′ = 30 main line
intermediate level [E(J ′−2) = E(J ′)+P (J ′)−R(J ′−2)]
already determined by the pump laser. Then, from the
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FIG. 2: Resolved fluorescence spectra used to confirm the A1Σ+
u −b3Πu(n′ = 107, J ′ = 10) intermediate level. The confirmation

process involves identifying peaks forming a vibrational progression of P and R lines that occur in both spectra and using the
X1Σ+

g state term values [22] assigning them to specific transitions from the target upper level, in this case A1Σ+
u − b3Πu(n′ =

107, J ′ = 10), to rovibrational levels of the X1Σ+
g state.

energy of the J = 28 level and the transition frequency of
the P (28) collisional line the energy of upper state with
rotational quantum number J = 27 was determined. In
the next step the energies of the J = 26 intermediate
and J = 25 upper states were determined. This cascade
process was continued downward until all observed corre-
sponding satellites lines were used. Similarly, for satellite
lines originating from intermediate levels with J

′ greater
than the main line intermediate we used the expression
E(J ′ +2) = E(J ′) +R(J ′)− P (J ′ +2) to propagate up-
ward the intermediate level energies, which allowed us to
obtain term values of upper state levels with rotational
quantum number J = (J ′+1) +2, (J ′+1) + 4, ... and so
on. The experimental data is illustrated in Fig. 4 and the
details of the observed transitions are given in the sup-
plemental materials [85]. The rotational assignment of
the termvalues is based on the excitation scheme, while
the vibrational assignment is based on the predictions of
the ab initio potential functions [18, 19].

III. ANALYSIS

The model multi-parameter potential energy function
employed here was presented for the first time in our
earlier article [86]. However, we only mentioned an at-

tempt (generally speaking, successful) to use it in the
analysis of the ground singlet and triplet states of the
Cesium dimer, while the final results were presented in
a form of the MLR3 (Morse Long Range–3) function by
Coxon and Hajigeorgiou [80]. Later [83] we applied this
approach to a combination of experimental and ab initio

data on the Rb2 31Πg state. It allowed us to adequately
reproduce the observed ro–vibrational term values and
to approximate the ab initio potential energy function
with a uniform accuracy in its entire range, including
some non-trivial bends. The ab initio potential [19] of
the Rb2 61Σ+

g state predict more complicated features
such as multiple wells, which do not occur for the Rb2
31Πg state. One of the purposes of the present article
was to check the ability of our new model potential to
reproduce those features adequately.

Below we give this model function in a somewhat
simplified modification in order to avoid details not be-
ing employed in the actual computations. More general
equations can be found in Refs. [83, 86]. Our model po-
tential function has the same form as the one employed
in a number of earlier works (see Refs. [25, 81, 82, 87]
and references therein):
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FIG. 3: Excitation spectrum of 61Σ+
g (v = 13) vibrational

level from the A1Σ+
u − b3Πu(n′ = 97, J ′ = 30) intermedi-

ate level. A number of collisional satellite lines are observed
arising from collisional transfer of population in the inter-
mediate state to neighboring rotational levels. In the figure
only the collisional lines with independently confirmed assign-
ment are labeled. In homonuclear molecules the propensity
rule for inelastic collision induced rotational transitions deter-
mines that only even J changing collisional lines are observed
(∆J = ±2, 4, 6, ...).

Upw(R) = U∞ +







u0 + u1/R
Ns , R ≤ Rs,

Upwm(yp,a(R,Rm)), Rs < R < Rl,

−
∑

k (Cnk
/Rnk) , R ≥ Rl,

(1)
where all three pieces are smoothly joined in the sense

of Cn with n = 1 in our case (Cn − space of functions,
whose derivatives up to the nth order are continuous), R
is the nuclear separation, the long–range term describes
the prevailing multipole–dispersion forces [88–90] with
U∞ being the energy at the dissociation limit and Cnk

being the dispersion coefficients. Traditionally[25, 81, 82,
87], the middle part of Eq. 1 is described by a polynomial
of an argument

yp,a(R,Rm) =
R −Rm

R + aRm

. (2)

Our version differs from the traditional one in two
points. First, in place of Eq. 2 we use the following gen-
eralization

yp,a(R,Rm) =
Rp −Rp

m

Rp + aRp
m

, (3)

where p (as a rule, integer positive) is the Šurkus param-
eter [91], which has proved to be very useful for the gen-
eralized Morse functions [78–81]. Second, in place of the
polynomial we use a generalized spline function, similar
to the one applied to the dependencies of the quantities

Gv and Bv on v in our work Ref. [64] (see also Ref. [92]):

Upwm(x) =

nb
∑

n=1

bn · xl(b)
n + (4)

ma
∑

k=1

na
∑

n=1

[

a(k)n θ(x − x(k)
a ) + ã(k)n θ(x(k)

a − x)
]

· (x− x(k)
a )l

(a)
n ,

with

θ(x) =

{

1 (x ≥ 0),

0 (x < 0),

for which the polynomial is just a partial case (a
(k)
n = 0,

ã
(k)
n = 0). This function experiences discontinuities of the

derivatives of orders l
(a)
n at knots x

(k)
a . Notice that a for-

mally equivalent function is the one with either a
(k)
n = 0

or ã
(k)
n = 0. However, keeping both terms makes the

function more flexible and capable of easily correcting its
behavior at the right or left branch while not influenc-
ing the opposite one. The variable x is computed with
Eq. 3 from the current nuclear separation R, and the

parameters x
(k)
a —the same way from the anchor points

R
(k)
a . All the notations in the above equations that are

not disclosed explicitly represent formal parameters of
the model.
The set of data to be fitted to this model included the

experimental term values of the present work (see the
supplemental materials Ref. 85) and the ab initio poten-
tial functions [19]. The weights of the ab initio data were
rather relaxed, but we regulated them in the course of
the computations in order to get an approximately uni-
form accuracy in the reproduction of the experimentally
observed as well as unobserved ranges. The term values
were computed with the familiar Numerov method [93–
95]. The fitting itself was done with the help of our com-
putational package Optimizer described elsewhere [95],
which realizes the non–linear least square fitting based
on the Levenberg–Marquardt algorithm [96] using the
Singular Value Decomposition (SVD) [97] of the design
matrix.
The resulting model function is compared to the ab ini-

tio counterpart in Figs. 5, 6 (trivial long-range and short-
range asymptotes are not shown in order to illustrate
better the more important middle parts). Fig. 6 also
show the straightforwardly constructed Rydberg–Klein–
Rees (RKR) [98–101] potential. The model multiparam-
eter function and the RKR potential are also tabulated
in the supplemental materials [85].
The final sets of the parameters of the model func-

tions are listed in Table II. These parameters were sub-
jected to the sequential rounding–off procedure similar
to the one described in Ref. 102, and they reproduce the
spectroscopic information adequately. The Dunham co-
efficients, which were determined from the experimental
term values directly and were used to construct the RKR
potentials, are tabulated in Table III.
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FIG. 4: Experimentally observed 787 ro-vibrational levels spanning the range of the rotational quantum number J = 0 through
83 and the vibrational quantum number v = 0 through 25 (about 1/4 of the potential well depth).

TABLE II: Parameters of the model function Eqs. 1, 4 constructed for the Rb2 61Σ+
g state in the present work. All the values

are measured in cm−1 and Å.

param. value param. value param. value param. value

p 2 Ns 5.8 n1 3 n2 6

U∞ 29468 Rm = Re 4.6828 a 0.3185

u0 -5874.0975 u1 6.1479 × 106 C3 −1.7576815 × 106 C6 3.407902 × 1010

Rs 4 Rl 26.7 R
(1)
a 4.28 R

(2)
a 6.32

R
(3)
a 7.68 R

(4)
a 12.32 R

(5)
a 21.5 b0 = −De -4892.88

b2 12792 b3 -23000 b4 92300 b5 277200

b6 −3.03 × 106 b7 5.776 × 106 b8 2.038 × 107 b9 −6.566 × 107

b10 −6.43 × 107 b11 1.889635 × 108 b12 9.5 × 107 b13 −5 × 107

b14 −5.065 × 107 ã
(1)
5 −6.46 × 107 ã

(1)
6 −3.9 × 108 a

(2)
4 −2.72 × 107

a
(2)
5 6 × 107 a

(2)
6 −9.78 × 108 a

(3)
4 −9.7 × 107 a

(3)
6 −3.095 × 109

a
(4)
4 3.5 × 108 a

(4)
5 −2 × 109 a

(4)
6 2.23 × 1010 a

(5)
3 −6.7 × 108

a
(5)
4 5 × 1010 a

(5)
5 −1.16 × 1012

The residuals of the experimental term values simula-
tion with our final potential energy functions are shown
in Fig. 7. We note that the term values with obvious
strong perturbations were down–weighted in the course
of the computations for a better robustness of the overall
procedure.

IV. DISCUSSION

Fig. 7 show that the experimental term values are
clearly perturbed. There is nothing surprising about this
for highly excited electronic and ro-vibronic states due
to their density in terms of energy and the various al-
lowed non-adiabatic couplings. The perturbations are
drastically enlarged in the region around 25300 cm−1 in-
dicating resonances of energy levels. This is the same
region where the biggest perturbations were observed for
the 31Πg state [83]. This fact indicates that these elec-
tronic states are coupled with each other and, maybe,

with other states in this energy region. A detailed anal-
ysis of the perturbations can be only done via a complex
model including all the interactions, which is outside the
scope of the present article.

Some of the observed levels of the 61Σ+
g state lie a little

higher than the barrier predicted by the ab initio calcu-
lations (Fig. 6). However, they retain a rather regular
pattern indicating that this barrier, if exists, is not actu-
ally reached yet. This is why in this region the deviation
of our semi–empirical potential from the ab initio one
is the biggest. The RKR potential, which was computed
independently, exhibits behavior similar to our model po-
tential in the region of the barrier, i. e., it confirm this
observation. Nevertheless, we tried to construct a model,
which reproduced the ab initio potential with an appro-
priate accuracy in the regions not observed in the exper-
iment as well, in order to demonstrate the capability of
this multiparameter function to deal with the potentials
containing non-trivial bends and multiple wells.

The only purpose of the short–range and long–range
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TABLE III: Dunham coefficients Yij of the Rb2 61Σ+
g state (cm−1).

i\j 0 1 2

0 Te + Y00 = 24577.07(0.27) 1.7885(0.0027) × 10−2 −1.15745 × 10−8

1 44.471(0.179) −6.35(0.31) × 10−5

2 0.46782(0.04115)

3 -0.061607(0.004140) Y00 = 0.144

4 2.8216(0.1864) × 10−3 Re = 4.7117 Å

5 −4.537(0.305) × 10−5
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cles); lower pane—difference between the ab initio [18, 19]
and present potential energy functions. The range of the ob-
served ro-vibrational term values and the position Rm of the
potential minimum are also shown.

parameters in Table II is an adequate and smooth ap-
proximation of the ab initio potentials [18, 19], they
do not provide any other empirical or theoretical in-
formation. We do not claim here that our potential
energy function describes physically correctly the near–
dissociation properties of the state.

Starting from the molecular electronic ground state
our results are limited to relatively short internuclear
distances. This is due to poor Franck-Condon factors
to levels of the ion-pair states that extend or are con-
fined (secondary well) to the long range. These levels
can be accessed starting from the atomic limit. For ex-
ample, using the atomic limit and the Rb second res-
onance doublet transition, Rb2 ion-pair satellite bands
have been reported at large internuclear distance in ab-
sorption measurements in a hot dense Rb vapor [103]. In
addition, the authors propose that using single-photon
photoassociation these long range ion-pair states can be
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FIG. 7: Residuals of the experimental ro-vibrational term
values of the Rb2 61Σ+

g state reproduced with the potential
energy function of the present work (open circles) and with
the straightforward Dunham series (solid squares).

used to produce ultracold Rb2 molecules in the ground
state. Another approach to reach these long range ion-
pair molecular levels involves using ultracold atoms and
Feshbach resonances [74, 104].

V. CONCLUSIONS

We have observed a large set of ro-vibrational levels
of the Rb2 61Σ+

g ion-pair state. To analyze the experi-
mental results and to generate a potential curve a model
multiparemeter potential energy function based on the
generalized splines was constructed. This approach al-
lowed us to simulate the experimental term values with
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an adequate quality and to approximate the available ab
initio potential function [19] in its entire range with the
appropriate accuracy.
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