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Effective potentials from semiclassical truncations

Bekir Baytaş,∗ Martin Bojowald,† and Sean Crowe‡

Department of Physics, The Pennsylvania State University,

104 Davey Lab, University Park, PA 16802, USA

Canonical variables for the Poisson algebra of quantum moments are introduced here, express-
ing semiclassical quantum mechanics as a canonical dynamical system that extends the classical
phase space. New realizations for up to fourth order in moments for a single classical degree of
freedom and to second order for a pair of classical degrees of freedom are derived and applied to
several model systems. It is shown that these new canonical variables facilitate the derivation of
quantum-statistical quantities and effective potentials. Moreover, by formulating quantum dynam-
ics in classical language, these methods result in new heuristic pictures, for instance of tunneling,
that can guide further investigations.

I. INTRODUCTION

Semiclassical physics can often be described by classi-
cal equations of motion amended by correction terms and
possible new degrees of freedom. For instance, Ehren-
fest’s theorem shows that the expectation values of posi-
tion and momentum in an evolving quantum state obey
equations of motion which are identical with the classi-
cal equations to zeroth order in ~ but, in general, have a
modified quantum force given by −〈∇V (x̂)〉 not equal to
the classical force −∇V (〈x̂〉) evaluated at 〈x̂〉. The dif-
ference depends on 〈x̂〉, but also on the variance (∆x)2

and higher moments, which constitute new, non-classical
degrees of freedom.
A moment expansion can be used to derive quantum

corrections systematically. In this way, one can formu-
late quantum dynamics as classical-type dynamics on an
extended phase space, given by expectation values and
moments equipped with a Poisson bracket that follows
from the commutator of operators [1, 2]. Moments, how-
ever, do not directly form canonical variables on this
Poisson manifold, which complicates some of the usual
procedures of canonical mechanics. Darboux’ theorem
guarantees the existence of local canonical coordinates,
but it is not always easy to find them. Using a proce-

dure we developed in [3], as well as other new methods,
we present here detailed derivations of canonical vari-
ables for moments of up to fourth order for a single de-
gree of freedom, as well as to second order for a pair
of degrees of freedom. The resulting expressions can be
used to make interesting observations about the behav-
ior of states, and they are crucial for the derivation of
effective potentials. We present several applications, in-
cluding tunneling. This application is discussed in more
detail in [4] where we demonstrate the usefulness of our
present methods in atomic physics, related to an ongoing
debate of evaluations of recent experiments [5–17].

II. CANONICAL EFFECTIVE METHODS

We use a quantum system of N degrees of freedom
with basic operators q̂j and π̂k, 1 ≤ j, k ≤ N that are
canonically conjugate,

[q̂j , π̂k] = i~δjk . (1)

In a semiclassical truncation [1, 2], the state space is
described by a finite-dimensional phase space with coor-
dinates given by the basic expectation values qj = 〈q̂j〉
and πk = 〈π̂k〉 and, for positive integers ki and li such

that
∑N

i=1(ki + li) ≥ 2, the moments
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∆
(
qk1

1 · · · qkN

N πl1
1 · · ·πlN

N

)
= 〈(q̂1 − q1)

k1 · · · (q̂N − qN )kN (π̂1 − π1)
l1 · · · (π̂N − πN )lN 〉Weyl , (2)

where the product of operators is Weyl (totally sym-
metrically) ordered. (For low orders, these central mo-
ments agree with the cumulants of a probability distribu-
tion.) The phase-space structure is defined by the Pois-
son bracket

{〈Â〉, 〈B̂〉} =
1

i~
〈[Â, B̂]〉 , (3)

extended to all moments by using linearity and the Leib-
niz rule. The phase space has boundaries according to
Heisenberg’s uncertainty relation

∆(q2j )∆(π2
k)−∆(qjπk)

2 ≥ ~
2

4
δjk (4)

and higher-order analogs.
Any given state (which may be pure or mixed) is there-

fore represented by a point in phase space defined by the
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corresponding basic expectation values and moments. A
state is considered semiclassical if its moments obey the
hierarchy

∆
(
qk1

1 · · · qkN

N πl1
1 · · ·πlN

N

)
= O

(
~

1

2

∑
n(ln+kn)

)
(5)

which is satisfied, for instance, by a Gaussian, but in-
cludes also a more general class of states. A semiclassical
truncation of order s of the quantum system is defined as
the submanifold spanned by the basic expectation values
and moments such that

∑
n(ln + kn) ≤ s, which implies

variables up to order 1
2s in ~ according to the semiclassi-

cal hierarchy. The Poisson bracket that results from (3)
can consistently be restricted to any semiclassical trun-
cation by ignoring in {∆1,∆2} all terms of order higher
than s in moments. In this restriction, the product of
a moment of order s1 and a moment of order s2 is con-
sidered of semiclassical order s1 + s2, while the product
of a moment of order s1 with ~

s2 is of order s1 + 2s2
[18]. For given s, the Poisson tensor on the semiclassical
truncation of order s is, in general, not invertible. There-
fore, semiclassical truncations and the resulting effective
potentials cannot be formulated within symplectic geom-
etry.
We note that the semiclassical truncations used here

impose stronger conditions than usually used in studies

of the semiclassical limit, using for instance WKB-type
or Maslov methods [19] or the Wigner function [20]. In
particular, while both methods assume that a certain di-
mensionless combination of parameters proportional to
~ is small or even approaches zero, our semiclassicality
condition also restricts the class of states. Our definition
here ensures that quantum corrections, for instance in
the total energy, are well-defined at least in the sense of
a formal power series in ~. From other methods, such as
Wigner functions [20], it is known that the semiclassical
limit, applied to unrestricted states, generically gives rise
to terms that are non-analytic in ~; see for instance [21].
Our condition avoids this behavior, while still maintain-
ing access to interesting problems, as our examples will
demonstrate.

The Hamilton operator Ĥ determines a Hamilton func-
tion 〈Ĥ〉 on state space, which can be restricted to any
semiclassical truncation of order s to define an effective
Hamilton function of semiclassical order s. We assume
that each contribution to the Hamilton operator is Weyl-
ordered in basic operators. Any Hamilton operator that
does not obey this condition can be brought to Weyl-
ordered form by using the canonical commutation rela-
tions, which results in terms that explicitly depend on ~.
In order to compute an effective Hamiltonian of order s
for a given Hamilton operator H(q̂j , π̂k), we use

Heff,s = 〈H(qj + (q̂j − qj), πk + (π̂k − πk))〉 (6)

= H(qj , πk) +

s∑
∑

n
(jn+kn)=2

∂nH(q, π)

∂qj11 · · ·∂qjNN ∂πk1

1 · · ·∂πkN

N

∆
(
qj11 · · · qjNN πk1

1 · · ·πkN

)

j1! · · · jN !k1! · · · kN !
.

This expansion is reduced to a finite sum if Ĥ is poly-
nomial in basic operators, in which case the expansion
serves the purpose of expressing the expectation value of
products of basic operators in terms of central moments.
For a non-polynomial Hamilton operator, the expansion
is a formal power series in ~. The definition of our Pois-
son bracket ensures that Hamilton’s equations

ḟ(〈·〉,∆) = {f(〈·〉,∆), Heff,s} (7)

on any semiclassical truncation are consistent with
Heisenberg’s equations of motion evaluated in a state.
Equations of motion such as (7) require initial values

for particular solutions. In our case, this means that we
should select suitable expectation values and moments
of an initial state. However, moments of a state are not
arbitrary because a state, interpreted as a map from the
algebra of quantum operators to complex-valued expecta-
tion values, must fulfill a positivity condition: 〈Â†Â〉 ≥ 0

for all operators Â. Positivity implies an infinite set of
inequalities for the moments, the best-known example

being Heisenberg’s uncertainty relation. The remaining
inequalities are correspondingly called ‘generalized un-
certainty relations’ [22, 23]. They provide necessary con-
ditions for a set of moments to belong to a positive state.
While it remains unknown whether these conditions are
also sufficient, it is clear that any initial set of moments
must obey all the generalized uncertainty relations. In
practice, it is often more convenient to select initial mo-
ments by calculating them for a given initial wave func-
tion or density matrix (defining a positive state). The
evolved moments, using (7), are then guaranteed to be-
long to a positive state to within the order of approxima-
tion used.

A. Examples

For a single pair of classical degrees of freedom, N = 1,
the phase space of the semiclassical truncation of order
two is five-dimensional (and therefore cannot be symplec-
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tic). In addition to the basic expectation values q and π,
there are two fluctuation variables, ∆(q2) and ∆(π2), and
the covariance ∆(qπ). The non-zero Poisson brackets of
these variables are given by

{q, π} = 1 (8)

{∆(q2),∆(qπ)} = 2∆(q2) (9)

{∆(qπ),∆(π2)} = 2∆(π2) (10)

{∆(q2),∆(π2)} = 4∆(qπ) (11)

which are linear and equivalent to the Lie algebra
sp(2,R).
More generally, the second-order semiclassical trunca-

tion for N pairs of classical degrees of freedom is equiv-
alent to sp(2N,R) [3]. Third-order semiclassical trun-
cations also have linear Poisson brackets which are no
longer semisimple: Within a higher-order semiclassical
truncation, the Poisson bracket of two third-order mo-
ments is a sum of fourth-order moments and products of

second-order moments, all of which are of order four and
set to zero in a third-order truncation. Moreover, the
Poisson bracket of a second-order moment and a third-
order moment is proportional to a third-order moment,
for instance

{∆(q2),∆(q2π)} = 2∆(q3)

{∆(q2),∆(qπ2)} = 4∆(q2π)

{∆(q2),∆(π3)} = 6∆(qπ2)

for N = 1. The third-order moments in a semiclassi-
cal truncation of order three therefore form an Abelian
ideal, and the corresponding Lie algebra is not semisim-
ple. (ForN = 1, the Lie algebra is the semidirect product
sp(2,R)⋉R

4 where sp(2,R) acts according to its spin-3/2
representation [3].)
For orders higher than three, the Poisson brackets are

non-linear and therefore do not define Lie algebras. A
general expression is given by [1, 24]

{∆(qbpa),∆(qdpc)} = a d∆(qbpa−1)∆(qd−1pc)− bc∆(qb−1pa)∆(qdpc−1)

+
M∑

odd n=1

(
i~

2

)n−1

Kn
abcd∆(qb+d−npa+c−n) (12)

where M = min(a+ c, b+ d, a+ b, c+ d) and

Kn
abcd =

n∑

m=0

(−1)mm!(n−m)!

(
a
m

)(
b

n−m

)(
c

n−m

)(
d
m

)
. (13)

The inclusion of only odd n in the sum ensures that all
coefficients are real. Terms containing ∆(q) or ∆(p) are
considered zero: They correspond to expectation values
of the form 〈â− a〉 = 0 which are identically zero.

B. Purity

The collection of all moments determines a state, pro-
vided it obeys conditions that follow from (generalized)
uncertainty relations. Since moments are defined using
expectation values, which can be computed from a pure
or mixed state, they may describe a pure or mixed state.
In general, it is not easy to determine the purity of a
state described by moments without first reconstructing
a density matrix from them. As we will see, however,
canonical variables for moments can provide indications
as to possible impurity parameters. In preparation of
this application, we discuss here ingredients for possible
reconstructions of states from a given set of moments.

If the state is pure, it is sufficient to consider only
the moments ∆(qn) and ∆(qn−1π) to reconstruct a wave

function [1]. For instance, we can use Hermite polyno-
mials Hn(q) and their coefficients hn,l defined such that
Hn(q) =

∑
l hn,lq

l. The expectation values an = 〈q̂n〉
can then be used to compute

cn =
∑

l

hn,lal =

∫
dq|ψ(q)|2Hn(q) , (14)

from which we obtain the probability density

|ψ(q)|2 = e−q2
∑

n

cn
2nπn!

Hn(q) (15)

using the orthonormality relation of Hermite polynomi-
als.
Using bn = 〈q̂nπ̂〉, the phase α(q) of the wave function

ψ(q) = exp(iα(q))|ψ(q)| then follows from

Rebn = Re

∫
dqψ∗qn

~

i

dψ

dq

= Re

∫
dqe−iα|ψ|qn ~

i

(
i
dα

dq
eiα|ψ|+ eiα

d|ψ|
dq

)

= ~

∫
dq|ψ|2qn dα

dq
. (16)
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If we define

dn =
∑

l

hn,lRebn = ~

∫
dq|ψ|2 dα

dq
Hn(q) , (17)

we reconstruct

dα

dq
=

e−q2

~|ψ|2
∑

n

dn
2nπn!

Hn(q) . (18)

Integration gives α(q) up to an arbitrary constant phase.
In order to reconstruct a density matrix, we need all

moments. First, position moments are given by

∆(qa) = tr((q̂ − 〈q̂〉)aρ̂) =
∫
(q − 〈q̂〉)aρ(q, q)dq (19)

from which we can reconstruct the diagonal part
ρ(q, q) using orthogonal polynomials. Using momentum-
dependent moments, we can compute the values of

tr((q̂ − 〈q̂〉)aπ̂bρ̂) =

(
~

i

)b ∫
(q − 〈q̂〉)a ∂

bρ(y, q)

∂yb

∣∣∣∣
y=q

dq

(20)
and use them in

∑

b

1

b!

(
id

~

)b

tr((q̂ − 〈q̂〉)aπ̂bρ̂) =

∫
(q − 〈q̂〉)a

∑

b

db

b!

∂bρ(y, q)

∂yb

∣∣∣∣
y=q

dq

=

∫
(q − 〈q̂〉)aρ(q + d, q)dq (21)

to reconstruct ρ(q + d, q) for arbitrary q and d.
In a semiclassical truncation we have incomplete in-

formation about the moments and it may be impossible
to tell with certainty whether truncated moments corre-
spond to a pure or mixed state. However, if there are
parameters that appear only in moments of the form
∆(qaπb) with b > 1, they may be considered candidates
for impurity parameters. We will see several examples in
our derivation of canonical variables for moments.

C. Casimir–Darboux coordinates

Since the brackets (12) are non-canonical, it is not pos-
sible to interpret the moments directly in terms of config-
uration variables and momenta. However, the Darboux
theorem and its generalization to Poisson manifolds guar-
antee that one can always choose coordinates that are
canonical, together with a set of Casimir coordinates that
have vanishing Poisson brackets with all other variables.
The required transformation from moments to Casimir–
Darboux variables of this form is, in general, non-linear.
In [3], we have developed a systematic method to derive
such transformations, based on a proof of Darboux’ the-
orem given in [25]. We have applied this method to semi-
classical truncations in [3]. Here we review the simplest
case of a single pair of classical degrees of freedom at the
second order in

√
~. In this case, Casimir–Darboux vari-

ables had already been found independently in [26, 27].
Derivations for the more complicated cases are relegated
to the Appendices A and B with further details on the

relevant integrations. These new results will be applied
in the following section.
The relevant Poisson brackets of second-order mo-

ments are given in (9)–(11). The procedure starts by
choosing a function that plays the role of the first canoni-
cal coordinate. It is convenient to have a quantum fluctu-
ation as one of the configuration variables, and therefore
we choose s =

√
∆(q2). This function, viewed formally

as a Hamiltonian, is the generator of a Hamiltonian flow
on phase space defined by

df(∆(q2),∆(qπ),∆(π2))

dǫ
= {f(∆(q2),∆(qπ),∆(π2)), s} .

(22)
If we already knew canonical coordinates, it would be
obvious that the Poisson bracket on the right-hand side
of this equation changes only the variable ps canonically
conjugate to s, and therefore the derivative should be
equal to the (negative) partial derivative of f by ps. Since
we do not know ps yet, we revert this argument and im-
plicitly define ps such that the derivatives in (22) equal
the negative partial derivative by ps for any function f .
In particular, for the three second-order moments we ob-
tain

∂∆(q2)

∂ps
= −{∆(q2),

√
∆(q2)} = 0 (23)

∂∆(qπ)

∂ps
= −{∆(qπ),

√
∆(q2)} =

√
∆(q2) = s (24)

∂∆(π2)

∂ps
= −{∆(π2),

√
∆(q2)} = 2

∆(qπ)√
∆(q2)

= 2
∆(qπ)

s
.(25)
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By construction, these are partial differential equations
in which s is held constant. We can easily solve (24) by

∆(qπ) = sps + f1(s) (26)

with a free function f1 depending only on s. Inserting
this solution in (25), we have

∆(π2) = p2s + 2
f1(s)

s
ps + f2(s) (27)

with another free function f2 depending only on s.

Computing {∆(qπ),∆(π2)} using the canonical nature
of the variables s and ps, and requiring that it equal
2∆(π2) implies two equations:

df1
ds

=
f1
s

,
df2
ds

= 2
f1
s2

df1
ds

− 2
f2
s
. (28)

They are solved by

f1(s) = U2s , f2(s) =
U1

s2
+ U2

2 (29)

with constants U1 and U2. We can eliminate U2 by a
canonical transformation replacing ps with ps +U2. The
constant U1 is the Casimir coordinate which has vanish-
ing Poisson brackets with all other functions. The re-
sulting moments in terms of Casimir–Darboux variables
are

∆(q2) = s2 , ∆(qπ) = sps , ∆(π2) = p2s +
U1

s2
(30)

as in [26, 27].

In general, it may be difficult to recognize a variable
such as U1 as a Casimir coordinate. In such a case, the
flow generated by s or s2 = ∆(q2) is again useful:

d∆(qπ)

dǫ
= −2∆(q2) ,

d∆(π2)

dǫ
= −4∆(qπ) . (31)

The solutions are similar to what we already used,
∆(qπ)[ǫ] = −2∆(q2)ǫ + d for the first equation and
∆(π2)[ǫ] = 4∆(q2)ǫ2 − 4dǫ + e for the second equation,
with constants d and e. But now we use these equa-
tions to eliminate ǫ instead of solving for ps. Inserting
ǫ = 1

2 (d−∆(qπ)[ǫ])/s2 in ∆(π2)[ǫ] implies

∆(π2)[ǫ] =
∆(qπ)[ǫ]2

∆(q2)
− 3

d2

∆(q2)
+ e . (32)

The combination U1 = ∆(q2)∆(π2)[ǫ] − ∆(qπ)[ǫ]2 =
−3d2+es2 is therefore independent of ǫ. Since dU1/dǫ =
{U1,∆(q2)} = 0, U1 is a coordinate Poisson orthogonal
to s. It is also Poisson orthogonal to ps by construction,
and therefore represents the Casimir variable of this sys-
tem.

III. APPLICATIONS

As shown in the preceding section, the inclusion of mo-
ments in semiclassical truncations leads to several new
degrees of freedom. In this section, we highlight some of
the physical effects implied by them. At the same time,
we show that the form in which canonical variables ap-
pear in various realizations of the moment algebras sug-
gests truncations to smaller canonical subsystems which
are easier to analyze by analytic means and often show
physical effects more intuitively.

A. Partition and two-point function of a free

massive scalar field

Our first example is an application of the second-order
mapping (30), rederived here from [26, 27], to a free field
theory. We start with the Hamiltonian,

H =

∫
dx

(
1

2
π2 +

1

2
(∂xφ)

2
+

1

2
m2φ2

)
(33)

of a 1-dimensional real scalar field with mass m. We
transform to momentum space by writing

φk =
1√
2π

∫
dxφ(x)e−ikx , πk =

1√
2π

∫
dxπ(x)e−ikx

(34)
with a real wave number k. Reality of φ(x) and π(x)
implies that φ∗k = φ−k and π∗

k = π−k.
If we assume that the spatial manifold with coordinate

x is compact and of length 2π, thus describing a scalar
field on a unit circle, k takes integer values and we have
finite Poisson brackets

{φk, πk′} = δkk′ (35)

replacing the field-theory Poisson brackets
{φ(x), π(y)} = δ(x − y) in the position representa-
tion. Each mode with fixed k is then described by an
independent canonical pair (φk, πk), which can easily be

quantized to a pair (φ̂k, π̂k) of operators.
The classical reality condition implies the adjointness

relations

φ̂†k = φ̂−k , π̂†
k = π̂−k . (36)

The Hamilton operator can therefore be expressed as

Ĥ =
1

2

∞∑

k=−∞

(
π̂kπ̂

†
k + ω2

kφ̂kφ̂
†
k

)
(37)

with ωk =
√
m2 + k2. A further transformation,

φ̂k =
1

2

(
φ̂Rk − iφ̂Lk

)
, π̂k =

1

2

(
π̂R
k + iπ̂L

k

)
, (38)
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explicitly decouples left and right-moving modes, φ̂Lk and

φ̂Rk , respectively. The Hamilton operator then reads

Ĥ =
1

2

∞∑

k=−∞

((
π̂R
k

)2
+
(
π̂L
k

)2
+

1

4
ω2
k

(
φ̂Rk

)2
+

1

4
ω2
k

(
φ̂Lk

)2)
.

(39)

1. Partition function

Since all the modes decouple and have harmonic
Hamiltonians, the mapping for a single degree of freedom
at the second order provides an exact effective descrip-
tion in any state in which cross-correlations between dif-

ferent modes vanish. In the absence of interaction terms
in the Hamiltonian, the latter condition is satisfied in the
ground state. More generally, we can also consider en-
semble averages in finite-temperature states. Since cross-
correlations do not contribute the the energy of our non-
interacting system, they will not be affected by turning
on a finite temperature. Moreover, correlations in har-
monic systems have oscillatory solutions around zero and
therefore vanish in an ensemble average.

Mode fluctuations parameterized by the canonical vari-
able sk with momentum pk and Casimir Uk, by contrast,
are bounded from below by the uncertainty relation and
do not average to zero. For every fixed mode and at finite
temperature T , we can compute the partition function

Z(β, ωk, λ) =

∫ ∞

0

∫ ∞

−∞

∫ ∞

Umin

dsk dpk dUk exp

(
−β
(
1

2
p2k + λ

Uk

2s2k
+

1

8
ω2
ks

2
k

))
, (40)

where β = 1/kBT and Umin = ~
2/4 and we have restricted sk to positive values. We have inserted the auxiliary

parameter λ in anticipation of an application below in which a λ-derivative of Z will give us the ensemble average of
the quantum uncertainty Uk. For all other purposes, we use the physical value λ = 1. If we perform the Uk-integral
before the sk-integral, the partition function

Z(β, ωk, λ) = 4π
2 + βωk

√
Uminλ

λω3
kβ

3
exp

(
−1

2
βωk

√
Uminλ

)
(41)

can be obtained in closed form.
A derivative by ωk (at λ = 1) results in the ensemble

averages

〈(sRk )2〉E = 〈(sLk )2〉E =
12

ω2
kβ

+
Uminβ

1 + 1
2

√
Uminωkβ

. (42)

of dispersions in a thermal state. Moreover, the average
energy per mode is

〈Ek〉E = −∂ logZ
∂β

=
12 + βωk

(
6
√
Umin + Uminωkβ

)

2β
(
2 + β

√
Uminωk

) .

(43)
In the limit T → 0, the value

〈Ek〉E =
√
Umin

ωk

2
(44)

agrees with the ground-state energy if we use Umin =
~
2/4, noting that a single mode used here appears with

frequency ωk/2 in (39). (The combination of φRk and
φLk has the standard harmonic-oscillator energy 1

2~ωk on
average.) Finally, the ensemble average of the quantum
uncertainty in a thermal state can be determined as

〈Uk〉E =
8

β2ωk

1

Z
∂2Z
∂ωk∂λ

∣∣∣∣
λ=1

= Umin +
24

β2ω2
k

+
4Umin

2 +
√
Uminβωk

, (45)

which approaches Umin as T → 0. For T 6= 0, 〈Uk〉E >
Umin in a mixed, finite-temperature state. The differ-
ence U −Umin is therefore an impurity parameter in this
situation, which is in agreement with our discussion in
Sec. II B and the fact that the Casimir U only appears
in the second-order moment ∆(π2).
We see that canonical variables for semiclassical trun-

cations can give easy access to thermodynamical quanti-
ties by rewriting a quantum statistical system in the form
of a classical system. The canonical nature of variables
parameterizing quantum moments makes it possible to
determine the correct phase-space volume for the parti-
tion function.

2. Two-point function

We extend the definition of moments to our field theory
by applying the quantum-mechanics definition to each

mode φk. Introducing δ̂φk = φ̂k − 〈φ̂k〉Q, we then have

∆(φkφk′) = 〈δ̂φk δ̂φk′ 〉Q, from which we can obtain corre-
lations in the position representation by Fourier transfor-
mation. In these definitions, we have explicitly indicated
that expectation values 〈·〉Q refer to a quantum state as
opposed to the ensemble average used in (42).
The two-point function
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〈∆(φ(x)φ(y))〉E =
∑

kk′

〈〈δ̂φk δ̂φk′〉Q〉Eeikxeik
′y

=
1

4

∑

kk′

〈〈(
δ̂φR

k − iδ̂φLk

)(
δ̂φRk′ − iδ̂φLk′

)〉
Q

〉

E

eikxeik
′y

combines both types of averages. We can simplify the double summation using δ̂φL
−k = −δ̂φLk , which follows from the

adjointness relation for φ̂k. Using zero cross-covariances between the modes as well as the fact that the fluctuations
only depend on the wave number k but not on whether the mode is left or right-moving, the double summation is
then reduced to

〈∆(φ(x)φ(y))〉E =
1

2

∑

k

〈〈δ̂φR
k δ̂φ

R
k 〉Q〉E cos (k(x− y)) . (46)

Inserting (42), we obtain

〈∆(φ(x)φ(y))〉E =
1

2

∑

k

(
12

ω2
kβ

+
Uminβ

1 + 1
2

√
Uminωkβ

)
cos (k(x− y)) . (47)

In the limit of large k ≫ 1, or of wave lengths much smaller than the circumference of our circle, we can replace∑
k by (2π)−1

∫
dk, such that

〈∆(φ(x)φ(y))〉E =
1

2

∫
dk

2π

(
12

ω2
kβ

+
Uminβ

1 + 1
2

√
Uminωkβ

)
cos (k(x− y)) . (48)

It is instructive to consider the low-temperature limit β → ∞. The result,

lim
β→∞

〈∆(φ(x)φ(y))〉E = ~

∫
dk

4πωk
cos (k(x − y))

=
~

2π
K0(m|x− y|) (49)

with a Bessel functionK0, agrees exactly with the equal-time two-point function obtained using path integral methods.
We can also consider the case where the temperature is nonzero but still small enough for the semi-classical

approximation to be valid. Taylor expanding the integrand about β = ∞, the first-order temperature correction to
the two-point function is 8/(ω2

kβ):

〈∆(φ(x)φ(y))〉E =
~

2π
K0(m|x− y|) + 9kT

4m
exp (−m|x− y|) +O(T 2) . (50)

The asymptotic behaviorK0(z) ∼
√

1
2π/z e

−z for large z

shows that the term linear in the temperature decreases
more slowly with the distance than the temperature-
independent term. For large-distance correlations, this
correction from a non-zero temperature may therefore
be relevant.

B. Closure conditions

Our third and fourth order mappings from App. A sug-
gest new closure conditions (in the sense of [28]) that can
be used to describe moments by a small number of pa-
rameters. In particular, we may assume that the second-

order fluctuation parameter s contributes to higher-order
moments such that ∆(qn) = sn, at least for even n. For
the third-order moments ∆(q3) in the fourth-order trun-
cation, Eq. (A49), the cubic dependence on si is mul-
tiplied by a free parameter, given by the Casimir vari-
able C, unlike in even-order moments ∆(q2) and ∆(q4),
Eq. (A50). Since odd-order moments are often sub-
dominant, for instance in the family of Gaussian states,
we can set C = 0 and assume that this behavior extends
to higher orders. These considerations suggest the clo-
sure conditions

∆(qn) =

{
sn for even n
0 for odd n

(51)
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for all moments, replacing a truncation to finite order. In
an effective Hamiltonian, we then obtain the all-orders

effective potential

Vall−orders(q, s) = V (q) +
U

2ms2
+
∑

n

1

(2n)!

d2nV (q)

dq2n
s2n

=
U

2ms2
+

1

2
(V (q + s) + V (q − s)) (52)

for a classical potential V (q). The Casimir variable U
may be set equal to the minimum value ~

2/4 allowed by
the uncertainty relation.
It is interesting to note that a similar potential has ap-

peared before, based on an analysis of the Wigner func-
tion in [21]; see in particular Eq. (4.19b) there. However,
in this derivation, the argument q of the classical poten-
tial is shifted by terms which in general are not real and
depend on more than just a single parameter. For some
choices of these parameter, our all-orders effective poten-
tial can be reproduced with a very different derivation.
This relationship lends additional support to our con-
structions. To the best of our knowledge, the effective
potential derived in [21] has not been applied in concrete
examples such as those we now turn to.

1. Non-differentiable potentials

Semiclassical physics is usually based on an expansion
which requires a smooth potential. Our all-orders effec-
tive potential, by contrast, explicitly sums up a perturba-
tive series and expresses quantum effects via finite shifts
of the classical potential. It can therefore be applied to
potentials that are not smooth or not even differentiable.
As an example, consider the potential V (q) = |q|. In

particular, we can check the ground state energy. In the
static case of zero momentum (and using atomic units in
which ~ = 1 and m = 1), we have

Vall−orders(q, s) =
1

8s2
+

1

2
(|q + s|+ |q − s|) . (53)

This function has a minimum at q = 0 and s = 2−2/3,
and the minimum value is Eground = 0.94. We can cal-
culate the exact value of the ground state energy using a
truncated oscillator basis. The result is Eexact

ground = 0.81.
It is possible to obtain this non-differentiable potential

as a limit of a differentiable one. To this end, consider
the Hamiltonian

H =
√
1 + π2 +

1

2
q2 (54)

which can be interpreted as describing a relativistic
particle with position-dependent mass

√
H2 − π2 =√

1 + 1
2q

2. After a simple canonical transformation

(q, π) 7→ (−π, q) the Hamiltonian

H =
π2

2
+
√
1 + q2 (55)

appears in standard form for a non-relativistic system.
Now the all-orders effective potential with U = 1/4 (set-
ting ~ = 1 for the purpose of numerical comparisons) is
given by

Vall−orders(q, s) =
1

8s2
+
1

2

(√
1 + (q + s)2 +

√
1 + (q − s)2

)

(56)
and minimized in q when q = 0. Minimizing

Vall−orders(0, s) =
1

8s2
+
√
1 + s2 (57)

with respect to s, we find the minimum value

Eground = 1.47 . (58)

The exact ground state energy is

Eexact
ground = 1.44. (59)

The agreement here is better than in the preceding ex-
ample, which can be interpreted as a limit of a potential

in which
√
1 + q2 is replaced by limd→0

√
d+ q2.

2. Canonical tunneling time in polynomial potentials

The regimes of validity of the all-orders potential can
be tested in the case of tunneling escape. For this pur-
pose, we consider a fourth-order polynomial potential
in order to describe tunneling escape from a metastable
state:

Vpoly(q) =
27

4
Vtopγq

2 (q − 1)

(
q − 1

γ

)
, (60)

where Vtop is a parameter that controls the height of the
barrier and γ controls the location of the global mini-
mum of this potential. When γ is small, this potential
has the following approximate critical points with the
corresponding potential values: The top of the barrier is
characterized by

qtop ≈ 2

3
, Vpoly(qtop) = Vtop (61)

and the global minimum is characterized by

qmin ≈ 3

4γ
, Vpoly(qmin) ≈ −729Vtop

1024γ3
. (62)

In addition to the global minimum, there is a local min-
imum at q = 0 with Vpoly(0) = 0.
Classically, if the particle starts close to the local min-

imum at q = 0 with an energy less than Vtop, the particle
will remain confined. However if quantum degrees of free-
dom are taken into account, we know that the particle
can tunnel through the barrier and into the lower basin.
We can account for this modified dynamics using second-
order variables if the barrier is sufficiently small. If the
barrier is large, higher-order corrections need to be taken
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into account in order to see tunneling. The all-orders ef-
fective potential, given by

Vall−orders(q, s) =
U

2ms2
+

1

2
(Vpoly(q + s) + Vpoly(q − s))

(63)
includes some of the terms that result from higher-order
moments.
For escape from a metastable state, the particle is ini-

tially at the local minimum at q = 0, around which

Vpoly(q) ≈
27

4
Vtopq

2 . (64)

For this quadratic approximation, the effective potential
is

Veff(q, s) ≈
27

4
Vtop

(
q2 + s2

)
+

U

2s2
. (65)

This potential has a minimum at

q = 0 , s =

(
2U

27Vtop

)1/4

(66)

which give the approximate ground state energy

V0 ≈ 3

8

√
3U

Vtop
(Vtop + 2) . (67)

Given the initial conditions (66) we can track the par-
ticle dynamics numerically; see Fig. 1. If the parame-
ter Vtop becomes large the particles no longer tunnels if
one only considers the second-order canonical mapping.
Second-order dynamics can provide good approximations
in certain regimes, but for “deep” tunneling, in which
case the expectation value spends a long time within the
barrier and the moments have time to change consid-
erably, we need an extension to higher orders. The all-
orders effective potential is then useful for understanding
the escape from a local minimum in deep tunneling situ-
ations.
Using the all-orders potential, we estimate the tun-

neling time as a function of the tunnel exit position of
the particle, which corresponds to the particle position
around the critical point qtop ≈ 2/3. Figures 2 and 3
show a numerical comparison of the canonical tunneling
time and the exit momentum of the particle, using the
all-orders potential and exact solutions, respectively.
In [4] we used the all-orders effective potential for

atomic systems, based on the all-orders closure condition.
In a further approximation, it was possible to eliminate
some of the basic variables such that s ≈ q inside the bar-
rier. For the polynomial potential we can test the same
behavior by computing the evolution of the expectation
value q and its fluctuation s. As shown Fig. 4, the ap-
proximate relationship between q and s during tunneling
is maintained also here.
Finally, it is interesting to note that the tunneling time

can be sensitive to the parameter γ which specifies the
location of the global minimum of the classical poten-
tial (60). We estimate the tunneling time in terms of γ,
starting with γ = 0.1, as shown in Fig. 5.

FIG. 1: Dynamics in the all-orders effective potential (63):
The potential is represented by its ground-state equipotential
curve Veff = V0 (solid line), together with a tunneling trajec-
tory starting from the local minimum (dashed line). For this
plot we chose the parameters Vtop = 1, γ = 0.1, U = 1/4. The
“extra dimension” given by the fluctuation parameter s pro-
vides the particle with an escape route around the classical
barrier, without violating energy conservation. (All figures
are shown in atomic units.)

FIG. 2: Tunneling times as a function of the starting position,
for an exact calculation and the all-orders potential, respec-
tively. There is good agreement, with larger discrepancies
close to the origin where we have deep tunneling.

C. Effective potentials

Casimir–Darboux coordinates for moments, in combi-
nation with the effective Hamiltonian (6), allow us to
identify the dynamics of a semiclassical truncation with
a dynamical canonical system. The classical momentum
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FIG. 3: The exit momentum of the particle as a function of
the initial position.

FIG. 4: Trajectories of t4he tunneling coordinate q and its
fluctuation s for the all-orders effective potential (63).

π (derived from the momentum expectation value) is then
accompanied by one or more new momenta that param-
eterize fluctuations, correlations, and higher moments.

For a single classical pair of degrees of freedom to sec-
ond semiclassical order, the moments are quadratic in

FIG. 5: The tunneling time as a function of γ in the potential
(60).

the new momentum ps with constant coefficients. A dy-
namical system with standard kinetic term is therefore
obtained [27]:

〈Ĥ〉 =
〈π̂2〉
2m

+ V (q̂) (68)

=
π2 +∆(π2)

2m
+ V (q) +

1

2
V ′′(q)∆(q2) + · · ·

=
π2

2m
+

p2s
2m

+
U

2ms2
+ V (q) +

1

2
V ′′(q)s2 + · · ·

with effective potential

Veff(q, s) =
U

2ms2
+ V (q) +

1

2
V ′′(q)s2 . (69)

Our third-order moments provide an extension to the
next order, now with three non-classical momenta. The
first version, (A24), is quadratic in momenta but with
coefficients depending on the configuration variables si.
The second version, (A34), results in a simplified system
with constant coefficients in the extended kinetic term.
However, for two pairs of degrees of freedom, it is

not possible to have momentum fluctuations which are
quadratic in Darboux momenta with constant coefficients
[3]. The resulting effective theories are therefore more
involved in such cases. Nevertheless, it is possible to
extract an effective potential. Using the Taylor expan-
sion (6) of the effective Hamiltonian 〈Ĥ〉 and setting all
canonical momenta equal to zero, we obtain an expres-
sion depending only on the canonical coordinates. We do
not require that the momenta vanish for all solutions of
interest, which would then be adiabatic, but rather ex-
tract a term from the effective Hamiltonian that serves as
an effective potential. For this purpose, canonical vari-
ables are required in order to know which functions of
the moments should be considered momenta.
For two classical degrees of freedom to second semiclas-

sical order, this procedure leads to a more complicated
effective potential. We derive this potential for a classical
Hamiltonian of the form

H =
1

2
π2
1 +

1

2
π2
2 + V (q1, q2) (70)

as it appears in quantum-mechanics models of field theo-
ries used in particle physics. (The masses of the two de-
grees of freedom then appear in quadratic contributions
1
2m

2
1q

2
1 and 1

2m
2
2q

2
2 to the potential.) The second-order

moment expansion of the expectation value 〈Ĥ〉 then
leads to non-classical contributions 1

2∆(π2
1) and

1
2∆(π2

2)
from the kinetic terms, as well as

1

2
V11(q1, q2)∆(q21)+V12(q1, q2)∆(q1q2)+

1

2
V22(q1, q2)∆(q22) ,

where we have used the notation Vij = ∂2V/∂qi∂qj .
According to App. B, it is possible to choose canon-

ical variables s1, s2 and β in Casimir–Darboux coordi-
nates such that ∆(q21) = s21, ∆(q22) = s22 and ∆(q1q2) =
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s1s2 cosβ; see Eq. (B65). The moments ∆(π2
1) and

∆(π2
2) take more complicated forms in canonical vari-

ables, which are shown in Eqs. (B58)–(B61). These mo-
ments depend on a fourth canonical variable, α, in ad-

dition to s1, s2 and β. Moreover, there are two Casimir
variables, U1 and U2. When all the momenta are set
equal to zero, the effective potential derived from these
moments is given by

V
(1)
eff (q1, q2, s1, s2, α, β, U1, U2) = V (q1, q2) (71)

+
1

4 sin2(β)

(
U1 −

√
U2 sin(α+ β)

s21
+
U1 −

√
U2 sin(α− β)

s22

)

+
1

2
V11(q1, q2)s

2
1 + V12(q1, q2)s1s2 cos (β) +

1

2
V22(q1, q2)s

2
2

The two Casimir coordinates U1 and U2 are constants of
motion for any classical dynamics and can be considered
(state-dependent) parameters of the effective potential,
while the remainder in the effective Hamiltonian for non-
zero momenta (not used here) is a non-standard kinetic
term.
We define the low-energy effective potential Vlow(q1, q2)

as the effective potential Veff restricted to values of the
moments (that is, s1, s2, α, β, U1 and U2) obtained in
the ground state of the interacting system. We therefore
determine the moments by minimizing the effective po-
tential with respect to s1, s2, α, β and the two Casimir
coordinates while keeping the classical-type variables q1
and q2 free.
In this process, we have to respect the boundaries im-

posed by uncertainty relations. Since W is linear in U1

and
√
U2, minimization sends these two values to the

boundary. (From (B44), we know that U2 > 0 for p4 = 0
to be possible.) The relevant boundary components, at
zero momenta, can be obtained from Heisenberg’s uncer-
tainty relation applied to each canonical pair: As shown
in App. B, there are functions Φ and Γ such that

~
2

4
≤ ∆(q21)∆(π2

1)−∆(q1π1)
2 = Φ(β, pβ , α, pα) (72)

~
2

4
≤ ∆(q22)∆(π2

2)−∆(q2π2)
2 = Γ(β, pβ , α, pα) ; (73)

see Eqs. (B58)–(B61). For zero momenta pα and pβ , the
expressions simplify to

Φ(β, 0, α, 0) =
1

2 sin (β)
2

(
U1 −

√
U2 sin (α+ β)

)
≥ ~

2

4
(74)

Γ(β, 0, α, 0) =
1

2 sin (β)
2

(
U1 −

√
U2 sin (α− β)

)
≥ ~

2

4
.(75)

For fixed U1 and U2, these two relations must be true for
all α and β. Moreover, for any choice of U1 and U2 there
must be solutions of α and β such that both relations
are saturated: If the coupling between the two degrees of
freedom is turned off adiabatically we expect saturation
in the ground state. Since U1 and U2 are constants of
motion for any Hamiltonian, their values do not change
during this adiabatic decoupling. Therefore, any choice
of U1 and U2 must allow some solutions of α and β such
that the uncertainty relations are saturated.

At saturation, we can subtract (74) and (75) and ob-
tain

−1

2

√
U2

cos(α)

sin(β)
= 0 , (76)

and thus U2 = 0 or cos(α) = 0. In the latter case, the
U2-dependent term in the effective potential,

VU2
= −

√
U2 cos(β)

4 sin2(β)

(
1

s21
+

1

s22

)
, (77)

is, for any classical potential, unbounded from below in√
U2 for any β such that cos(β) > 0. This solution of

(76) is therefore ruled out by the condition that a sta-
ble ground state must exist for a large class of classical
potentials. We conclude that U2 = 0.

Given this solution, the smallest value of U1 for which
(74) can be fulfilled is U1 = ~

2/2. Therefore,

Φ|p3=p4=U2=0,U1=~2/2 =
~
2

4 sinβ2
= Γp3=p4=U2=0,U1=~2/2 .

(78)
The effective potential then reads

V
(2)
eff (q1, q2, s1, s2, β) = V (q1, q2) +

~
2

8 sin (β)
2
s21

+
~
2

8 sin (β)
2
s22

+
1

2
V11s

2
1 + V12s1s2 cos (β) +

1

2
V22s

2
2 . (79)
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Although we have not minimized the potential in the
direction of α, the α-dependence has disappeared. There
should, however, be a unique pure state that corresponds
to the ground state where the effective potential has its
minimum. Since minimization does not determine α, it
must be the pure-state condition that fixes its value. This

conclusion is in agreement with our earlier discussion of
impurity parameters: In the mapping (B58)–(B65), α
appears only in moments of the form ∆(πiπj) which are
not required to reconstruct a pure state in the position
representation.
Minimization by s1, s2 and β gives us three equations:

0 =
∂V

(2)
eff

∂s1
= − ~

2

4s31 sin
2 β

+ V11s1 + V12s2 cosβ (80)

0 =
∂V

(2)
eff

∂s2
= − ~

2

4s32 sin
2 β

+ V22s2 + V12s1 cosβ (81)

0 =
∂V

(2)
eff

∂β
= −~

2(s21 + s22) cosβ

4s21s
2
2 sin

2 β
− V12s1s2 sinβ . (82)

Subtracting s2 times (81) from s1 times (80), we obtain

sin2 β =
~
2

4s21s
2
2

s22 − s21
V11s21 − V22s22

. (83)

Using the sum of s2 times (81) and s1 times (80), we
derive

4V 2
12s

2
1s

2
2 cos

2 β =

(
~
2(s21 + s22)

4s21s
2
2 sin

2 β
− (V11s

2
1 + V22s

2
2)

)2

=

(
s21 + s22
s21 − s22

(V11s
2
1 − V22s

2
2) + (V11s

2
1 + V22s

2
2)

)2

= 4
(V11s

4
1 − V22s

4
2)

2

(s21 − s22)
2

. (84)

Alternatively, we can derive 4V 2
12s

2
1s

2
2 cos

2 β as follows: The sum of s1 sin
2 β times (80) and cosβ sinβ times (82)

implies

0 = − ~
2(s21 + s22)

4s21s
2
2 sin

2 β
+

~
2

4s22
+ V11s

2
1 sin

2 β =
s21 + s22
s21 − s22

(V11s
2
1 − V22s

2
2) +

~
2

4

V11 − V22
V11s21 − V22s22

(85)

using (83). This equation together with (83) also gives us

4V 2
12s

2
1s

2
2 cos

2 β = 4V 2
12s

2
1s

2
2

(
1− 2~2

s21s
2
2

s22 − s21
V11s21 − V22s22

)
= 4V 2

12

(
s21s

2
2 + (s21 + s22)

V11s
2
1 − V22s

2
2

V11 − V22

)

= 4V 2
12

V11s
4
1 − V22s

4
2

V22 − V11
. (86)

Equating (84) and (86), we have

V11s
4
1 − V22s

4
2 =

V 2
12

V22 − V11
(s21 − s22)

2 (87)

which can be interpreted as a quadratic equation for s21/s
2
2 with solution

s21
s22

=
(V22 − V11)

√
V11V22 − V 2

12 − V 2
12

V11(V22 − V11)− V 2
12

. (88)

(There is a unique sign choice implied by s21/s
2
2 > 0.)
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This solution implies

s21 + s22
s21 − s22

=
(V22 − V11)

(√
V11V22 − V 2

12 + V11

)
− 2V 2

12

(V22 − V11)
(√

V11V22 − V 2
12 − V11

) (89)

V11
s21
s22

− V22 = (V22 − V11)
√
V11V22 − V 2

12

V11 −
√
V11V22 − V 2

12

V11(V22 − V11)− V 2
12

(90)

which can be used in (85) to obtain

s42 =
~
2

4

V11V22 − V 2
12 − V 2

11

V11V22 − V 2
12

V11 +
√
V11V22 − V 2

12

(V22 − V11)
√
V11V22 − V 2

12 + V11V22 − V 2
11 − 2V 2

12

. (91)

We also have

s41 = s42(V11 ↔ V22) (92)

=
~
2

4

V11V22 − V 2
12 − V 2

22

V11V22 − V 2
12

V22 +
√
V11V22 − V 2

12

(V11 − V22)
√
V11V22 − V 2

12 + V11V22 − V 2
22 − 2V 2

12

, (93)

and the angle β can be obtained by (83).
If we insert these solutions in the effective potential, the results can be seen to equal the low-energy effective

potential [29]

Vlow(q1, q2) = V (q1, q2) +
~

2

√
1

2

(
V11 + V22 +

√
(V11 − V22)

2
+ 4V 2

12

)

+
~

2

√
1

2

(
V11 + V22 −

√
(V11 − V22)

2 + 4V 2
12

)
. (94)

although it initially appears in a rather different algebraic
form. Our derivation automatically provides results for
the ground-state variances and covariance at the mini-
mum of the effective potential. For instance, while the
actual expression for β is quite complicated and not given
here, for small V12 we can use a Taylor expansion and ob-
tain

β =
π

2
+

V12

(V11V22)1/4
(√
V11 +

√
V22
) +O(V 2

12) . (95)

In the limit of weak coupling, the moment ∆(q1q2) there-
fore goes to zero.

As a simple example, consider the Hamiltonian

H =
1

2
π2
1 +

1

2
π2
2 +

ω2

2
q21 +

ω2

2
q22 + γω2q1q2 . (96)

Its quantization has the exact ground-state energy

E =
1

2
~ω
(√

1 + γ +
√
1− γ

)
(97)

agreeing with what we get from (94).

IV. DISCUSSION

Our extensions of canonical variables for moments from
second order for a single degree of freedom demonstrate
several new features of semiclassical states and their dy-
namics. In particular, we have identified various param-
eters related to the impurity of a state, a result which
also plays a role in the determination of semiclassical po-
tentials. Canonical moment variables are therefore useful
tools to understand features of the quantum state space.

Our other applications illustrate the fact that canon-
ical mappings of the form derived here can be relevant
in a large set of different physical fields. For instance,
they allow one to rewrite quantum statistics in classi-
cal terms and thereby provide convenient access to new
types of variables (Section IIIA). Interestingly, there
is a well-defined partition function for second-order mo-
ments even though these variables are subject to a non-
invertible Poisson structure. For a derivation of the cor-
rect phase-space volume element it is therefore crucial to
identify Casimir–Darboux variables. Casimir variables
do not have momenta and therefore do not contribute
the usual 2π~-volume to a partition function. Neverthe-
less, in our example we saw that we have to integrate over
them in order to obtain the correct thermodynamical re-
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sults for fluctuations. In tunneling situations, canonical
moment variables demonstrate a new heuristic picture
in which an external field literally opens up a tunnel
through a higher-dimensional extension of the classical
potential (Fig. 1). During tunneling, higher than second-
order moments are crucial, which we have captured by
the new all-orders effective potential (52) defined here
for any classical potential.
The present paper has given mainly illustrative appli-

cations in simplified models. Our presentation here sets
the basis for a detailed analysis [4] to tunneling ionization
in atoms with a successful comparison with recent discus-
sions [8–17] of experimental results [5–7]. In particular,
the closure conditions discussed here provide the founda-
tion for our analysis of tunneling in 3-dimensional atomic
systems subject to a time-dependent external force.
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Appendix A: Single pair of degrees of freedom at

higher orders

In this appendix, we present derivations of canonical
moment variables for a single degree of freedom at third
and fourth order. Different approaches are compared,
which allows us to highlight interesting features of mo-
ment systems.

1. Single pair of degrees of freedom at third order

Here we present an extension of the Casimir–Darboux
coordinates from Sec. II C to third order. There are now
seven moments, and the rank of the Poisson tensor shows
that there is a single Casimir variable. We must there-
fore derive two additional pairs of canonical degrees of

freedom. Since Darboux coordinates are defined only up
to canonical transformations, the form in which they ap-
pear in the moments is not unique and subject to choices.
For now, we make a choice motivated by the canonical
form we just derived at second order: We assume that
∆(q2) depends only on one of the new canonical pairs,

∆(q2) = s21 (A1)

from which it quickly follows, by a calculation similar to
our second-order example, that

∆(qπ) = s1 p1 (A2)

is a consistent (but not unique) choice of introducing the
first momentum.
The remaining canonical pairs must be such that they

have zero Poisson brackets with s1 and p1, or with ∆(q2)
and ∆(qπ) according to our first choices. The same pro-
cedure that we used to derive U1 as a coordinate Poisson
orthogonal to both s and ps at second order can also
be used here, but now we have five additional moments
which should be expressed in terms of functions Poisson
orthogonal to s and ps. By systematically computing the
flows of all the remaining moments generated by s1 and
p1 and eliminating flow parameters, it follows that the
following functions of moments are Poisson orthogonal
to s1 and p1:

f1 = ∆(q2)∆(π2)−∆(qπ)2 (A3)

f2 = ∆(q2)
∆(q2π)

∆(q3)
−∆(qπ) (A4)

f3 =
∆(q2)2

∆(q3)2
(
∆(q2π)2 −∆(qπ2)∆(q3)

)
(A5)

f4 = 2∆(qπ) + ∆(q2)
∆(q3)∆(π3)−∆(qπ2)∆(q2π)

∆(q2π)2 −∆(qπ2)∆(q3)
.(A6)

One additional variable can be derived independently
from the Casimir function of the Lie algebra that cor-
responds to third-order moments,

f5 := U4
1 =

(
∆(q2π)∆(qπ2)−∆(q3)∆(π3)

)2 − 4
(
∆(qπ2)2 −∆(q2π)∆(π3)

) (
∆(q2π)2 −∆(q3)∆(qπ2)

)
. (A7)

(The fourth power of U1 is chosen such that U1 is of third
order just like the moment order considered here.) While
f5 Poisson commutes with all other fi, (f1, f2, f3, f4) have
non-linear brackets

{f1, f2} = 2f1 + 2f2
2 + 4f3 (A8)

{f1, f3} = 12f2f3 + 2f3f4 (A9)

{f1, f4} = −4f1 − f2
4 + 4f3 − (2f2 + f4)

2
(A10)

{f2, f3} = −4f3 (A11)

{f2, f4} = −4f2 − 2f4 (A12)

{f3, f4} = −8f3 (A13)

with one another.
We are now ready to choose our second configuration

variable. We define

s2 = f3 , (A14)
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such that

∂f1
∂p2

= −12s2f2−2s2f4 ,
∂f2
∂p2

= 4s2 ,
∂f4
∂p2

= −8s2

(A15)
can be used to determine the second momentum vari-
able. Integrating the last two equations and inserting
the results in the first one gives

f1 = −16s22p
2
2 − s2 (12g2 + 2g4) p2 + g1 (A16)

f2 = 4s2p2 + g2 (A17)

f4 = −8s2p2 + g4 (A18)

with three functions g1, g2 and g4 independent of p2.
(They can therefore depend on s2 and the remaining
canonical pair, s3 and p3, as well as the Casimir vari-
able U1.) Since we are interested in deriving p2, we can
choose the free functions such that it is easy to invert
(A16), (A17) or (A18) for p2. A wrong choice at this
point could result in a degenerate system that does not
allow us to derive all canonical pairs. Since we know
how many canonical pairs we obtain, a little bit of trial
and error quickly shows when a choice is suitable. If we
choose g4 = −6g2, we obtain

p2 =
6f2 + f4
16s2

(A19)

from a combination of (A17) and (A18), as well as

g1 = f1 +
(6f2 + f4)

2

16
, g2 = −1

2
f2 −

1

4
f4 . (A20)

By construction, g1 and g2 do not depend on p2, but
we have not made sure yet that they do not depend on
s2 either. Since s2 is defined as s3, the Poisson brackets
(A8)–(A13) can be used to show that g1 and g2 do, in
fact, depend on s2. The same Poisson brackets determine
the canonical flow generated by p2 in (A19) on g1 and
g2. By eliminating the flow parameter as in some of the
previous steps, we find that the combinations

p3 =
g2√
s2

(A21)

s3 =
2g1 − 7s2 + 10p23s2
6
√
s2(4p23 − 1)

(A22)

are independent of s2 and are therefore Poisson orthog-
onal to all previously constructed canonical pairs. They
determine our final pair (s3, p3).

In order to express moments in terms of canonical pairs
and the Casimir variable, we insert the functions

f1 = 3
√
s2
(
−1 + 4p23

)
s3 +

1

2

(
7s2 − 10s2p

2
3

)
− 16s22p

2
2

f2 =
√
s2p3 + 4s2p2

f3 = s2

f4 = −4
√
s2p3 − 8s2p2

f5 = U4
1

in (A3) and (A7) and invert the resulting relations for

∆(q2) = s21 , ∆(qπ) = s1p1 (A23)

∆(π2) = p21 +
f1
s21

= p21 +
3
√
s2
(
4p23 − 1

)
s3 +

1
2s2

(
7− 10p23

)
− 16s22p

2
2

s21
(A24)

∆(π3) =
U1

s31

√
2s

3/2
2

√
1− 4p23

Φ(si, pi) (A25)

∆(qπ2) =
U1

s1

√
2s

3/2
2

√
1− 4p23

(p1s1 + (p3 − 1)
√
s2 + 4s2p2) (A26)

× (p1s1 + (1 + p3)
√
s2 + 4s2p2) (A27)

∆(q2π) =
U1√

2s
3/2
2

√
1− 4p23

(
p1s

2
1 + s1 (p3

√
s2 + 4s2p2)

)
(A28)

∆(q3) =
U1s

3
1√

2s
3/2
2

√
1− 4p23

, (A29)

where

Φ(si, pi) = p31s
3
1 + 3p21p3s

2
1

√
s2 + 3p1s1s2

(
−1 + p23 + 4p1s1p2

)
+ 64p32s

3
2 (A30)

+p3s
3/2
2

(
−7 + p23 + 24p1p2s1

)
+ 48p3p

2
2s

5/2
2 + 12p2s

2
2

(
−1 + p23 + 4p1s1p2

)
.
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More compactly, some of the momentum-dependent mo-
ments can be written as

∆(π3) =
U1

(
P 3 − 3P − 4p3s

3/2
2

)

s31

√
2s

3/2
2

√
1− 4p23

(A31)

∆(qπ2) =
U1

(
P 2 − s2

)

s1

√
2s

3/2
2

√
1− 4p23

(A32)

∆(q2π) =
U1s1P√

2s
3/2
2

√
1− 4p23

(A33)

if we introduce P = p1s1 + p3
√
s2 + 4s2p2. Note that

s3 does not appear in any ∆(qaπb) with b ≤ 1, and may
therefore be a candidate for the impurity of a state.

2. Third order by ansatz

As we have seen, several choices have to be made in
the process of deriving Casimir–Darboux coordinates.
Some choices may lead to degenerate systems in which
a smaller number of canonical pairs results, and which
should therefore be discarded. However, even within
the class of non-degenerate systems, there cannot be a
unique set of Casimir–Darboux coordinates because one
can always apply canonical transformations of Darboux
variables. Depending on the application, some choices
may lead to more useful realizations of canonical vari-
ables than others. Staying with the third-order system
for a single pair of canonical degrees of freedom, we now
apply an alternative method which works by ansatz and
therefore is somewhat less systematic than the previous
procedure. However, it makes it easier to implement cer-
tain properties such as a simplified version of ∆(π2) in
(A24) with si-independent coefficients. As we will see,
such a version greatly simplifies the effective dynamics,
but it does not always exist, in particular if we have more
than one pair of classical degrees of freedom.
We make the ansatz

∆(π2) =

3∑

i=1

p2i + F (s1, s2, s3) , ∆(qπ) =

3∑

i=1

sipi(A34)

∆(q2) =

3∑

i=1

s2i , ∆(q3) =

3∑

i=1

s3i(A35)

introducing three canonical pairs, as required. The func-
tion F (s1, s2, s3), which is assumed to be independent of
the momenta, is subject to consistency conditions that
follow from the required Poisson brackets of moments.
Once we have a consistent F , we can generate all the re-
maining moments by taking successive Poisson brackets
with ∆(π2):

∆(qm−1πn+1) = − 1

2m

{
∆(π2),∆(qmπn)

}
, (A36)

starting with m = 3, n = 0 in which case we have defined
∆(q3) in (A35) and can derive

∆(q2π) =
∑

i

pis
2
i

∆(qπ2) =
∑

i

p2i si −
1

4

∑

i

s2i
∂F

∂si
(A37)

∆(π3) =
∑

i

p3i −
1

4

∑

i

pi


4si

∂F

∂si
+
∑

j

s2j
∂2F

∂si∂sj


 .

Since we have explicitly used all three canonical pairs ex-
pected for a third-order truncation, F depends on one
further parameter, U , which will be the Casimir coordi-
nate. Since F and therefore U appear only in moments
which have at least two momentum factors, U is a can-
didate for an impurity parameter in this mapping.
Equation (A36) also applies to second-order moments,

m+ n = 2. Since we have defined all three second-order
moments in (A34), we obtain consistency conditions on
F . We first compute

{∆(π2),∆(q2)} = −4
∑

i

sipi (A38)

and from this

{∆π2, {∆(π2),∆(q2)}} = 8
∑

i

p2i − 4
∑

i

si
∂F

∂si
. (A39)

The condition

{∆π2, {∆(π2),∆(q2)}} = 8∆(π2) (A40)

then implies

∑

i

si
∂F

∂si
= −2F (A41)

and therefore F is homogeneous of degree −2 if all si are
rescaled by the same constant.
Applying further Poisson brackets with ∆(π2) does not

give new conditions. For instance,

0 =
{
∆(π2),

{
∆(π2),

{
∆(π2),∆(q2)

}}}
(A42)

is equivalent to

0 = 8


3
∑

i

pi
∂F

∂si
+
∑

i,j

pisj
∂2F

∂si∂sj


 . (A43)

Since the si and pi can be varied independently, the con-
dition implies that all three ∂F/∂si are homogeneous of
degree −3 if all si are rescaled by the same constant,
which follows from F being of degree −2.
Another consistency condition can be derived by look-

ing at the third order moments:

0 =
{
∆(π2),

{
∆(π2),

{
∆(π2),

{
∆(π2),∆(q3)

}}}}

(A44)
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is equivalent to

0 = 6
∑

i

p2i
∂F

∂si
+ 4

∑

ij

pisipj
∂2F

∂si∂sj

+
1

2

∑

ijk

s2i pjpk
∂3F

∂si∂sj∂sk

−3

2

∑

i

si

(
∂F

∂si

)2

− 1

4

∑

ij

s2i
∂F

∂sj

∂2F

∂si∂sj
.(A45)

This condition is generally independent from (A41). For
example, the solution F =

∑
i U/s

2
i of (A41) is not a

solution of (A45).
One further condition has to be imposed, which is the

invertibility of the mapping from moments to (si, psj ).
(Otherwise one could choose the trivial solution F = 0.)
For any given F , this condition can be checked by com-
puting the Jacobian of the transformation, and it is ful-
filled, for instance, by the solutions

F (s1, s2, s3) =
∑

i<j

U

(si − sj)2
(A46)

of (A41) and (A45), where U is the Casimir variable.
Therefore, there is a faithful mapping from moments
to canonical coordinates at the third order, such that
moments are quadratic in the new momenta with s-
independent coefficients. The ansatz used here provides a
simplified procedure to compute Casimir–Darboux coor-
dinates, but only if moments quadratic in momenta exist.
The choice (A46) is not unique, but it is interesting be-
cause for U > 0 it implies repulsive potentials between
the si in an effective potential.
At this point, we have obtained two different canonical

systems for the third-order semiclassical truncation of a
single classical degree of freedom, with Casimir variables
U1 and U , respectively. However, a direct comparison
of these two versions of the Casimir variable is difficult
because the two Poisson algebras we have canonically
realized, in fact, differ from each other in a subtle way:
For the mapping derived with the ansatz we have Poisson
brackets of third order moments of the form

{
∆3

i ,∆
3
j

}
=

O(~2). The right-hand side is considered zero in a third-
order semiclassical truncation, which corresponds to an
~-order of 3/2. For the mapping derived systematically,
however, we were able to exactly impose

{
∆3

i ,∆
3
j

}
= 0.

Therefore, the two Casimir variables are likely to differ
from each other by terms of the order ~2.
Nevertheless, it is instructive to compute the Poisson

bracket of the moments derived with the ansatz with the
Casimir U1 that was derived systematically. Assuming
that s and p are of the order O(

√
~) in a semiclassical

state, computer algebra shows that the Taylor expansion
of the Poisson brackets {∆ansatz, U1(∆ansatz)} = O(~5/2)

in
√
~ is zero within the third-order truncation. There-

fore, the Casimir variable derived systematically is a
Casimir variable also for the realization derived using an
ansatz, up to a truncation error.

3. Fourth order

The solution at the third order can be extended in a
rather direct manner to the fourth order. Inspection of
the rank of the Poisson tensor at this order shows that we
expect five canonical pairs of quantum degrees of freedom
and two Casimir variables. We then try the ansatz

∆(π2) =

5∑

i=1

p2i +
∑

i>j

U

(si − sj)2
(A47)

∆(q2) =
∑

i

s2i (A48)

∆(q3) = C
∑

i

s3i . (A49)

In addition to an extension of the third-order ansatz to
five pairs of canonical degrees of freedom, we have in-
serted a new parameter C which will play the role of the
second Casimir variable.
The moment ∆(q4) can be generated from the Poisson

bracket
{
∆(πq2),∆(q3)

}
= 3∆(q2)2 − 3∆(q4):

∆(q4) = C2
∑

i

s4i +
∑

i,j

s2i s
2
j (A50)

We also need to check that the Poisson bracket is con-
sistent at this order. For instance, while an expansion of
the right-hand side of

0 =
{
∆(π2),

{
∆(π2),

{
∆(π2),

{
∆(π2),

{
∆(π2),∆(q4)

}}}}}
,

(A51)
would be too complex to be shown here, computer alge-
bra confirms that (A51) is indeed satisfied for our ansatz.
This result supports the physical principle that (when
U > 0) the quantum coordinates feel a repulsive poten-
tial between one another that goes as one over the square
of the distance between them.

Appendix B: Second-order truncation for two pairs

of classical degrees of freedom

For two pairs of classical degrees of freedom, we have a
ten-dimensional submanifold of second-order moments.
The Poisson tensor has rank eight, so that we have to
construct four canonical pairs and two Casimir variables.

1. First step

The system contains two subalgebras that cor-
respond to a single degree of freedom, given by
〈∆(q21),∆(q1π1),∆(π2

1)〉 and 〈∆(q22),∆(q2π2),∆(π2
2)〉.

We can therefore make use of some of our previous deriva-
tions if we choose the first two configuration variables as
s1 =

√
∆(q21) and s2 =

√
∆(q22). We obtain solutions
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similar to (26) and (27) with (29), but now the free func-
tions fq1π1

, fπ2

1

, fq2π2
and fπ2

2

in

∆(q1π1) = s1p1 + fq1π1
(B1)

∆(π2
1) = p21 + 2

p1
s1
fq1π1

+ f2
q1π1

+
fπ2

1

s21
(B2)

and

∆(q2π2) = s2p2 + fq2π2
(B3)

∆(π2
2) = p22 + 2

p2
s2
fq2π2

+ f2
q2π2

+
fπ2

2

s22
(B4)

may still depend on the remaining two canonical pairs,
as well as the two Casimirs.
Since fq1π1

, fπ2

1
, fq2π2

and fπ2

2
do not depend on s1,

p1, s2 and p2 by construction, they parameterize coordi-
nate Poisson orthogonal to the first two canonical pairs.
However, it is convenient to choose fq1π1

= 0 = fq2π2

because the condition of being Poisson orthogonal to
s1, p1, s2 and p2 is then equivalent to having vanishing
Poisson brackets with the basic moments ∆(q21) = s21,
∆(q1π1) = s1p1, ∆(q22) = s22 and ∆(q2π2) = s2p2. This
leaves two functions,

fπ2

1
= s21∆(π2

1)− s21p
2
1 = ∆(q21)∆(π2

1)−∆(q1π1)
2 =: f1

(B5)
and

fπ2

2
= s22∆(π2

2)− s22p
2
2 = ∆(q22)∆(π2

2)−∆(q2π2)
2 =: f2 ,

(B6)
out of the original free functions in (B1) and (B3), which
we can easily write in terms of moments.
In addition to f1 and f2, we need four further functions

that Poisson commute with the first two canonical pairs,
or with ∆(q21), ∆(q1π1), ∆(q22) and ∆(q2π2). As before,
we find such variables by considering the flows generated
by ∆(q21), ∆(q1π1), ∆(q22) and ∆(q2π2). For instance, for

∆(q1π1), the flows d/dǫ = {·,∆(q1π1)} on the remaining
moments are

d∆(q1q2)

dǫ
= ∆(q1q2) ,

d∆(q1π2)

dǫ
= ∆(q1π2)

d∆(q2π1)

dǫ
= −∆(q2π1) ,

d∆(π1π2)

dǫ
= −∆(π1π2)

d∆(q21)

dǫ
= 2∆(q21) . (B7)

These linear differential equations can easily be solved by

∆(q1q2) = c1e
ǫ , ∆(q1π2) = c2e

ǫ

∆(q2π1) = c3e
−ǫ , ∆(π1π2) = c4e

−ǫ

∆(q21) = c5e
2ǫ . (B8)

By eliminating ǫ, we find that ∆(q1q2)∆(q2π1),
∆(q1q2)∆(π1π2), ∆(q1π2)∆(q2π1), ∆(q1π2)∆(π1π2) and
∆(q21)∆(π1π2)∆(q2π1) Poisson commute with ∆(q1π1).
However, these combinations are not necessarily invari-
ant under the flows generated by ∆(q21), ∆(q22) and
∆(q2π2). After computing variables invariant with re-
spect to any one of these four flows, we find that the
combinations

f3 = ∆(q1π2)∆(q2π1)−∆(q1q2)∆(π1π2) (B9)

f4 = ∆(q21)
∆(q2π1)

∆(q1q2)
−∆(q1π1) (B10)

f5 = ∆(q22)
∆(q1π2)

∆(q1q2)
−∆(q2π2) (B11)

f6 =
∆(q21)∆(q22)

∆(q1q2)2
, (B12)

in addition to f1 and f2, are Poisson orthogonal to s1,
p1, s2 and p2. Moreover, their mutual Poisson brackets
are closed,

{f1, f2} = 0 = {f1, f3} = {f2, f3} (B13)

{f1, f4} = 2(f1 + f2
4 ) , {f1, f5} = 2f3f6 , {f1, f6} = 4f4f6 (B14)

{f2, f4} = 2f3f6 , {f2, f5} = 2(f2 + f2
5 ) , {f2, f6} = 4f5f6 (B15)

{f3, f4} = f1 + f3f6 + f2
4 , {f3, f5} = f2 + f3f6 + f2

5 , {f3, f6} = 2(f4 + f5)f6 (B16)

{f4, f5} = (f5 − f4)f6 , {f4, f6} = −2f6(1− f6) = {f5, f6} (B17)

and therefore form a Poisson manifold on which we can
iterate our procedure, expressing the f1 in terms of fur-
ther Casimir–Darboux variables.

2. Second step

We now define s3 = f6, equal to the inverse of the
correlation between the two positions. It generates a flow
to be identified with the negative partial derivative with
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respect tp p3,

∂f1
∂p3

= −{f1, f6} = −4s3f4 (B18)

∂f2
∂p3

= −4s3f5 ,
∂f3
∂p3

= −2s3(f4 + f5) (B19)

∂f4
∂p3

= 2s3(1 − s3) ,
∂f5
∂p3

= 2s3(1− s3) .(B20)

The last two equations are solved by

f4 = 2s3p3(1− s3) + g4 and f5 = 2s3p3(1− s3) + g5 ,
(B21)

after which the remaining equations can be solved by

f1 = −4s23(1 − s3)p
2
3 − 4s3p3g4 + g1 (B22)

f2 = −4s23(1 − s3)p
2
3 − 4s3p3g5 + g2 (B23)

f3 = −4s23(1 − s3)p
2
3 − 2s3p3(g4 + g5) + g3 .(B24)

The functions gi are independent of p3.
As before, a choice is required to proceed because we

have five free functions gi but only one more canonical
pair and two Casimir variables. The choice g5 = −g4
simplifies f3 and eliminates these functions from f4 + f5
according to (B21) and we obtain our third momentum

p3 =
f4 + f5

4s3(1− s3)
. (B25)

We are left with four functions g1, . . . , g4 which, by
construction, are independent of p3. But they may de-
pend on s3 and are therefore not Poisson orthogonal to
the third canonical pair. In order to find combinations
which Poisson commute with p3, we consider the flow
generated by f4 + f5 = 4s3(1 − s3)p3. From

g1 = f1 +
(f4 + f5)

2

4(1− f6)
+

1

2

(f4 + f5)(f4 − f5)

1− f6
(B26)

g2 = f2 +
(f4 + f5)

2

4(1− f6)
− 1

2

(f4 + f5)(f4 − f5)

1− f6
(B27)

g3 = f3 +
(f4 + f5)

2

4(1− f6)
(B28)

g4 =
1

2
(f4 − f5) , (B29)

We obtain the brackets

{g1, f4 + f5} = 2(g1 + s3g3 + g24) (B30)

{g2, f4 + f5} = 2(g2 + s3g3 + g24) (B31)

{g3, f4 + f5} = g1 + g2 + 2s3g3 + 2g24 (B32)

{g4, f4 + f5} = −2s3g4 . (B33)

We see that {g1 + g2 − 2g3, f4 + f5} = 0, and if we trace
back all the dependencies on moments, we find that

g1 + g2 − 2g3 = U1 (B34)
is, in fact, the quadratic Casimir. The remaining inde-
pendent variables can conveniently be chosen as g1 + g2,
g1 − g2 and g4, with mutual Poisson brackets

{g1 + g2, g4} = g1 − g2 (B35)

{g1 − g2, g4} = g1 + g2 − 2s3g3 + 2
1 + s3
1− s3

g24

{g1 + g2, g1 − g2} = 4
g4

1− s3
(g1 + g2 + 2s3g3 + 2g24) .

3. Final step

We now consider the flow ∂/∂s3 = {·, p3}, using (B25):

∂g4
∂s3

=
g4

2(s3 − 1)
,

∂(g1 − g2)

∂s3
=

g1 − g2
2s3(1− s3)

,

∂(g1 + g2)

∂s3
=

g1 + g2 + 2s3g3 + 2g24
2s3(1− s3)

=
(g1 + g2)(1 + s3)− s3U1 + 2g24

2s3(1− s3)
. (B36)

Solving these equations, we find that

h1 =
g4√
s3 − 1

(B37)

h2 = (g1 − g2)

√
s3 − 1

s3
(B38)

h3 =
(1− s3)(g1 + g2) + s3U1 + 2(1 + s3)(1 − s3)

−1g24√
s3

, (B39)

in addition to U1, are Poisson orthogonal to s3 as well as p3. They have closed brackets

{h1, h2} = h3 , {h1, h3} = −h2 , {h2, h3} = 8h1U1 − 32h31 . (B40)
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As our final canonical momentum, we choose p4 = h1.
Its flow equations

∂h2
∂s4

= −h3 ,
∂h3
∂s4

= h2 (B41)

have trigonometric solutions with a phase that can be set
to zero by shifting s4. Therefore,

h2 = A(p4) cos(s4) , h3 = A(p4) sin(s4) . (B42)

The required Poisson brackets provide a condition on the
function A(p4),

A(p4)
dA(p4)

dp4
= −8p4U1 + 32p34 , (B43)

solved by

A(p4) =
√
U2 − 8p24U1 + 16p44 . (B44)

The new free parameter U2 is a constant and is our second
Casimir variable.

4. Casimir–Darboux variables

Inverting all intermediate relations, we obtain the mo-
ments in terms of Casimir–Darboux variables,

∆(q21) = s21 , ∆(q1π1) = s1p1 (B45)

∆(π2
1) = p21 +

Φ(s3, p3, s4, p4)

s21
(B46)

with

Φ(s3, p3, s4, p4) = −s3 + 1

s3 − 1
p24 − 4s3

√
s3 − 1p3p4 + 4s23 (s3 − 1) p23 +

1

2

s3
s3 − 1

U1 (B47)

−1

2

√
s3

s3 − 1

√
U2 − 8p24U1 + 16p44

(√
s3 − 1 cos (s4) + sin (s4)

)
,

for moments of the second classical pair of degrees of freedom,

∆(q22) = s22 , ∆(q2π2) = s2p2 (B48)

∆(π2
2) = p22 +

Γ(s3, p3, s4, p4)

s22
(B49)

with

Γ(s3, p3, s4, p4) = −s3 + 1

s3 − 1
p24 + 4s3

√
s3 − 1p3p4 + 4s23 (s3 − 1) p23 (B50)

+
1

2

s3
s3 − 1

U1

−1

2

√
s3

s3 − 1

√
U2 − 8p24U1 + 16p44

(
−
√
s3 − 1 cos (s4) + sin (s4)

)
,

and

∆(π1π2) =
p1p2√
s3

+

√
s3 − 1

s3

(
p2
s1

− p1
s2

)
p4 (B51)

−2
√
s3 (s3 − 1)

(
p1
s2

+
p2
s1

)
p3 +

(3s3 − 1)

s1s2
√
s3 (s3 − 1)

p24

−4
(s3 − 1) s

3/2
3

s1s2
p23 −

√
s3

2s1s2 (s3 − 1)
U1

+
s3

2s1s2 (s3 − 1)
sin (s4)

√
U2 − 8p24U1 + 16p44

∆(π1q2) =
p1s2√
s3

+

√
s3 − 1

s3

s2
s1
p4 − 2 (s3 − 1)

√
s3
s2
s1
p3 (B52)

∆(π2q1) =
p2s1√
s3

−
√
s3 − 1

s3

s1
s2
p4 − 2 (s3 − 1)

√
s3
s1
s2
p3 (B53)
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∆(q1q2) =
s1s2√
s3

(B54)

for the cross-covariances.

5. Canonical transformation

We can change our Darboux coordinates by canonical
transformations. An intersting example is suggested by
the trigonometric form in which s4 appears in the equa-
tions derived so far, which can be extended to s3 by using
the canonical pair

β = arctan
√
s3 − 1 , pβ = 2s3

√
s3 − 1p3 . (B55)

Computing s3 = 1 + tan2 β = 1/ cos2 β, we see that the
new variable β interprets the cross-correlation

∆(q1q2)√
∆(q21)∆(q22)

=
1√
s3

= cosβ (B56)

as an angle. Uncorrelated canonical pairs are therefore
orthogonal to each other in the sense that cosβ = 0.

Because s4 already appears in trigonometric functions
in our realization, we rename it by defining

α = s4 , pα = p4 . (B57)

The canonical mapping then takes the form

∆(q21) = s21 , ∆(q1π1) = s1p1 , ∆(π2
1) = p21 +

Φ

s21
(B58)

∆(q22) = s22 , ∆(q2π2) = s2p2 , ∆(π2
2) = p22 +

Γ

s22
(B59)

where

Φ(β, pβ , α, pα) = (pα − pβ)
2 (B60)

+
1

2 sin(β)2

(
U1 − 4p2α −

√
U2 − U2

1 + (U1 − 4p2α)
2 sin(α+ β)

)

Γ(β, pβ , α, pα) = (pα + pβ)
2 (B61)

+
1

2 sin(β)2

(
U1 − 4p2α −

√
U2 − U2

1 + (U1 − 4p2α)
2 sin(α− β)

)
,

as well as

∆(π1π2) = p2p2 cos(β) −
cos(β)

s1s2
p2β +

cos(β) + 2 cot(β) csc(β)

s1s2
p2α (B62)

− sin(β)pβ

(
p2
s1

+
p1
s1

)
+ pα sin(β)

(
p2
s1

− p1
s2

)

−cot(β) csc(β)

s1s2
U1 +

csc(β)2 sin(α)

2s1s2

√
16p2α − 8p2αU1 + U2

∆(π1q2) = p1s2 cos(β) + sin(β)
s2
s1

(pα − pβ) (B63)

∆(π2q1) = p2s1 cos(β) + sin(β)
s1
s2

(pβ + pα) (B64)

∆(q1q2) = s1s2 cos(β) . (B65)
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[20] E. P. Wigner, Phys. Rev. 40, 749 (1932).
[21] E. J. Heller, J. Chem. Phys. 65, 1289 (1976).
[22] F. J. Narcowich and R. F. OConnell, Phys. Rev. A 34, 1

(1986).
[23] R. Simon and N. Mukunda, quant-ph/9708037.
[24] M. Bojowald et al., Phys. Rev. D 84, 043514 (2011),

arXiv:1011.3022.
[25] V. I. Arnold, Mathematical Methods of Classical Mechan-

ics (Springer, New York, 1997).
[26] F. Arickx, J. Broeckhove, W. Coene, and P. van Leu-

ven, Int. J. Quant. Chem.: Quant. Chem. Symp. 20, 471
(1986).

[27] O. Prezhdo, Theor. Chem. Acc. 116, 206 (2006).
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