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Measuring and understanding electric field noise from bulk material and surfaces is important for
many areas of physics. In this work, we demonstrate the probing of electric field noise from different
sources with an ion, 225 µm above the trap surface. We detect noise levels as small as SE =
5.2(11) × 10−16 V2m−2Hz−1 at ωz = 2π × 1.51 MHz and T = 12 K, the lowest noise level observed
with a trapped ion to our knowledge. Our setup incorporates a controllable noise source utilizing
a high-temperature superconductor. This element allows us, first, to benchmark and validate the
sensitivity of our probe. Second, to probe non-invasively bulk properties of the superconductor,
observing for the first time a superconducting transition with an ion. For temperatures below the
transition, we use our setup to assess different surface noise processes. The measured surface noise
shows a deviation from a power-law in the frequency domain. However, the temperature scaling of
the data is not in a good agreement with existing surface noise models. Our results open perspectives
for new models in surface science and pave the way to test them experimentally.

I. INTRODUCTION

Electric field noise provides insights into microscopic
processes, and imposes limitations to experimental sys-
tems. In particular, electric field noise in close proxim-
ity to surfaces creates obstacles for near-field measure-
ments [1, 2], experiments with nitrogen-vacancy centers
[3], Casimir effect studies [4], gravitational-wave detec-
tors [5], and ion trapping experiments [6]. It has been
suggested to employ the high sensitivity of trapped ions
to electric field noise as a new tool in surface science [7].
Trapped ions have been used to study the dependence
of electric field noise on frequency, trap temperature and
ion-surface distance [8–14] and have been combined with
the analysis and removal of surface contaminants [14–16].
In this work, we use a surface-electrode ion trap contain-
ing a high-temperature superconductor to investigate not
only surface noise but also bulk material properties. We
operate the trap in two distinct regimes, above and be-
low the critical temperature Tc of its superconducting
electrodes. Above Tc, the electric field noise sensed by
the ion originates from the bulk resistance of two long
electrodes; below Tc, this resistance vanishes and the ion
probes the noise from the surface of the trap. In this
way, we compare different sources of electric field noise
in situ, with a single device. The capability to probe the
resistivity of the superconductor non-invasively with an
ion also allows us to observe the superconducting tran-
sition without direct electrical probing. This constitutes
the first observation of superconductivity using an ion as
a probe. Conventional superconductors have been used
in the past as ion trap material to study electric field
noise above and below Tc [17, 18]. In these studies, how-
ever, the onset of superconductivity did not lead to a
measurable modification of the electric field noise at the

ion.
Important sources of electric field noise in trapped ion

experiments are technical noise, Johnson-Nyquist (John-
son) noise, and surface noise. Technical noise is related
to control devices like power supplies as well as to elec-
tromagnetic interference from nearby electronics. John-
son noise is caused by thermal motion of charge carriers
in conductors [19]. Surface noise is thought to arise from
different physical processes related to the surface material
[6]. We measure the frequency spectrum and tempera-
ture dependence of the electric field noise to differentiate
between these noise sources.

II. SETUP

Our single ion probe is confined in a linear surface-
electrode Paul trap (Fig. 1). A sapphire substrate
supports 50 nm-thick electrodes made of YBa2Cu3O7

(YBCO), a high-temperature superconductor with a crit-
ical temperature Tc ≈ 85 K. To ensure operability of
the trap above Tc the YBCO electrodes are covered with
200 nm of gold. The key feature of the trap is a pair
of electrodes C1 and C2 near the trap center, connected
to two identical meander-shaped structures. These me-
anders are made of YBCO only, without gold coating.
Below Tc the resistance Rm of each meander is neg-
ligible. Above Tc the meanders’ resistance Rm gives
rise to Johnson noise, which translates to electric field
noise at the trap center that can be sensed with an ion.
This noise source can be switched on and off by adjust-
ing the trap chip temperature. The geometry of elec-
trodes C1 and C2 is designed such that electric fields
from correlated voltages cancel out at the center of the
trap, E(C1)(r = 0) = −E(C2)(r = 0), which minimizes
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FIG. 1. Schematic illustration of the trap electrodes. DC
(yellow) and RF (green) electrodes confine a single ion (red
sphere) in the trap center above the surface. The trap elec-
trodes are made out of YBCO and covered with gold. Two
central DC electrodes C1, C2 are connected to meander re-
sistors Rm (blue), made only of YBCO and integrated to the
trap chip.

the influence of pickup from the RF electrode by C1
and C2. However, the uncorrelated Johnson noise in
the meanders adds up, leading to an electric field noise

SE = S
(C1)
E + S

(C2)
E .

The trap chip is mounted on a heatable copper stage
that is thermally isolated from the environment. The
trap chip temperature, measured with a Si diode sen-
sor, can be set in the range T = (10 − 200) K, while
the low-pass filter boards and RF resonator stay at a
nearly constant temperature Tf ≈ (10−14) K. This ther-
mal decoupling ensures that noise from off-chip sources,
e. g., Johnson noise from the low-pass filters or external
technical noise attenuated by the filters, is nearly inde-
pendent of the trap chip temperature. We determine the
critical temperature Tc by means of a 4-wire measure-
ment of Rm using a third on-chip YBCO meander (not
shown in Fig. 1) identical to the ones connected to C1
and C2. This DC measurement of Rm is used to cal-
culate the Johnson noise in the MHz regime for T > Tc

where the skin depth ζ is orders of magnitude larger than
the YBCO film thickness (appendix A).

The experiment is performed in a cryogenic appara-
tus [20, 21]. We confine a single 40Ca+ ion at a distance
d = 225 µm above the surface of the trap chip using static
(DC) and radio-frequency (RF) electric fields. An RF
drive voltage VRF ∼ 230 V at ωRF = 2π × 17.6 MHz pro-
vides radial confinement ωx,y ∼ 2π × 3 MHz in the xy
plane. The axial motional frequency ωz is varied in the
range ωz = 2π × (0.4 − 1.8) MHz by changing the DC
voltages. Electric field noise couples to the ion and adds
phonons to its motional state at a rate Γh. The relation
between this heating rate Γh and the electric field noise
spectral density SE(ω) at the position of the ion is [6]

Γh =
q2

4m~ω
SE(ω) , (1)

with ~ the reduced Planck constant, q and m the ion’s

charge and mass, and ω its motional frequency. The
ion is prepared in the ground state of its axial mode by
Doppler and subsequent sideband laser cooling. A nar-
row linewidth 729 nm laser tuned to the S1/2 ↔ D5/2

quadrupole transition is used to measure Γh with the
sideband ratio method [22]. The measurement uncer-
tainties of Γh in our experiments are limited by quantum
projection noise [23].

III. RESULTS

In a first study, we detect non-invasively the super-
conducting transition of YBCO using a single trapped
ion as a probe. For this, the ion’s heating rate Γh is
measured for different trap chip temperatures while keep-
ing the axial frequency constant ωz ≈ 2π × 1.0 MHz, see
Fig. 2. Below Tc, the heating rate increases slowly from
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FIG. 2. Observation of the superconducting transition of
YBCO with a trapped ion. Blue dots show the measured
ion motional heating rate Γh as a function of trap chip tem-
perature T for a trap frequency ωz ≈ 2π × 1.0 MHz. The
measured meander resistance Rm (gray data) is used to cal-
culate the motional heating rate expected from Johnson noise
in the meanders connected to C1 and C2 (red data). Note the
break in the vertical axes.

Γh = 0.23(2) phonons/s to Γh = 1.03(8) phonons/s be-
tween T = 12 K and T = 77 K. From T = 77 K to
T = 89 K the heating rate increases by roughly a fac-
tor 500 to Γh = 556(46) phonons/s. This sudden in-
crease coincides with the superconducting transition at
Tc ≈ 85 K, as evidenced by the 4-wire resistance mea-
surement (Fig. 2, gray data). For T > Tc, we show that
the ion heating rate corresponds to what is expected from
Johnson noise in the YBCO meanders connected to C1
and C2. The electric field spectral density of Johnson
noise is given by [6, 24, 25]

S
(JN)
E =

4kBTR(ω, T )

δ2
c

, (2)
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where kB is Boltzmann’s constant, T the temperature
of the resistor causing the noise, R its resistance, and
δc a geometry-dependent characteristic distance [6]. We
calculate δc = 5.1 mm for electrodes C1 and C2 from
trap simulations [26]. Since the meanders are located
directly on the trap chip, filter effects can be neglected,
i.e., R(ω, T ) = Rm(T ). Based on the resistance and
temperature measurements we calculate the expected
heating rate from Eqs. (1, 2) (Fig. 2, red data). The
measured heating rates are in good agreement with the
expected values, with an average deviation ∆ = 1.9.

∆ = 〈|Γ (meas)
h − Γ

(exp)
h |/σ〉 , where Γ

(meas)
h and Γ

(exp)
h

are the measured and expected heating rates, and σ is
the standard deviation of an individual data point.

In a second study, we measure the spectrum of the
electric field noise for trap chip temperatures above and
below Tc. Above the transition we confirm the white
noise nature of our temperature-switchable on-chip noise
source. For this, the heating rate is measured as a func-
tion of the trap frequency ωz for two different temper-
atures T = 97 K and T = 140 K, see Fig. 3. The solid
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FIG. 3. Characterization of the on-chip white noise source
above Tc using a trapped ion. Blue and purple dots show mea-
sured heating rate Γh as function of trap frequency for trap
chip temperatures T = (97, 140) K > Tc. Solid lines are pre-
dictions for Johnson noise from the meander resistance Rm.
Dashed lines reflect the 1 K uncertainty in the temperature
measurement.

lines show the predicted heating rate calculated from the
measured resistance Rm using equations (1),(2). The
measured data show good agreement with the calculated
curves with an average deviation ∆ = 2.06 for T = 97 K
and ∆ = 2.12 for T = 140 K. This validates the sensitiv-
ity of our probe. We note that there exists another way
to certify the sensitivity which uses noise injection to one
of the trap electrodes [27–30]. Our method has the ad-
vantage that the white noise source is placed directly on
chip and is therefore unfiltered.

For T < Tc, the heating rate spectrum is mea-
sured at three different temperatures T = (12, 41, 77) K
(Fig. 4) [31]. The lowest measured heating rate is Γh =

0.051(10) phonons/s at T = 12 K and ωz = 2π×1.51 MHz
which corresponds to an electric field spectral density
SE = 5.2(11)× 10−16 V2m−2Hz−1, see Eq. (1). To our
knowledge this is the lowest electric field noise measured
with a trapped ion to date [6].
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FIG. 4. Characterization of the surface noise below Tc us-
ing a trapped ion. Blue, purple and red dots show measured
heating rate as function of trap frequency for trap chip tem-
peratures T = (12, 41, 77) K < Tc. The solid lines are a fit to
the data with the TLF model, Eq. (4).

To confirm that the main origin of the measured ion
heating rate for T < Tc is surface noise, we exclude other
possible noise sources. Specifically, we rule out external
technical noise which is independent of the trap chip
temperature, in contrast to the measured heating rates.
Johnson noise from filters, wiring and trap electrodes
is calculated to be significantly smaller than the noise
we measure. Finally, repeating the experiment without
superconducting YBCO meanders shows that these do
not contribute to the heating rate for T < Tc within the
uncertainty of our measurement. The above arguments,
detailed in appendices B, C and D, imply that the noise
causing the ion’s motional heating below Tc originates
at the surface of the trap.

In the remainder of this section we analyze the spectral
properties and temperature dependence of the surface
noise observed below Tc (Fig. 4). As main result we will
show that the measured surface noise spectrum deviates
from a power law. To do this we fit the data both with a
power law and with a two-level fluctuator (TLF) model,
that predicts a crossover dependence in frequency. The
power law is given by

Γh = c ω−α
z . (3)

We find a power-law exponent α ≈ 2 for all three data
sets, corresponding to a 1/f frequency scaling of the elec-
tric field noise SE . The exponent is close to the ones
reported in Refs. [12, 13], where a 1/d4 distance scal-
ing of the heating rate was found, indicative of surface
noise. However, a detailed analysis of the frequency de-
pendence in the data of Fig. 4 reveals a change in the local
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power law exponent α around 0.8 MHz, which indicates
a crossover between low- and high-frequency domains.
This behavior is predicted by TLF models. TLF mod-
els consider real or effective particles undergoing random
transitions between two quantum states with different
electric dipole moment. Transitions between the TLF
states at a rate ω0 induced either by thermal activation
or quantum tunneling lead to electric field fluctuations
with a spectral density [6]

S
(TLF)
E (ω) = A

ω0

ω2
0 + ω2

. (4)

The spectrum, eq. (4), also approximately describes the
noise from fluctuating dipoles of adatoms adsorbed to the
trap surface [6]. The solid lines in Fig. 4 show a TLF fit
to the heating rate data below Tc. The TLF model shows
a significantly better agreement with our data than the
power law for all three temperature sets, as evidenced by
the reduced chi squared values in Tab. I. Two adjustable
parameters are used for both models. This proves that
the measured noise spectrum deviates from a power-law.

TABLE I. Statistical evidence of the deviation from a power
law of the measured heating rate spectra below Tc, Fig. 4. The
second column shows the reduced chi squared for the power
law fit, the third column shows the reduced chi squared for
the TLF model fit.

T (K) χ2
power law χ2

TLF model

12 2.9 1.3
41 2.4 0.8
77 6.0 2.3

The TLF fit parameters are presented in Tab. II. We
find the crossover frequency in the range ω0 = 2π×(0.6−
0.8) MHz, with a slight dependence on the temperature.
The dominant temperature dependence of the spectrum
given by Eq. (4), scales as [6]

A(T ) = A0 cosh−2(T0/2T ) . (5)

This dependence cannot be matched with the measured
temperature scaling of the spectra in Fig. 4 [32]. Averag-
ing over a distribution of fluctuators can lead to a signif-
icantly different temperature scaling [6]. While typical
averaging procedures do not retain the crossover in the
frequency dependence [6], this approach might still lead
to a model that is consistent with our data.

Apart from the TLF and adatom dipole fluctuator
model, there is to our knowledge only one other sur-
face noise model predicting a crossover region with local
power law exponent α ≈ 2. This is the adatom diffu-
sion (AD) model. The AD model describes electric field
noise arising from the diffusion of adatoms with a static
dipole moment on the chip surface. In this model, the
crossover frequency occurs at ω0 = D/d2 [6]. For typi-
cal values of the diffusion constant D ∼ 10−7m2/s [33]

TABLE II. Crossover frequency ω0(T ) and magnitude pref-
actor A(T ) resulting from the TLF model fit, Eq. (4), to the
spectral data in Fig. 4.

T (K) ω0/(2π) (MHz) A× 108 (V2m−2)
12 0.58(8) 2.0(1)
41 0.74(5) 4.1(1)
77 0.81(8) 7.8(3)

and our surface-ion separation d = 225 µm, we calculate
a crossover frequency ω0 ∼ 2π×0.3 Hz that is 6 orders of
magnitude smaller than the value ω0 ≈ 2π× 0.8 MHz we
observe. Diffusion of adatoms can therefore be excluded
as origin of the noise that we measure.

IV. CONCLUSION

In conclusion, we have used a single trapped ion as a
probe for bulk and surface properties of materials, achiev-
ing the highest sensitivity to electric field noise with a
single ion reported to date. Our setup incorporates an
unfiltered on-chip source of white noise. We employed
our ion field probe to measure non-invasively the super-
conducting transition of YBCO. This technique could be
used in the future for the characterization of samples that
cannot be subjected to a direct resistance measurement,
like delicate structures or topologies that cannot be con-
nected. For example, studies of persistent currents in
arrays of metallic loops, known to be exceptionally sensi-
tive to their environment [34], might be possible. Below
the transition we measured surface noise with a crossover
of the power-law exponent in the frequency domain. Such
a behavior is generally expected [35] and predicted, e.g.,
by TLF or adatom dipole fluctuator models, but has not
been observed experimentally before. The temperature
dependence of our data, however, cannot be understood
with existing models. Our results, together with other re-
cent studies of noise scaling with ion-electrode distance
[12, 13] and chemical composition of surface materials
[14–16], gives new input for understanding the origin of
surface noise. In addition, our work paves the way for the
use of high-temperature superconductors for large scale
ion-based quantum processors [36], where low-resistance
trap electrodes will become important.
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Appendix A: Skin depth in YBCO for T > Tc

The skin depth ζ in a material is given by [37]

ζ =

√
2ρ

ωµ
, (A1)

where ρ is the resistivity of the material, µ its permeabil-
ity and ω the frequency of the applied AC electric field.
We calculate the resistivity ρ of our 50 nm-thick YBCO
film from the 4-wire DC resistance measurement of the
meander electrode (length 5.18 mm and width 10 µm).
Taking a resistance Rm ≈ 8 kΩ of the meander elec-
trode above Tc (see Fig. 2), we arrive at a resistivity ρ ≈
78× 10−8 Ω m. Assuming µ = µ0 = 2π×10−7 H m−1 [38]
and ω = 2π× 1.8 MHz leads to a skin depth ζ ≈ 441 µm,
which is much larger than the YBCO film thickness.

Appendix B: Ruling out external technical noise

We rule out external technical noise as the origin of the
ion heating rates for chip temperatures T < Tc (Fig. 4).
We note that the measured heating rates increase with
rising trap chip temperature T . External technical noise
sensed by the ion, on the other hand, decreases with ris-
ing T , as we show in this section. This rules out that
the measured noise is caused by technical noise for all
temperature sets, except the lowest one at 12 K. How-
ever, the 12 K set is very likely to be dominated by the
same source as the ones at higher temperature because
we observe the same characteristic crossover regime in
the frequency spectrum for all three temperature sets.
It would be an extraordinary coincidence if the techni-
cal noise hypothetically limiting the heating rate at the
lowest temperature had the exact same spectrum.

The thermal decoupling incorporated in our setup en-
sures that while we locally heat the trap chip to tem-
peratures T = (10 − 200) K, the cryogenic environment,
in particular the low-pass filters, stays at a nearly con-
stant temperature Tf ≈ (10 − 14) K. The change in Tf

is small, but it might still lead to a variation in the
attenuation of external technical noise by the low-pass
filters. Therefore, we measure the temperature depen-
dence of the transfer function of the cryogenic low-pass
filters. The filters, all identical, are placed only a few
centimeters away from the trap and suppress noise that
might reach the trap electrodes through the DC lines.
The equivalent circuit of these first order RC filters is
shown in Fig. 5 (a). The filter consists of a resistor

(a)

(b)

FIG. 5. (a) RC low-pass filter circuit used between the DC
supplies and the trap electrodes. (b) Schematic layout of the
circuit used for the measurement of the transfer function of
the RC filters. The black arrows indicate the direction in
which the filters act as low pass filters.

Rf = 100 Ω (Vishay, Y1625100R000Q9R) and two capac-
itors Ca = 330 nF (Kemet, C2220C334J1GACTU) and
Cb = 470 pF (Kemet, C0805C471J1GACTU) placed in
parallel. Resistors Ra, Rb model the equivalent series
resistance (ESR) of the capacitors. The capacitance of
the trap electrode to ground Cel is on the order of 1 pF
and negligible compared to the filter capacitance. The
electrical setup for the measurement of the filter’s trans-
fer function is shown in Fig. 5 (b). Two filters A and B
are wire bonded to the same trap electrode. An RF sig-
nal with amplitude Vin is injected into filter A, and the
attenuated signal Vout is measured at the input of filter
B. The transfer function measured in this configuration
corresponds to that of the first order RC filter shown
in Fig. 5 (a), however with twice the filter capacitance
Ceff ≈ 2(Ca + Cb). The additional capacitance reduces
the cut-off frequency fc ≈ 4.8 kHz by a factor of 2, which
is irrelevant for the temperature scaling arguments used
below. The resistance Rf of filter B can be neglected due
to the high input impedance of 1 MΩ of the oscilloscope
used to measure the output signal Vout. Additional filter
effects arising from Rf of filter B and the outgoing cabling
capacitance Ccab ≈ 300 pF are negligible due to a high
cut-off frequency fc ≈ 5 MHz, well above the frequency
range of interest.

Fig. 6 shows the filter transfer function G = |Vout/Vin|2
for varying RC filter temperature Tf during cooling down
and warming up of the entire cryogenic apparatus. The
applied change in Tf strongly overestimates the variation
in filter temperature Tf ≈ (10 − 14) K during the heat-
ing rate measurements. But even for stronger increase
in Tf, the temperature scaling of the filter attenuation
does not correlate with the heating rate data. Within
the frequency range that is relevant for our experiment,
ωz = 2π × (0.4 − 1.8) MHz, the low-pass filters show
a slightly increasing attenuation for increasing temper-
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ature. This is likely due to an electric resonance caused
by the parasitic inductance of the wiring and the low-
pass filter capacitance. A noise source outside the cryo-
stat penetrating through the low-pass filter lines would
therefore produce a heating rate that decreases with ris-
ing temperature, in stark contrast to the behavior that
we measure (Fig. 4).
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FIG. 6. Transfer function G of the cryogenic low-pass filters
measured with the setup shown in Fig 5 (b) as a function of
the filter temperature Tf at three different frequencies ω =
2π × (0.4, 1.0, 1.8) MHz.

Appendix C: Ruling out Johnson noise for T < Tc

We exclude Johnson noise as dominant noise source
for chip temperatures T < Tc. First, we note that
Johnson noise from the trap electrodes, bonding wires,
and PCB traces, which are not filtered by the low-pass
filters, should have a flat frequency dependence, see
Eq. (2). This is in clear contrast to the approximate 1/f
scaling found in our data, Fig. 4. Second, we exclude
Johnson noise from the low-pass filters using a tem-
perature scaling argument. As the trap chip is heated
to T = 100 K, the filter temperature changes by only
∆Tf ≈ 2 K or roughly a factor 0.2, due to the thermal
insulation. Assuming a constant filter resistance in the
range ∆Tf, Johnson noise scales linearly with tempera-
ture, see Eq. (2). The electric field noise produced by
the filters should therefore increase by about a factor 0.2
as well. In contrast, the increase of the measured noise
level in Tab. II from A = 2.0(1) V2/m2 at T = 12 K to
A = 7.8(3) V2/m2 at T = 77 K corresponds to a change
by roughly a factor 3.9, more than ten times larger than
the change expected from Johnson noise from the filters.

In addition to the scaling arguments above, we
calculate upper bounds for Johnson noise from trap elec-

trodes, wiring, and low-pass filters. For a temperature
T = 80 K, each electrode is connected to a resistance
Rtot = Relec + Rwire + Rfilter ≈ (102 to 164) mΩ, where
the individual contributions are calculated below. The
electric field noise SE produced by the resistance Rtot

at the position of the ion is given by Eq. (2). Using
the individual electrodes’ characteristic distances δc
[26] we arrive at a total level of expected field noise

S
(JN)
E,80 K ≈ 6.0× 10−17 V2m−2Hz−1 at T = 80 K. We

note that S
(JN)
E,80 K is an upper bound for the Johnson

noise expectable at the three temperature sets in Fig. 4,

since Rtot will decrease at lower temperatures. S
(JN)
E,80 K is

roughly a factor 50 smaller than the noise corresponding
to the smallest heating rate Γh ≈ 0.3 phonons/s we

measure at T = 77 K. Also, S
(JN)
E,80 K is still about an

order of magnitude smaller than the smallest noise
level SE = 5.2(11)× 10−16 V2m−2Hz−1 we measure at
T = 12 K. This shows that Johnson noise from these
sources is negligible compared to the measured noise.
The details of the calculation of Rtot are given in the
following.

Each of the trap’s DC electrodes is connected to its
first order RC filter via a gold wire bond connection and
a gold-plated copper trace on the filter PCB. Electrodes
C1, C2 are singly bonded, all other electrodes are doubly
bonded. The wire bonds have a diameter of 25 µm and a
length of (1 to 2) cm. A single wire bond’s resistance at
T = 80 K is then Rwb ≈ 50 mΩ, using a typical resistivity
ρAu ≈ 0.48× 10−8 Ω m [39]. Typical values for contact
resistances from chip to wire bond and from wire bond to
PCB trace produced by our wedge bonder are Rwb-chip ≈
46.0(2) mΩ, Rwb-PCB ≈ 28.5(2) mΩ, measured at room
temperature in a 4-wire configuration. For the further
calculation we assume that the contact resistances do not
change with temperature.

The traces have a width of 300 µm, a thickness of
100 µm and a maximal length of 2 cm to the first filter
capacitor. The trace thickness is larger than the skin
depth in copper ζCu ≈ 26 µm at ω = 2π × 1.8 MHz, cal-
culated using Eq. (A1) with a typical resistivity ρCu ≈
0.22× 10−8 Ω m at T = 80 K [39] and µ = µ0. There-
fore we use twice the skin depth instead of the trace
thickness to calculate the trace resistance Rtr ≈ 3 mΩ
at T = 80 K. The total resistance of the wiring con-
nected to electrode C1 (or C2) at T = 80 K is then
Rwire = Rtr +Rwb-PCB +Rwb-chip +Rwb ≈ 126 mΩ. For
all other electrodes the bond and contact resistances have
to be replaced by half the value such that Rwire ≈ 64 mΩ
because of the double bond connection.

The resistances Rf, Ra, Rb within the RC filter circuit
are another source of Johnson noise. The corresponding
electric field noise is calculated by considering the effec-
tive real resistance Rfilter = Reff of the circuit from the
perspective of the trap electrode [6]. For the filter circuit
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shown in Fig. 5 (a) the effective real resistance is given by

Reff = <
{(
−i
ωCel

)
‖
(
Rb −

i

ωCb

)
‖
(
Ra −

i

ωCa

)
‖Rf

}
,

(C1)
where a ‖ b denotes the impedance of two elements
a, b in parallel. The ESR of the filter capacitors is
frequency dependent. Within the relevant frequency
range ωz = 2π × (0.4 − 1.8) MHz the maximal ESRs
are Ra = 24(1) mΩ and Rb = 1.3(1) Ω according to
the room temperature specification of the capacitors.
This gives rise to a maximal effective real resistance
Rfilter = Reff = 38(1) mΩ.

We further give an upper bound for the amount of
Johnson noise produced in the trap electrodes. In this
calculation we neglect the influence of the electrodes’
gold top layer, since the resistivity of gold is much higher
than the resistivity of the YBCO film below it, which is
small but finite in the RF domain, even below Tc [40].
The surface resistivity of the 50 nm thick YBCO film
at f = 10.9 GHz and T = 10 K is %YBCO ≈ 0.66 mΩ
(specified value %YBCO ≈ 0.1 mΩ for 330 nm thickness
and T = 10 K, f = 10.9 GHz; Ceraco ceramic coating
GmbH, Ismaning, Germany). Extrapolating the known
quadratic scaling of the resistivity with frequency
[41] down to the MHz regime, we calculate a surface
resistivity %YBCO = 1.8× 10−11 Ω at f = 1.8 MHz and
T = 10 K. Further assuming a temperature scaling
% ∝ (T/Tc)2/

√
1− (T/Tc)4, [42], we calculate a surface

resistivity %YBCO = 3.4× 10−11 Ω at f = 1.8 MHz and
T = 80 K. In comparison, the 200 nm thick Au top
layer even at T = 10 K still has a surface resistivity of

%Au = 1.1 mΩ [39]. From the YBCO surface resistivity
we calculate the resistance of the trap electrodes for our
trap geometry. We show here as an example the calcu-
lation for one of the meander-shaped electrodes, which
have by far the largest resistance. These electrodes have
a length l = 5.18 mm and a width w = 10 µm. The
total meander resistance at f = 1.8 MHz and T = 80 K
is then Rm = l%YBCO/w = 17.8 nΩ, which is 7 orders
of magnitude smaller than the resistance Rwire of the
wiring. The resistances of the other trap electrodes
are even smaller as an analog calculation shows. The
electrodes’ resistances Relec can hence be neglected.

Appendix D: Influence of the YBCO meander
electrodes on the ion heating rate for T < Tc

We exclude any other potential effects of the su-
perconducting YBCO meanders connected to C1 and
C2 on the ion heating rate below Tc, like for instance
electromagnetic pickup noise in the meander struc-
ture. For this we use a second, similar trap chip in
which we compare the heating rate with electrodes
C1 and C2 connected to the YBCO meanders (same
configuration as for the experiment reported here) or
directly attached to the low-pass filters. We find no
difference between these two configurations, and observe
in both cases a heating rate Γh = 0.7(1) phonons/s at
ωz = 2π × 1.0 MHz and T = 14 K, comparable to the
value Γh = 0.23(2) phonons/s at ωz = 2π × 1.0 MHz and
T = 12 K in Fig. 4.
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H. Häffner, Phys. Rev. A 92, 013414 (2015).

[28] R. B. Blakestad, C. Ospelkaus, A. P. VanDevender, J. M.
Amini, J. Britton, D. Leibfried, and D. J. Wineland,
Phys. Rev. Lett. 102, 153002 (2009).

[29] J. A. Sedlacek, J. Stuart, W. Loh, R. McConnell, C. D.
Bruzewicz, J. M. Sage, and J. Chiaverini, arXiv (2018).

[30] F. Dominguez, M. J. Gutierrez, I. Arrazola, J. Berrocal,
J. M. Cornejo, J. J. Del Pozo, R. A. Rica, S. Schmidt,
E. Solano, and D. Rodriguez, Journal of Modern Optics
65, 613 (2018).

[31] Datasets at temperatures T = (12, 41) K were each taken
over the course of one day, the dataset at temperature
T = 77 K was taken over the course of 3 days.

[32] The adatom dipole fluctuator model predicts a temper-
ature scaling A(T ) ≈ const · T 2.5 when including higher
excited vibrational levels [6]. Our data do not agree with
this scaling either.

[33] V. Zhdanov, Surf. Sci. Rep. 12, 185 (1991).
[34] A. C. Bleszynski-Jayich, W. E. Shanks, B. Peaudecerf,

E. Ginossar, F. von Oppen, L. Glazman, and J. G. E.
Harris, Science 326, 272 (2009).

[35] I. Talukdar, D. J. Gorman, N. Daniilidis, P. Schindler,
S. Ebadi, H. Kaufmann, T. Zhang, and H. Häffner, Phys.
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