Central frequency of few-cycle laser pulses in strong-field processes

J. Venzke, T. Joyce, Z. Xue, A. Becker, and A. Jaron-Becker

Phys. Rev. A 98, 063409 — Published 10 December 2018
DOI: 10.1103/PhysRevA.98.063409
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We analyze the role of the difference between the central frequencies of the spectral distributions of the vector potential and the electric field of a short laser pulse. The frequency shift arises when the electric field is determined as the derivative of the vector potential to ensure that both quantities vanish at the beginning and end of the pulse. We derive an analytical estimate of the frequency shift and show how it affects various light induced processes, such as excitation, ionization and high harmonic generation. Since observables depend on the frequency spectrum of the electric field, the shift should be taken into account when setting the central frequency of the vector potential to avoid potential misinterpretation of numerical results for processes induced by few-cycle pulses.
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I. INTRODUCTION

Few-cycle laser pulses are used in many interesting strong-field applications (for reviews, see e.g., [1–6]): For example, high-order harmonics and (isolated) attosecond pulses are generated, ultrafast atomic and molecular dynamics as well as charge transfer and exciton dynamics can be induced and time resolved, molecular structure can be imaged on ultrashort time scales, or chemical reactions may be controlled. Therefore, light sources generating ultrashort intense laser pulses in different regions of the spectrum, at extreme ultraviolet [7], ultraviolet [8], optical [9], near-infrared [10–12] and infrared wavelengths [13–15], have been developed over the past decades. The simulation of the time-dependent response of matter to a few-cycle pulse, e.g. via the numerical solution of the corresponding time-dependent Schrödinger equation (TDSE), can however crucially depend on the definition of the electric field $E(t)$ used. To achieve quantitative agreement between theory and experiment, the potential issues present in both numerical calculations and experiment must be well understood and minimized.

As pointed out by Chelkowski and Bandrauk [16], the representation of $E(t)$ via an envelope function times a trigonometric function may lead to a non-vanishing potential $A(t)$ at the end of the pulse. This inconsistency can be resolved by first defining the magnitude of the vector potential $A(t)$ as (we use Hartree atomic units: $e = m_e = \hbar = 1$) [16]:

$$A(t) = \frac{cE_0}{\omega_A} f(t) \cos(\omega_A t + \phi_A),$$  \hfill (1)

where $f$, $\omega_A$, $c$, $E_0$ and $\phi_A$ are the envelope function, central frequency, speed of light, peak electric field amplitude, and carrier envelope phase of the vector potential, respectively. The prefactors ensure that the peak intensity of the laser field is $I = \frac{c^2 E_0^2}{\omega_A}$. The magnitude of the electric field is then obtained via the derivative:

$$E(t) = -\frac{1}{c} \frac{\partial}{\partial t} A(t)$$

$$= E_0 f(t) \sin(\omega_A t + \phi_A)$$

$$- \frac{E_0}{\omega_A} \frac{\partial f(t)}{\partial t} \cos(\omega_A t + \phi_A).$$  \hfill (2)

The expression for the electric field, Eq. (2), includes a term that depends on the time derivative of $f$ and, hence, may have significant effects in the case of few-cycle pulses. As we will show below, a direct implication is that the central frequency of the electric field spectrum, $\omega_E$, is not equal to $\omega_A$. The frequency shift $|\omega_E - \omega_A|$ is a purely electromagnetic effect that is directly related to the definition of the electric field via the vector potential given in Eq. (2). For long pulses, the frequency shift is small, but it increases as pulse duration decreases. Note, that in experiment typically the central laser frequency of the electric field $\omega_E$ is measured and reported, while in numerical calculations it is useful to define the pulse via the vector potential and the related central frequency $\omega_A$. It is therefore important to study what impact, if any, the difference between the central frequencies has on numerical calculations, or on the interpretation of theoretical results.

By solving the time-dependent Schrödinger equation both numerically as well as within perturbation theory, we show below that theoretical results obtained for linear processes—such as excitation and ionization—involving few-cycle pulses with the same value for the central frequencies $\omega_A$ and $\omega_E$ do not coincide. Furthermore, we find that the frequency shift is also noticeable for nonlinear processes, such as two-photon excitation and high-order harmonic generation, and it scales with the number of photons involved. Our results also demonstrate that it is the central frequency of the electric field $\omega_E$ that is the physical relevant quantity for the interpretation of laser driven quantum mechanical processes. Therefore, the frequency shift should be taken into account when setting the central frequency $\omega_A$ of the vector potential in a numerical calculation or, more generally, a theoretical analysis.
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The paper is organized as follows: In Section II, we present an analytical estimate for the magnitude of the frequency shift, and discuss how to correct for it. In Section III, we present results of numerical solutions of the time-dependent Schrödinger equation, which illustrate how the frequency shift affects a number of quantum mechanical processes: photoionization, resonant excitation, and high-harmonic generation. We end with a brief summary.

II. ESTIMATION OF FREQUENCY SHIFT

The frequency shift due to the difference in central frequencies is illustrated in Fig. 1, where the vector potential $A$ and the electric field $E$, obtained from Eqs. (1) and (2) for a Gaussian envelope $f(t)$, are compared in both the time and frequency domain. While the temporal behavior is satisfactory, the spectral distributions reveal different central frequencies. We define the central frequency $\omega_A$ ($\omega_E$) as the location of the maximum in the spectral density $|\tilde{A}(\omega)|$ ($|\tilde{E}(\omega)|$). The discrepancy is much greater for the 1-cycle FWHM pulse (top), than for the 3-cycle FWHM pulse (bottom).

For the further analysis, we note that in order for the central frequencies to be well-defined and consistent with the definition of $\omega_A$ in Eq. (1), we make several assumptions about the envelope $f(t)$:

- $f(t)$ is nonnegative and continuously differentiable,
- $f(t)$ falls off at least exponentially for large $|t|$,

$\omega_E/\omega_A$ is much greater for the 1-cycle FWHM pulse than for the 3-cycle FWHM pulse.

In Fig. 1, (Color online) Temporal (left) and spectral (right) distributions of vector potential (solid lines) and electric field (dashed line) for pulses with FWHM of 1 cycle (top), and 3 cycles (bottom) at central frequency $\omega_A = 1.0$ a.u. of the vector potential. Also shown is the Gaussian envelope of the vector potential.

$\gamma_2$ is the excess kurtosis of the envelope, defined in Eq. (7), which is independent of the pulse duration $T$.

- $f(t)$ contains no appreciable Fourier components larger than $\omega_A$.

These assumptions could be relaxed significantly, but they are sufficient for the present discussion and all practical purposes. The ratio of the central frequencies is given by the leading terms of an expansion in $1/N$ as (see Appendix A):

$$\frac{\omega_E}{\omega_A} = \frac{1}{2} \left[ 1 + \frac{1 + 4(\pi N)^{-2}}{2} \right] + \frac{\gamma_2}{6\pi^4} N^{-4} + O(N^{-6}) \quad (3)$$

$$\approx \frac{1}{2} \left[ 1 + \frac{1 + 4(\pi N)^{-2}}{2} \right]. \quad (4)$$

Here

$$N \equiv \frac{\omega_A}{\pi} \sqrt{\frac{\int_{-\infty}^{\infty} (t - t_0)^2 f(t) dt}{\int_{-\infty}^{\infty} f(t) dt}}. \quad (5)$$

is the number of cycles within one standard deviation to either side of the pulse center, with

$$t_0 = \frac{\int_{-\infty}^{\infty} t f(t) dt}{\int_{-\infty}^{\infty} f(t) dt}, \quad (6)$$

and lastly $\gamma_2$ is the excess kurtosis of the envelope

$$\gamma_2 = \frac{\left[ \int_{-\infty}^{\infty} (t - t_0)^4 f(t) dt \right] \left[ \int_{-\infty}^{\infty} f(t) dt \right]}{\left[ \int_{-\infty}^{\infty} (t - t_0)^2 f(t) dt \right]^2} - 3. \quad (7)$$

Note that $N$ is proportional to the more typical $N_{FWHM}$ (number of cycles in the FWHM of $f(t)$), but the ratio $N/N_{FWHM}$ depends on the shape of the envelope (c.f., Table I).

Eq. (3) indicates that the ratio $\omega_E/\omega_A$ depends on the number of cycles and the pulse shape, but it is independent of peak intensity, carrier envelope phase, ellipticity, and $\omega_A$ itself. In fact, the first term of the expansion,

<table>
<thead>
<tr>
<th>Name</th>
<th>Envelope Function $f(t)$</th>
<th>$N/N_{FWHM}$</th>
<th>$\gamma_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>$e^{-\left(\frac{t}{\gamma^2}\right)^2}$</td>
<td>0.849</td>
<td>0</td>
</tr>
<tr>
<td>$\cos^2$</td>
<td>$\begin{cases} \cos^2 \left( \frac{t}{\gamma} \right) &amp; -\frac{\gamma}{2} \leq \frac{t}{\gamma} \leq \frac{\gamma}{2} \ 0 &amp; \text{otherwise} \end{cases}$</td>
<td>0.723</td>
<td>-0.594</td>
</tr>
<tr>
<td>$\cos^4$</td>
<td>$\begin{cases} \cos^4 \left( \frac{t}{\gamma} \right) &amp; -\frac{\gamma}{2} \leq \frac{t}{\gamma} \leq \frac{\gamma}{2} \ 0 &amp; \text{otherwise} \end{cases}$</td>
<td>0.777</td>
<td>-0.381</td>
</tr>
<tr>
<td>Sech</td>
<td>$\text{sech} \left( \frac{t}{\gamma} \right)$</td>
<td>1.19</td>
<td>2.00</td>
</tr>
</tbody>
</table>

TABLE I: Several common analytic pulse envelopes. The conversion factor between $N$, as defined in Eq. (5) (number of cycles within one standard deviation to either side of the maximum), and the more typical $N_{FWHM}$ (number of cycles in the full-width half-maximum of the electric field) is given. The last column shows the excess kurtosis $\gamma_2$, defined in Eq. (7), which is independent of the pulse duration $T$. 

- $\omega_A$ is nonnegative and continuously differentiable,
different methods to do this. The first one is to specify using Eqs. (1) and (2), one should determine therefore, when modeling the interaction with a pulse physically observable and relevant central frequency. 

The exact shift was calculated by numerically maximizing $\hat{E}(\omega)$ for Gaussian (dotted line), sech (dashed-dotted line), and $\sin^4$ (dashed line) envelopes and are compared with the simple analytic estimate (solid line) given in Eq. (4). The inset reveals a slight dependence on envelope shape, which can be attributed to the correction term in Eq. (3).

Eq. (4), is a very accurate estimate even for single cycle pulses, showing that the shift is nearly independent of pulse shape. This can be seen from the comparison between the predictions based on Eq. (4) with the exact frequency shift for a variety of pulse shapes in Fig. 2. The slight dependence on pulse shape is visible in the inset; the differences are described well by the correction term in Eq. (3), which involves the excess kurtosis $\gamma_2$.

In the next section, we demonstrate that $\omega_E$ is the physically observable and relevant central frequency. Therefore, when modeling the interaction with a pulse using Eqs. (1) and (2), one should determine $\omega_A$ such that it corresponds to the correct $\omega_E$. There are two different methods to do this. The first one is to specify $N$, and use Eq. (4) to obtain $\omega_A$. However since $N$ depends implicitly on $\omega_A$ through Eq. (5), the envelope $f(t)$ must be stretched in time by the same factor such that $N$ remains unchanged. The second method is to specify $f(t)$ instead of $N$. In that case, substituting Eq. (5) into Eq. (4) and solving for $\omega_A$ yields

$$\omega_A \approx \omega_E - \frac{\int_{-\infty}^{\infty} f(t)dt}{\omega_E \int_{-\infty}^{\infty} (t - t_0)^2 f(t)dt}.$$  

Greater accuracy could be obtained in either case by including the correction term in Eq. (3); however, the results in Fig. 2 show that this is in general not necessary.

III. APPLICATIONS

In this section we present results of numerical calculations and first-order perturbation theory which exemplify effects of the frequency shift on observables related to excitation, ionization and high harmonic generation induced by short laser pulses. The frequency shifts obtained using first-order perturbation theory and numerical calculations agree well with our analytical predictions shown in Section II and derived in Appendix A. To this end, we solved the 3D one-electron time-dependent Schrödinger equation (TDSE) in velocity gauge:

$$i\frac{\partial}{\partial t} \psi(r, t) = \left[ \frac{\mathbf{p}^2}{2} - \frac{A(t) \cdot \mathbf{p}}{c} + V(r) \right] \psi(r, t) \quad (9)$$

and length gauge

$$i\frac{\partial}{\partial t} \psi(r, t) = \left[ \frac{\mathbf{p}^2}{2} + E(t) \cdot r + V(r) \right] \psi(r, t) \quad (10)$$

for atomic hydrogen with a soft-core Coulomb potential

$$V(r) = -\frac{1}{\sqrt{r^2 + \alpha^2}}. \quad (11)$$

We consider a linearly polarized laser pulse within the dipole approximation, so $A(t) = A(t)\hat{z}$ and $E(t) = E(t)\hat{z}$. Taking advantage of azimuthal symmetry, the wavefunction can be represented in 2D cylindrical coordinates $\rho$ and $z$. We used the second order finite difference method for spatial derivatives and the fully implicit second order Crank-Nicholson method for time propagation (for more details on the numerical implementation, see [17]). The laser field magnitudes $A(t)$ and $E(t)$ were defined as in Eq. (1) and Eq. (2), with a Gaussian envelope function $f(t)$. Specifically,

$$A(t) = \frac{E_{0\rho}}{\omega_A} \sin(\omega_A t) e^{-((2t/\tau)^2 \ln 2}, \quad (12)$$

where $\tau$ is the FWHM pulse duration. The results presented below were obtained in velocity gauge, but additional test calculations in length gauge have confirmed that the results are gauge invariant.

In all calculations for single photon ionization (Sec. III A), excitation (Sec. III B) and high harmonic generation (Sec. III C) we used $\alpha = 0.029$ a.u., a grid spacing of 0.1 a.u., and a time step of 0.1 a.u. The soft core parameter is used to match the ground state energy to that of atomic hydrogen, given by $E_{1s} = -0.5001$ a.u. on the grid, and an excited state energy of $E_{2p} = -0.12504$ a.u. To ensure the wavefunction remains on the grid for our calculation of the photoelectron spectrum, the grid extended 500 a.u. in the $\rho$-direction and 1000 a.u. in the $z$-direction, with an exterior complex scaling absorbing boundary in the outer 50 a.u for single photon ionization (Sec. III A). The excitation (Sec. III B) and high harmonic generation (Sec. III C) calculations were preformed on a grid that extended over 100 a.u. in the $\rho$-direction and 200 a.u. in the $z$-direction, with an absorbing boundary over the outer 50 a.u.
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\( \omega \) and \( \omega \) tion whether the central frequency of the vector potential \( \omega_A \) and the electric field \( \omega_E \). Typically, the excitation probability is greatest when the central frequency of the laser matches the resonant frequency for \( n_p \) photon absorption, given by
\[
\omega_{\text{res}} = \frac{E_{\text{final}} - E_{\text{initial}}}{n_p},
\]
where \( E_{\text{final}} \) and \( E_{\text{initial}} \) are the energy of the final and initial state, respectively. In view of the predicted frequency shift between the central frequencies \( \omega_A \) and \( \omega_E \), we therefore expect that the results for resonant excitation will provide insights into the physical relevance of \( \omega_A \) vs. \( \omega_E \).

Within first order perturbation theory, the excitation probability is given by (for further analysis, see Appendix B):
\[
P_{i \rightarrow f} = |\tilde{A}(\omega_{\text{res}})|^2 \left( \frac{\mu \omega_{\text{res}}}{c} \right)^2 \left[ e^{-(\omega_A - \omega_{\text{res}})^2 \tau^2/(16 \ln 2)} - e^{-(\omega_A + \omega_{\text{res}})^2 \tau^2/(16 \ln 2)} \right].
\]
Here we have used the pulse defined in Eq. (12) and \( \mu = \sqrt{2.5 \times 10^{-6}} \) is the transition dipole for the hydrogen 1s \( \rightarrow \) 2p transition. Eq. (15) shows that the excitation probability \( P_{i \rightarrow f} \) is not maximized at \( \omega_A = \omega_{\text{res}} \), due to the prefactor of \( \omega_A^{-2} \). This prefactor originates from Eq. (1), where it ensures that the peak intensity is held fixed as \( \omega_A \) changes.

We have also obtained the population in the 2p state due to single photon excitation by direct numerical solution of the TDSE. These numerical results are presented together with those obtained within first order perturbation theory, Eq. (15), in Fig. 4 as function of \( \omega_A \) (left column) and \( \omega_E \) (right column) for various pulse lengths. The pulse length \( \tau \) is measured in multiples of the period associated with the resonant frequency
\[
\tau_{n_p} = \frac{2\pi}{\omega_{\text{res}}} = \frac{2\pi n_p}{|E_{\text{final}} - E_{\text{initial}}|},
\]
such that \( \tau_1 \approx 405 \) attoseconds, \( \tau_2 \approx 811 \) attoseconds and so on for the 1s \( \rightarrow \) 2p transition. For long pulses the peak in the population (marked by a green dot) occurs at the expected frequency \( \omega_{\text{res}} \) (marked by vertical line) for a resonant transition in all distributions. When the pulse length is decreased, the peak in the distributions as a function of \( \omega_E \) (right column) remains at \( \omega_{\text{res}} \).

### A. Single Photon Ionization

First, we consider single photon ionization of the hydrogen atom by a few-cycle laser pulse with peak intensity \( 10^{13} \) W/cm\(^2\) and central frequency \( \omega_{\text{central}} = 2.0 \) a.u. The central frequency is implemented either by setting \( \omega_A = \omega_{\text{central}} \) or setting \( \omega_E = \omega_{\text{central}} \), using the method described in the previous section. Photoelectron momentum spectra \( P(k) \) were obtained by the following procedure: the TDSE was propagated for five times the FWHM pulse duration plus an additional 100 a.u. in time, then all bound states with principle quantum number \( n \leq 8 \) were projected out, and lastly the remaining unbound wavepacket \( \psi_{\text{ionized}} \) was projected onto coulomb wave functions up to \( l_{\text{max}} = 5 \). That is,
\[
P(k) = \sum_{l=0}^{l_{\text{max}}} \left| \int F_l(-\frac{1}{k}, kr) Y^*_l(\vec{r}) \psi_{\text{ionized}}(\vec{r}) d^3\vec{r} \right|^2.
\]

The results in Fig. 3 show that in fact the photoelectron spectra for central frequency \( \omega_A = 2 \) a.u. (solid lines) and \( \omega_E = 2 \) a.u. (dashed lines) do not agree due to the frequency shift. As expected, the discrepancy is larger for 2 cycle FWHM (panel (b)) than for 10 cycle FWHM (panel (a)) pulses. These results however raise the question whether the central frequency of the vector potential \( \omega_A \) or the central frequency of the electric field \( \omega_E \) is the relevant quantity for further physical interpretation or a comparison with experimental data. To address this question, we consider the resonant population transfer between bound states by analyzing results of numerical calculation as well as those obtained using first-order perturbation theory in the next subsection.

### B. Excitation

Next, we examine transitions to the \( n = 2 \) orbitals in the hydrogen atom as a function of both pulse length and central frequency of the vector potential \( \omega_A \) and the electric field \( \omega_E \). Typically, the excitation probability is greatest when the central frequency of the laser matches the resonant frequency for \( n_p \) photon absorption, given by

\[
\omega_{\text{res}} = \frac{E_{\text{final}} - E_{\text{initial}}}{n_p},
\]

where \( E_{\text{final}} \) and \( E_{\text{initial}} \) are the energy of the final and initial state, respectively. In view of the predicted frequency shift between the central frequencies \( \omega_A \) and \( \omega_E \), we therefore expect that the results for resonant excitation will provide insights into the physical relevance of \( \omega_A \) vs. \( \omega_E \).

![Figure 3](image-url)

**FIG. 3**: (Color online) Photoelectron spectra \( P(k) \) as function of photoelectron momentum obtained for interaction of hydrogen atom with laser pulses at central frequencies \( \omega_A = 2 \) (dashed line) and \( \omega_E = 2 \) (solid line) and duration of (a) 10 cycles and (b) 2 cycles FWHM.
FIG. 4: (Color online) Population in 2p state following one-photon excitation of hydrogen atom with a laser pulse as a function of $\omega_A$ (left) and $\omega_E$ (right) for different pulse lengths at peak intensity $10^{12}$ W/cm$^2$. Each line represents results obtained for a fixed pulse duration in terms of $\tau_1 = 405$ as. The results from time-dependent Schrödinger equation (TDSE) calculations (a,b) and predictions within first-order perturbation theory (PT) (c,d) are in excellent agreement. The vertical line marks the energy difference between 2p and initial 1s state. The green dots indicate the maximum excited state population for each pulse duration.

In contrast, the peak shifts significantly towards lower frequencies in the distributions as a function of $\omega_A$ (left column) due to the frequency shift. We note that the results of our numerical calculations (upper row) are in excellent agreement with those obtained using first-order perturbation theory (lower row) and indeed both reveal the same dependence on the central frequencies $\omega_A$ and $\omega_E$. Thus, the differences in the distributions as functions of $\omega_A$ and $\omega_E$ are not a numerical artifact but are due to the frequency shift. Furthermore, the observed shift agrees with our estimate obtained in the previous section. Thus, we can conclude that the central frequency of the electric field is the physically relevant quantity for interpreting laser induced excitation processes.

These conclusions are further supported by our numerical results for two-photon excitation from the 1s to the 2s state in Fig. 5. Whereas the peak of the population as a function of $\omega_E$ (panel b) occurs at $\omega_{res}$, independent of the pulse duration, the peak of the population as a function of $\omega_A$ once again shifts to lower frequencies in Fig. 5(a). We note that, if the population as function of $\omega_A$ in Figs. 4 and 5 were used to determine the energy difference $|E_{\text{final}} - E_{\text{initial}}|$, the error caused by the frequency shift would be twice as much in the two-photon case as in the one-photon case, accounting for the difference in $\tau_{2p}$. This indicates that multiphoton processes may be affected by the frequency shift even more than few-photon processes. To further illustrate this point, we examine high harmonic generation in subsection III C.

C. High Harmonic Generation

Finally, we consider a highly nonlinear laser induced process. High harmonic generation (HHG) in atoms can be described as absorption of an odd number of photons leading to the excitation of a electron, followed by the emission of a single photon as the electron recombines into the ground state. Based on the results above, we expect that in this nonlinear process the frequency shift $\Delta \omega$ between $\omega_A$ and $\omega_E$ will lead to a shift of the energy of the $n_p$th harmonic by $n_p \Delta \omega$. In our calculations the HHG spectrum has been obtained by a Fourier transformation of the time dependent dipole acceleration along the laser polarization direction. A Hanning filter was used to return the dipole acceleration to zero at the beginning and end of the simulation.

Fig. 6 shows the various harmonics in a HHG spectrum as a function of the number of cycles in the driving laser pulse at a peak intensity of $1 \times 10^{14}$ W/cm$^2$ and central frequencies $\omega_A = 0.0625$ a.u. (upper panel) and $\omega_E = 0.0625$ a.u. (lower panel), corresponding to a wavelength of 730 nm. The spectrum consists of odd harmonics and additional emission lines due to the population of excited states during the interaction with the laser pulse. While we will focus on the generation of harmonics, we note that the emission lines occur at photon energies between the 5th and 9th harmonics. The corresponding field-free energy differences between the excited states and the ground state in our numerical model of the hydrogen atom are marked, as reference, by white vertical dashed lines.

In the spectrum as function of multiples of $\omega_A$ (panel a) one can see that the centers of the harmonics do shift to energies larger than $n_p \omega_A$, as the pulse duration decreases. In fact, the energies of the harmonics follow the analytical predictions for $n_p \omega_E$ (green solid lines). As expected, the shift is as larger as larger the harmonic number. In contrast, in the HHG spectrum obtained as
FIG. 6: (Color online) HHG spectrum at driver wavelength 730 nm ($\omega_{\text{central}} = 0.0625$ a.u.) vs. number of cycles $N_{\text{FWHM}}$. In the upper plot the central frequency $\omega_A = \omega_{\text{central}}$ while in the lower panel $\omega_E = \omega_{\text{central}}$. The vertical white dashed lines mark field-free transition energies between excited states and the ground state, while the green solid lines mark the harmonic energies $n_p\omega_E$ with respect to the central frequency of the electric field.

In multiples of $\omega_E$ (panel b) the centers of the harmonics remain at the same energy, i.e. $n_p\omega_E$ (green solid lines), as the pulse duration decreases. This confirms the importance of the shift between the central frequencies of the vector potential and the electric field in nonlinear processes driven by ultrashort pulses. Furthermore, the HHG results confirm that the central frequency of the electric field $\omega_E$ is the physical relevant quantity for the interpretation of light induced processes. Consequently, if in a numerical simulation or theoretical analysis the vector potential is set via Eq. (1) it is necessary to consider the frequency shift between $\omega_A$ and $\omega_E$ to avoid a misinterpretation of the results. Our analytical estimates of the frequency shift in Eq. (4) and Eq. (8) provide formulas to obtain $\omega_A$ from the physically relevant $\omega_E$.

IV. SUMMARY

We have shown that the definition of the electric field of a laser pulse via the derivative of the vector potential, which guarantees that both quantities vanish at the beginning and end of the pulse, implies that the central frequencies of the spectral distributions of the vector potential and electric field do not coincide.

In our analysis we have derived an analytical estimate of the frequency shift, which shows that the shift mainly depends on the number of cycles in the pulse and becomes most relevant for few-cycle pulses. Utilizing results of numerical simulations and first-order perturbation theory we have analyzed how the frequency shift affects excitation, ionization and high harmonic generation induced by short laser pulses. The effect is found to be most noticeable in nonlinear strong-field processes since the frequency shift scales with the number of photons.
involved. Both, numerical results and predictions based on first-order perturbation theory agree well with each other and confirm that the central frequency of the electric field is the physically relevant quantity for the interpretation of the light induced processes. Thus, the shift should be taken into account when setting the central frequency of the vector potential in numerical simulations to avoid potential misinterpretation of the theoretical results, specifically when compared to experimental data. Eq. (4) and Eq. (8) provide formulas to obtain \( \omega_A \) from the physically relevant \( \omega_E \).
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Appendix A: Derivation of frequency shift

In this Appendix we derive the expansion of the frequency shift in Eq. (3). To do this, we first introduce a fixed point iteration that will be used to calculate the leading terms of an expansion in 1\( /N \). Here the limit \( N \rightarrow \infty \) refers to keeping \( \omega_A \) fixed, but scaling the envelope \( f(t) \rightarrow f(\lambda t) \) so that \( N \rightarrow \lambda^{-1}N \) according to Eq. (5), and taking the limit \( \lambda \rightarrow 0 \).

We start with some definitions. Fourier transforms will be denoted by a tilde, so that for any function \( g(t) \),

\[
g(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} g(t)e^{-i\omega t} dt.
\]

The vector potential of Eq. (1) can be written in the frequency domain as

\[
\tilde{A}(\omega) = \frac{1}{2} e^{i\phi} \tilde{f}(\omega - \omega_A) + \frac{1}{2} e^{-i\phi} \tilde{f}(\omega + \omega_A).
\]

The assumptions on \( f(t) \) made in Sec. II imply that the second term can be neglected for \( \omega > 0 \). And since \( f(t) \) is nonnegative, the spectral distribution \( |\tilde{A}(\omega)| \) peaks at \( \omega_A \).

In the frequency domain, \( \tilde{A} \) and \( \tilde{E} \) are related by

\[
\tilde{E}(\omega) = -\frac{i\omega}{c} \tilde{A}(\omega).
\]

The factor of \( \omega \) shifts the peak so that \( \omega_E \geq \omega_A \).

Theorem 1. For sufficiently large \( N \), the ratio of the central frequencies is \( \omega_E / \omega_A = 1 + X \), where \( X \) is a fixed point of the following iteration:

\[
x_{i+1} - x_i = \frac{1}{\pi^2 N^2} \left[ 1 + \omega_A (1 + x_i) g(x_i) \right]
\]

with \( g(x) = \frac{d}{d\omega} \left[ \log |\tilde{f}(\omega)| \right]_{\omega = \omega_A x} \)

and \( N \) is defined in Eq. (5).

Proof. Using Eqs. (A2) and (A3),

\[
\tilde{E}(\omega) = -\frac{i\omega}{2c} e^{i\phi} \tilde{f}(\omega - \omega_A) - \frac{i\omega}{2c} e^{-i\phi} \tilde{f}(\omega + \omega_A).
\]

For \( \omega > 0 \) the second term can be dropped. Therefore, \( \omega_E \), which is defined as the position of the maximum of \( |\tilde{E}(\omega)| \), also maximizes

\[
\log \left[ \omega |\tilde{f}(\omega - \omega_A)| \right].
\]

To locate the maximum, we set the derivative equal to zero, substitute \( X = \omega_E / \omega_A - 1 \) and have

\[
0 = \omega_E^{-1} + \frac{d}{d\omega} \left[ \log |\tilde{f}(\omega - \omega_A)| \right]_{\omega = \omega_E}
\]

\[
0 = 1 + \omega_E \frac{d}{d\omega} \left[ \log |\tilde{f}(\omega')| \right]_{\omega' = \omega_A X}
\]

\[
0 = 1 + \omega_A (1 + X) g(X).
\]

Therefore, \( X \) is a fixed point of the iteration.

Standard techniques can be applied to analyze this fixed point iteration (see e.g., [18]). We therefore state the following theorem 2 without proof:

Theorem 2. Starting from \( x_1 = 0 \), and assuming \( N \) is not too small, the fixed point iteration defined in Eq. (A4) converges to the smallest positive fixed point, which is \( X = \omega_E / \omega_A - 1 \). The rate of convergence is \( O(N^{-2}) \), and \( X \) itself is also \( O(N^{-2}) \).

Before proceeding, we note that the fix point iteration provides an algorithm to compute the frequency shift numerically. In the remainder of the appendix we will however use the two theorems above to derive a series expansion in the limit of large \( N \), which gives us the expression in Eq. (3). To this end, we apply the iteration to a formal truncated power series in \( 1/N \). Because of the \( O(N^{-2}) \) convergence, each iteration gives an additional term in the expansion. We compute only the first two terms here, leaving the error at \( O(N^{-6}) \).

To do so, we would like to expand \( g(x) \) in a Taylor series about \( x = 0 \). The logarithm of a Fourier transform resembles the cumulant generating function in statistics [19],

\[
\log \left[ \tilde{f}(\omega) \right] = \log \left( \frac{k_0}{2\pi} \right) + \sum_{n=1}^{\infty} \kappa_n (i\omega)^n n!.
\]
Accounting for the fact that \( f(t) \) is not normalized, the first few cumulants are defined as

\[
\kappa_0 = \int_{-\infty}^{\infty} f(t) dt \\
\kappa_1 = \kappa_0^{-1} \int_{-\infty}^{\infty} tf(t) dt \\
\kappa_2 = \kappa_0^{-1} \int_{-\infty}^{\infty} (t - \kappa_1)^2 f(t) dt \\
\kappa_3 = \kappa_0^{-1} \int_{-\infty}^{\infty} (t - \kappa_1)^3 f(t) dt \\
\kappa_4 = \kappa_0^{-1} \int_{-\infty}^{\infty} (t - \kappa_1)^4 f(t) dt - 3\kappa_2^2 \\
\kappa_5 = \kappa_0^{-1} \int_{-\infty}^{\infty} (t - \kappa_1)^5 f(t) dt - 10\kappa_3\kappa_2.
\]

(A9)

Substituting Eq. (A8) into the definition of \( g(x) \) yields

\[
g(x) = \left. \frac{d}{d\omega} \left[ \log |\tilde{f}(\omega)| \right] \right|_{\omega=\omega_A} \\
= \left. \frac{d}{d\omega} \text{Re} \left[ \log \tilde{f}(\omega) \right] \right|_{\omega=\omega_A} \\
= \left. \frac{d}{d\omega} \left[ \sum_{n=1}^{\infty} (-1)^n \kappa_{2n} \frac{\omega^{2n}}{(2n)!} \right] \right|_{\omega=\omega_A} \\
= \sum_{n=1}^{\infty} (-1)^n \kappa_{2n} \left. \frac{\omega^{2n-1}}{(2n-1)!} \right|_{\omega=\omega_A} \\
= -\kappa_2\omega_A x + \kappa_4 \frac{(\omega_A x)^3}{3} + O(x^5).
\]

(A10)

Comparing Eq. (A9) to Eqs. (5) and (7) indicates

\[
\kappa_2 = \left( \frac{\pi N}{\omega_A} \right)^2, \quad \kappa_4 = \gamma_2 \left( \frac{\pi N}{\omega_A} \right)^4.
\]

(A11)

Using the Taylor expansion for \( g(x) \), we apply the fixed point iteration in Eq. (A4) to a formal power series truncated at order \( O(N^{-6}) \):

\[
x_1 = 0 \\
x_2 = (\pi N)^{-2} \\
x_3 = 2(\pi N)^{-2} + \omega_A [(\pi N)^{-2} + (\pi N)^{-4}] g((\pi N)^{-2}) \\
= (\pi N)^{-2} + (\frac{2\gamma_2}{\omega_A} - 1)(\pi N)^{-4} + O(N^{-6}) \\
x_4 = (\pi N)^{-2} + (\frac{2\gamma_2}{\omega_A} - 1)(\pi N)^{-4} + O(N^{-6})
\]

(A12)

Since \( x_3 = x_4 \) up to \( O(N^{-6}) \), the iteration has converged after two iterations to the leading term. Conveniently, all terms in the full expansion contain only \( \kappa_2 \) but no higher cumulants and can be re-summed into a square root:

\[
X = -1 + \sqrt{1 + 4(\pi N)^{-2}} + \frac{\gamma_2}{6\pi^4} N^{-4} + O(N^{-6})
\]

(A13)

and hence,

\[
\frac{\omega_E}{\omega_A} = 1 + \frac{\sqrt{1 + 4(\pi N)^{-2}}}{2} + \frac{\gamma_2}{6\pi^4} N^{-4} + O(N^{-6}).
\]

(A14)

The fixed point iteration can be used in this way to calculate as many terms in the expansion as desired. Only even powers of \( N \) appear, and the coefficient of the \( N^{-2n} \) term contains even cumulants of \( f(t) \) up to \( \kappa_{2n} \).

**Appendix B: Central frequency in perturbation theory**

In this Appendix, we clarify the significance of \( \omega_E \) in first order perturbation theory. Using the dipole approximation and the interaction representation, the probability amplitude to go from initial state \( |i\rangle \) to final state \( |f\rangle \) by absorbing one photon is

\[
\mathcal{M}_{i\rightarrow f} = -ie^{-1} \hat{A}(\omega_{if}) \langle f | \hat{p} | i \rangle = -i \tilde{E}(\omega_{if}) \langle f | \hat{x} | i \rangle.
\]

(B1)

The last equality implies that the transition amplitude is gauge invariant, which is a consequence of the following relations,

\[
\tilde{E}(\omega_{if}) = -i\omega_if e^{-1} \hat{A}(\omega_{if}) \\
\langle f | \hat{x} | i \rangle = -i\omega_if \langle f | x | i \rangle.
\]

(B2)

As in Sec. IIIB, we seek to maximize the excitation probability as a function of the central frequency of the laser pulse: either \( |\mathcal{M}_{i\rightarrow f}(\omega_A)|^2 \) or \( |\mathcal{M}_{i\rightarrow f}(\omega_E)|^2 \), where \( \omega_A \) and \( \omega_E \) are related by Eq. (3).

If we were setting \( E(t) = f(t) \cos(\omega_E t + \phi) \) directly, then \( |\mathcal{M}_{i\rightarrow f}(\omega_E)|^2 \) would be maximized when \( \omega_E = \omega_{if} \).

Instead, we are using the pulse definition in Eq. (1), but \( |\mathcal{M}_{i\rightarrow f}(\omega_A)|^2 \) does not peak exactly at \( \omega_A = \omega_{if} \) because of the prefactor \( \omega_A^{-1} \).

The Fourier transform of Eq. (1) is

\[
\hat{A}(\omega_{if}; \omega_A) = cE0\omega_A^{-1} \tilde{f}(\omega_{if} - \omega_A) \\
= cE0\omega_{if}^{-1} \langle 1 + \omega_{if}^{-1} x + O(x^2) \rangle \tilde{f}(x),
\]

(B3)

where \( x = 1 - \omega_A/\omega_{if} \). Using the methods developed in Appendix A, it can be shown that \( |\mathcal{M}_{i\rightarrow f}(x)|^2 \) is maximized when

\[
x = (\pi N)^{-2} + O(N^{-4}),
\]

(B4)

which corresponds to

\[
\omega_A = \omega_{if}[1 - (\pi N)^{-2} + O(N^{-4})] \\
= \omega_{if} + O(N^{-2}) \\
\omega_E = \omega_A[1 + (\pi N)^{-2} + O(N^{-4})] \\
= \omega_{if} + O(N^{-4}).
\]

(B5)

In the few-cycle regime, \( O(N^{-4}) \) is small but \( O(N^{-2}) \) is not, so the resonance appears at \( \omega_E = \omega_{if} \), not \( \omega_A = \omega_{if} \).
$\omega_f$. In this sense, $\omega_E$ is the physically relevant central frequency for single-photon processes, even when we set $A(t)$ and calculate in the velocity gauge.

This discussion applies to both bound-bound transitions (Sec. III B) and bound-continuum transitions (Sec. III A). However, in the second case the transition dipole $\langle f | \hat{x} | i \rangle$ depends on the final energy, and can shift the peak photoelectron energy away from either $\omega_E$ or $\omega_A$.