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Atoms excited into high-lying Rydberg states and under strong dipole-dipole interactions exhibit phenom-

ena associated with highly correlated and complex systems. We perform first principles numerical simulations

on the dynamics of such systems. The emergence of a roton minimum in the excitation spectrum, as ex-

pected in strongly correlated gases and accurately described by Feynman’s theory of liquid helium, is shown

to significantly inhibit particle transport, with a strong suppression of the diffusion coefficient, due to the

emerging spatial order. We also demonstrate how the ability to temporally tune the interaction strength

among Rydberg atoms can be used in order to overcome the effects of disorder induced heating, allowing the

study of unprecedented highly coupled regimes.

I. INTRODUCTION

The concept of the roton minimum was first intro-
duced by Landau in an attempt to explain superfluidity
in liquid helium [1, 2]. Despite its rather heuristic deriva-
tion, and the fact that its microscopical origin has yet to
be fully understood, Landau’s phenomenological model
accounted for many of the experimental features [3–6].
Later, Feynman provided a deeper understanding on the
physical origin of the roton minimum by relating it with
the structural properties of the superfluid state [7, 8],
particularly the presence of strong spatial correlations
and the high-interactive character among helium atoms.
Roton-like excitations have also been observed in differ-
ent systems, such as quantum Fermi liquids [9] and dipo-
lar Bose-Einstein condensates [10–12], while roton insta-
bilities have been related with the formation quantum su-
persolids in spin-orbit coupled [13] and Rydberg-excited
Bose-Einstein condensates [14], as well as in cold atoms
above degeneracy due to multiple scattering of light [15].
Recently, Rydberg gases [16, 17] have also been the

subject of great scientific interest, mainly due to their
high interactive character. One such manifestation of
strong interactions is the so-called blockade effect, either
due to van der Waals [18] or dipole-dipole forces [19].
Strong interactions among Rydberg atoms play two dis-
tinct, albeit related, roles. On the one hand, the dynam-
ics and transport of Rydberg excitations [20, 21] develops
at fast timescales, where the motional degrees of free-
dom are essentially frozen. On the other hand, at slower
timescales, the mechanical (external degrees of freedom)
evolution of Rydberg gases [22–25] present a great ap-
proach to the physics of strongly interacting and highly
correlated particle systems, a subject of extensive theo-
retical, computational and experimental research [26–33].
In this paper, we perform molecular dynamics (MD)

simulations of two-dimensional Rydberg gases. A ro-
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ton minimum in the excitation spectrum is shown to
emerge in the strongly coupled regime and is accurately
described by Feynman’s theory of liquid helium, relating
it to the development of spatial ordering. The origin of
the roton minimum and its relation with other systems
is discussed in detail. By tracking the trajectory of each
atom and studying its mean square displacement we show
that the emerging spatial correlations are responsible for
a strong inhibition of (diffusive) transport, as atoms be-
come trapped in the roton minima. We also investigate
the relaxation dynamics and describe the mitigation of
the long-standing problem of disorder induced heating.
This is accomplished by adiabatically increasing the in-
teraction strength during thermalization, culminating in
the achievement of stronger correlated samples. The ex-
perimental realization of the phenomenology described
here is also discussed.

II. THEORETICAL MODEL

Permanently polarized Rydberg atoms interact, in a
first approximation, via the pair-wise dipole-dipole po-
tential [24, 34–36]

V (r, θ) =
C3

r3
(

1− 3 cos2(θ)
)

, (1)

with θ the angle between the atomic dipoles P (aligned
with external electric field E0) and the interatomic sepa-
ration vector r. The strength of the interaction is quan-
tified by C3 = P 2/4πǫ0, where P denotes the induced
permanent atomic dipole moment and ǫ0 the vacuum
electric permitivity. While in one dimension the inter-
action is always isotropic, with attractive or repulsive
character depending on the polarization angle θ [37], in a
two-dimensional gas isotropic repulsion is obtained with
polarization perpendicular to the atomic sample. In this
case, θ = π/2 and the in-plane potential is reduced to
V (r) = C3/r

3, which is the case we consider throughout
this paper. In a two-dimensional sample we define the
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average inter-particle distance (Wigner-Seitz radius) as
a = (πn0)

−1/2, with n0 = 1/π the homogeneous density,
in the units of r/a. The degree of correlations in the gas
can be properly parametrized by the coupling parameter,
defined as the mean ratio of potential to kinetic energy,
Γ = 〈V (r)〉/kBT , with kB the Boltzmann constant and
T the temperature of the gas. In terms of the mean
inter-particle distance Γ = C3/kBTa

3, with weakly and
strongly correlated regimes corresponding to Γ ≪ 1 and
Γ ≫ 1, respectively.

In order to describe the emergence of spatial correla-
tions (expected for Γ > 1), the radial distribution func-
tion g(r) is defined such that the average number of
atoms between r and r + dr from a reference atom is
2πrn0g(r)dr. In the absence of correlations g(r) = 1,
or h(r) = 0, with h(r) = g(r) − 1 the pair corre-
lation function. In reciprocal space we may also de-
fine the (static) structure factor, related with g(r) via
S(k) − 1 = n0

∫

dre−ik·r [g(r)− 1]. Both these struc-
tural function can be obtained, even in the strongly cou-
pled regime, via the integral equation technique and the
hyper-netted chain (HNC) closure equation [38] - check
Appendix A for further details.

The correlational origin of the roton minimum can be
traced back to the early work of Feynman regarding the
structural properties of liquid helium. At finite tempera-
tures, Feynman’s theory relates the static structure fac-
tor with the dispersion relation of the elementary excita-
tion ω(k) via [7]

S(k) =
~k2

2mω(k)
coth

(

~ω(k)

2kBT

)

≃ u2
sk

2

ω2(k)
, (2)

with us =
√

kBT/m the thermal speed of sound. The
last expression is obtained by taking the classical limit
kBT ≫ ~ω, and corresponds to the result obtained via
the classical fluctuation-dissipation theorem [39]. This is
a further evidence of the close connection between the ro-
ton minimum and classical correlations induced by strong
interactions. It also goes in line with previous arguments
[40], where quantum and classical simulations of strongly
correlated systems are shown to yield equivalent results
regarding the excitation spectrum, discarding the influ-
ence of quantum fluctuations, suggesting similar physics
with that of liquid Helium [41]. The connection between
the spatial correlations at high Γ and the dynamics of
the gas, as determined by Feynman’s model, is further
illustrated in the Appendix A. As an important remark,
notice that the (correlational) roton minimum is of a dis-
tinct physical origin as that in the case of dipolar Bose-
Einstein condensates [10, 11]. In the later, the roton min-
imum in quasi-2D samples depends on the slight three-
dimensional character of the dipole-dipole potential, in
the weakly interacting regime, while here the roton min-
imum emerges in the strongly correlated limit even in
pure 2D samples.

III. MOLECULAR DYNAMICS AND

EMERGENCE OF THE ROTON MINIMUM

In the sequence, we perform Molecular Dynamics
(MD) simulations of the two dimensional Rydberg gas,
with N = 5000 atoms distributed in a square box of size
L =

√

N/n0 =
√
πN ≃ 125a, much larger than the typ-

ical range of spatial correlations, at least in the range of
parameters investigated here. This is a critical feature
and ensures the absence of spurious correlations due to
finite size effects. Periodic boundary conditions are used
to mimic the evolution of an homogeneous and isotropic
system. In the early simulation times, we apply a ther-
malization algorithm where the particles velocities are
rescaled accordingly as to maintain high values of the
coupling parameter. To this end, before each iteration
of a regular velocity Verlet algorithm we calculate the
mean velocity over the entire collection of particles, typ-
ically initiated such that 〈v〉 = 1. After each integration
step the updated velocities are normalized in order to
maintain the mean velocity of the entire system. This
can be understood as a relaxation at constant tempera-
ture - canonical evolution. Once thermalization has been
settled, here identified by the convergence of the veloc-
ity distribution, the trajectories are integrated in a full
Hamiltonian manner - microcanonical evolution. Dis-
tances are measured in units of the mean interparticle
distance a, time in units of a/us and velocities normal-
ized to the thermal speed of sound us.
The spectrum of density fluctuations (dynamic struc-

ture factor) is obtained from the atomic trajectories
(after thermal equilibrium has been reached) by defin-
ing the intermediate scattering function as ρ(k, t) =
∑

i exp [ik · ri(t)] [42, 43], where the summation is taken
over all particles, with the dynamic structure factor fol-
lowing as [44]

S(k, ω) =
1

2πN
lim

∆T→∞

1

∆T
|ρ(k, ω)|2, (3)

with ∆T the total simulation time and ρ(k, ω) the Fourier
transform of the intermediate scattering function. From
the symmetry of the dipole-dipole potential, we assume
that S(k, ω) does not depend on the direction of the per-
turbation wavevector. The time is discretized in steps
of 0.01 with a total simulation span of 50, in units of
a/us. Such long simulation times ensure high frequency
resolution upon Fourier transformation. Also, permissi-
ble wavenumbers are given by multiples of the inverse box
size, namely kmin = 2π/L. Collective excitation are iden-
tified as peaks in the spectrum of density fluctuations,
with their respective width related with the excitation
lifetime - narrower peaks entail longer-lived modes.
The results of the MD simulations are presented in

Fig. (1). The mode softening observed near ka ∼ 4 en-
tails the emergence of a roton minimum, accompanied
with the development of short range order in the spa-
tial arrangement of atoms. Also, the integral equation
technique (and HNC closure) prediction accurately de-
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(a) (b)

FIG. 1. Results of Molecular Dynamics simulation for a two-
dimensional Rydberg gas. From top to bottom we increase
the coupling parameter (Γ = 2, 15, 35) and observe the emer-
gence of strong spatial correlations and the resulting roton
minimum in the spectrum of density fluctuations. (a) Radial
distribution function obtained from the MD simulation (red
dots) and comparison with the HNC prediction (blue line).
(b) Dynamic structure factor obtained from the MD trajecto-
ries and comparison with Feynman’s model of liquid helium
based on the HNC correlations (red line) showing the emer-
gence of a roton minimum near ka ∼ 4.

scribes the observed spatial ordering quantified by the ra-
dial distribution function. Notice the increasing absence
of particles - g(r) ≃ 0 - near r = 0 for increasing values
of the coupling parameter. This is due to the stronger
dipole-dipole repulsion at higher values of Γ. The radial
distribution function, together with Feynman’s model of
liquid helium in Eq. (2) correctly describes the MD re-
sults, with an excellent agreement observed without any
free fitting parameter. The blurring of the S(k, ω) near kr
indicates relative short lifetime the excitations near the
roton position, at least in comparison with the longer-
lived modes in the acoustic region near k → 0. As an
important remark, notice the increasing noise displayed
by the theoretical dispersion relation (red line) in the
low k range. This is due to the finite size of the simula-
tion box. For increasing value of Γ, the extent of spatial
correlations increases. Upon Fourier transformation of
the radial distribution function, in order to obtain the
static structure factor and, consequently, the dispersion
relation according to Feynman’s theory, these finite size
effects lead to the emergence of noisy features in the low
k range of S(k). The correlational origin of the roton
minimum has a simple physical reasoning. The mode
softening near the roton momentum at kr indicates a
slowing down of the phase velocity of density perturba-
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FIG. 2. Diffusion in a strongly interacting Rydberg gas.
Mean-square displacement (in the x direction) as a function
of time, for different values of the coupling coefficient - from
top to bottom Γ = 2, 10, 20, 40. The results for the y direction
are equivalent. The inset depicts the diffusion coefficient as a
function of Γ, with strong transport inhibition in the highly
interacting regime. The solid line theoretical curve is based
the Einstein-Stokes relation together with the Arrhenius-like
law η ∼ e0.025Γ.

tions, ω(kr)/kr, allowing for the accumulation of atoms
near 2π/kr and resulting in peaks in radial distribution
function at this periodicity.

IV. INHIBITION OF DIFFUSION

The (diffusion) transport properties follow from the
evaluation of the mean-square displacement (MSD)
of individual atoms, defined as (in the x direction,

for instance) 〈[x(t) − x(0)]2〉. Pure diffusion (Brown-
ian motion) is characterized by the Einstein relation

limt→∞〈[x(t)− x(0)]
2〉 = 2Dt, with D the diffusion coef-

ficient. The simulation results are presented in Fig. (2).
We observe ballistic-like motion in the early simulation
times, coincident with the initial relaxation at constant
temperature, as described before. Once thermalization
settles, pure diffusive transport takes place. Here, the
simulation trajectories are taken over the microcanonical
ensemble, corresponding the most relevant experimen-
tal situation. The mean-square displacement allows the
obtainment of the diffusion equation directly from the
Einstein relation. Here, we observe a strong inhibition of
diffusion (transport) in the strongly interacting regime.
This is a rather distinct, albeit related, manifestation of
the emerging spatial order and the corresponding roton
minimum, as dipole-dipole interactions ensure the tran-
sient “trapping” of atoms at local minima in the potential
landscape, as described by the radial distribution func-
tions described before. As an import remark, notice the
increasing error bars associated with the diffusion coef-
ficient. Although an overall diffusive behavior is always
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observed, there is an increasing irregular behavior of the
mean-square displacement at higher values of Γ.
In the presence of shear-viscosity, here induced by

dipole-dipole interactions, diffusion can be described by
the Einstein-Stokes relation D = kBT/qaη, with η the
shear-viscosity coefficient and q a numerical factor depen-
dent on intrinsic properties of the medium [45]. More-
over, when transient trapping dominates the transport
in strongly correlated systems, the shear-viscosity can be
determined by an Arrhenius-type relation η = AeBΓ [46],
with A and B numerical factors. This type of relation
can be justified by Eyring’s theory of transport in liquids
[47]. Altogether, this yields a dependence of the form
D ∼ e−Γ, which fits well with the MD results - see Fig.
(2).

V. EXPERIMENTAL CONSIDERATIONS AND

DISORDER INDUCED HEATING

The experimental excitation of highly interacting Ry-
dberg atoms precludes the obtainment of large densities
and overall coupling strengths, due to the limitations im-
posed by the blockade mechanism. As such, an excitation
into a low interacting nS1/2 state, for instance, ensures
small interatomic separations. In this case, the block-
ade effect only arises from the weaker van der Waals (re-
pulsive) interaction, which becomes significant only for
higher n (principal quantum number). In a recent work
[37], an one-dimensional sample of 85Rb atoms confined
in an optical dipole trap with density 1012 cm−1 and
temperature of 80 µK was used to measure the angular
dependence of the dipole interaction by applying an ex-
ternal electric field. Here, the authors directly excited
Rydberg atoms in S-like states between two avoided-
crossings in the Stark manifold and measured an interac-
tion parameter C3 of approximately 99.7 MHz.µm3 and
an interatomic distance of ∼ 4 µm. Such high interac-
tion parameter for S states was recently confirmed by
preliminary calculations [48]. This simple atomic system
carries a relatively high coupling parameter Γ ∼ 10.
An effective way to overcome the Rydberg atom

density-limit in highly interacting states (imposed by the
blockade effect), and achieve even higher coupling param-
eters consists in performing a Landau-Zener adiabatic
passage, promoted by an electric field sweep through an
avoided crossing in the Stark landscape. This transfers
the atoms from nS into high dipolar states, which be-
come permanently polarized in the direction of the elec-
tric field, moving the atomic sample into an highly inter-
acting regime [24, 38, 49, 50].
Immediately after excitation, where no particular or-

der is expected, there is a rapid reorganization of the
atoms into an equilibrium distribution. Here, the ran-
domly positioned dipoles are accelerated by the poten-
tial landscape, which is accompanied by a fast increase
of the temperature and the decrease in the overall cou-
pling coefficient. This is essentially the mechanism of dis-
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FIG. 3. Thermalization of a two-dimensional Rydberg gas
with time-dependent interaction strength. Average square-
velocity during relaxation of the initially disordered gas for
different time-dependent interaction strength, as depicted in
the inset plot. The dashed-line corresponds to the same time
instant and the different colors to the same conditions on both
plots.

order induced heating (DIH) that has been reported in
ultra cold neutral plasmas (UCNPs) [51]. The amount of
heating is directly related with the level of disorder (lack
of correlations) and, the excitation of initially ordered
states should greatly reduce these effects. Proposals to
prepare such initially ordered states include taking ad-
vantage of the Rydberg blockade mechanism [52], or via
the preordering of atoms in an partially filled optical lat-
tice [53]. While the latter could also be employed in the
present context, the former more simply means that an
initial excitation where the interatomic distance is lim-
ited by the blockade mechanism would also suppress the
effects associated with disorder induced heating.
Here, we further demonstrate that, the ability to tem-

porally control the interaction strength (quantified by
C3) via the external electric field, can be exploited in
order to partially overcome the effects of DIH and reach
stronger coupled equilibrium samples. The key idea is
to slowly increase the interaction strength during the re-
laxation process, in such a way that the atoms are al-
lowed to adiabatically follow the changing potential land-
scape while adapting to the transient equilibrium config-
urations. The numerical results are portrayed in Fig.
(3). We observe that slower ramping of the interaction
strength results in lower temperature, and hence, higher
coupled equilibrium gases, partially mitigating the heat-
ing effect due to the initial disorder. Moreover, for a
sample of 85Rb at a temperature of 100 µk and a ∼ 2
µm, as is the case of typical experiments [24], we obtain
a/us ∼ 20 µs. Hence, ramping times even slower than
those considered in Fig. (3), should experimentally lead
to thermalization at high values of Γ and at timescales
much shorter than both the typical lifetime of Rydberg
states and also the time range available to recover the
atomic trajectories [24], pointing towards the feasibility
of the experimental observation of the roton minimum,
as well as other features associated with strongly coupled
system, including Wigner crystallization [54, 55]
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VI. CONCLUSION

We have performed MD simulations of two dimensional
gases of highly interacting Rydberg atoms and demon-
strated the emergence of a roton minimum in the ex-
citation spectrum accompanied by the development of
strong spatial correlations. A model based on Feynman’s
theory of superfluidity was shown to accurately describe
the numerical results, evidencing the correlational ori-
gin of the roton minimum, as first anticipated for liq-
uid helium, and here demonstrated for a system under
classical (dipole) interactions. The transient trapping of
atoms in the “roton potential” was shown to strongly
inhibit diffusive transport. We also demonstrated that
an adiabatic ramping of the interaction strength during
the initial relaxation of the gas, easily achievable in typ-
ical experiments involving Rydberg atoms, can be used
to highly mitigate the effects of disorder induced heating
[24, 51, 52], offering a route towards experimental in-
vestigation of otherwise inaccessible regimes of strongly
coupled gases.
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Appendix A: Integral Equation Technique

In the study of strongly correlated systems, one must
go beyond hydrodynamical or Vlasov descriptions in
terms of single-particle densities. The full N -particle
density, ρ(N)(rN ), is usually truncated to the lower or-
der single, and the two particle functions, ρ(1) (r) =
〈∑i δ(r− ri)〉 and ρ(2)(r, r′) = 〈∑i

∑

j 6=i δ(r− ri)δ(r
′ −

rj)〉, respectively, with summations over the entire set of
N particles and averaging over the canonical ensemble,
usually. With the single particle density ρ(1)(r) = n0,
correlations are usually described by the (normalized)
two-particle distribution g(2)(r1, r2) = ρ(2)(r1, r2)/n

2
0.

For isotropic interactions g(2)(r1, r2) = g(2)(|r1 − r2|) ≡
g(r), the latter known as the radial distribution func-
tion, defined such that the average number of particles
between r and r + dr away from an atom at r = 0 is
2πrn0g(r)dr (in two-dimensional samples).

Apart from the radial distribution function, g(r), the
structural properties of a gas can be inferred from a dual
description in reciprocal space by defining the (static)

structure factor as

S(k) =
1

N
〈ρ(1)(k)ρ(1)(−k)〉 = 1 +

1

N
〈
∑

i6=j

e−ik·(ri−rj)〉,

(A1)
with S(k) = 1 indicating the absence of correlations.
The radial distribution function and the static structure
factor are related by

S(k)− 1 = n0

∫

dre−ik·r [g(r)− 1] , (A2)

or, equivalently, S(k) = 1 + n0h(k).
Correlations between a pair of Rydberg atoms arise

both from the direct and indirect interactions. In this
context, we may introduce the direct correlation func-
tion c(r), related with the total correlation h(r) by the
Ornstein-Zernike relation [43]

h(r) = c(r) + n0

∫

dr′c(|r− r
′|)h(r′). (A3)

with h(r) including the effect of direct and indirect cor-
relations, as those originating from interactions between
any pair of intermediate particles. As such, while the
range of c(r) is usually comparable with that of the pair
potential, the total correlation function is of higher range,
due to the effects of indirect correlations.
In order to close the OZ relation, we begin by not-

ing that the distribution of particles in the presence of
interactions may be given according to the Boltzmann
relation, namely

n(r) = n0exp [−φ(r)/kBT ] , (A4)

and known as the barometric law. Here, φ(r) is the to-
tal potential and can be constructed in a hierarchy sim-
ilar to the OZ relation, where the total potential, φ(r),
is the sum of the direct pair-wise term, V (r), and the
indirect contribution from any number of intermediate
atoms, namely

−φ(r)

kBT
= −V (r)

kBT
+ n0

∫

dr′c(|r− r
′|)h(r′)

= −V (r)

kBT
+ h(r)− c(r),

(A5)

where the last equality follows from the OZ relation.
From the barometric law in Eq. (A4) follows

g(r) = exp

[

−V (r)

kBT
+ h(r) − c(r)

]

, (A6)

also known as the hyper-netted chain (HNC) closure re-
lation [43]. Together with the OZ relation in Eq. (A3)
forms a closed set of equations for the total and direct
correlations functions, h(r) and c(r), respectively. The
details on the numerical algorithm for the solution of the
coupled Eqs. (A3) and (A6) can be found in Ref. [38].



6

r/a
0 1 2 3 4

g
(r
/a

)

0

1

2

Γ = 0.1
Γ = 5

Γ = 25

Γ = 70

2π/kr

ka
0 3 6 9 12

S
(k
a
)

0

1

2

Γ = 0.1

Γ = 5

Γ = 25
Γ = 70

kr

ka
0 2 4 6

(a
/u

s
)ω

(k
a
)

0

2

4

6

Γ = 0.1

Γ = 5

Γ = 25

Γ = 70

kr

FIG. 4. Two-dimensional Rydberg gas. Top-panel: Radial
distribution function and emergence of short-range correla-
tions in the strongly coupled regime (Γ ≫ 1), with kr the
wavenumber associated with the regularity in the spatial ar-
rangement. Middle-panel: Static structure factor, with the
developing peak at approximately kr = 2π/λr ≃ 4a−1 and
related with the short-range oscillatory behavior of the radial
distribution function. Bottom-panel: Excitation spectrum of
the atom density fluctuations and the emergence of a roton
minimum near kr.

Appendix A: Correlational Origin of the Roton

Minimum

The correlational origin of the roton minimum can be
understood from Feynman’s model presented in the main
text or, equivalent in the classical limit, the relation be-
tween the static structure factor and the dispersion re-
lation as dictated by the fluctuation-dissipation theorem
[39] - Fig. (4). Here, the radial distribution function
- top panel - and the (static) structure factor - middle
panel - are numerically obtained from the HNC relation
[38]. We observe the emergence of a roton minimum at
kr - bottom panel - associated with the developing short-
range order in the spatial arrangement of the Rydberg
atoms, at a periodicity of approximately 2π/kr.
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Y. P. Zhang, R. Côté, E. E. Eyler, and P. L. Gould,
Phys. Rev. Lett. 93, 063001 (2004).

[19] E. Urban, T. A. Johnson, T. Henage, L. Isenhower,
D. D. Yavuz, T. G. Walker, and M. Saffman,
Nat Phys 5, 110 (2009).

[20] P. Schauß, M. Cheneau, M. Endres, T. Fukuhara, S. Hild,
A. Omran, T. Pohl, C. Gross, S. Kuhr, and I. Bloch,
Nature 491, 87 (2012).

[21] H. Labuhn, D. Barredo, S. Ravets, S. de Léséleuc,
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