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Ionization can serve as a universal probe of excited state dynamics in molecules, such as internal
conversion, dissociation, and isomerization. These processes are of fundamental importance to a
wide array of dynamics in biology, chemistry and physics. In recent years, there has been significant
debate about the relative merits of strong-field ionization (SFI), which involves multi-photon ab-
sorption, versus weak-field ionization (WFI), where a single photon is absorbed, as probes of these
dynamics. SFI is advantageous because it uses wavelengths that are relatively easy to generate,
and one can always ionize the molecule with sufficient intensity. However, for SFI it is difficult to
calculate observables, such as the time-dependent ion yield, since the calculation of the ionization dy-
namics including multi-photon processes is computationally expensive, and difficult to carry out for
many molecular geometries. WFI has the advantage that calculations of observables are tractable.
However, the generation and implementation of the appropriate wavelengths (photon energies) can
be challenging, and the fixed energy of the probe can lead to technical complications in following
the dynamics from excited states back down to the ground state. Here we present a quantitative
comparison of the two approaches for following the excited state dynamics of two molecules, di-
iodomethane and uracil. The combination of internal conversion and dissociation in these molecules
provides an ideal comparison of WFI and SFI as a probe. We compare the measurements with cal-
culations of the dynamics. Our work indicates that while SFI and WFI provide qualitatively similar
information about the excited state dynamics, only WFI results can be compared quantitatively
with present-day calculations.

Photoinduced excited state molecular dynamics play
a central role in many fundamental processes in nature.
Many different approaches have been developed in or-
der to follow these dynamics in real time. While the
dream of time resolved measurements is to make “molec-
ular movies”, it is very rare that one can directly mea-
sure a molecular structure or wave function amplitude
as a function of time. Rather, the most insight is typ-
ically gained by comparing experiment with theoretical
calculations of observables in order to verify the calcula-
tions, and then generating the “molecular movie” from
calculations. Thus, an important criterion in evaluating
different measurement approaches is how easily they can
be compared with theoretical calculations of the mea-
sured observable. Each time resolved experimental ap-
proach has advantages and disadvantages. For example,
ultrafast electron diffraction [1–5] holds the promise of
providing direct structural information as a function of
time, but suffers from orientational averaging over the
sample, repulsion between the electrons in a short pulse,
and the group velocity mismatch between electrons and
light. Ultrafast x-ray diffraction [6–9] overcomes the last
two disadvantages of electron diffraction, but suffers from
low scattering cross sections, and requires a large number
of photons in the probe pulse - typically only available
at free electron laser light sources. Optical spectroscopy

approaches such as transient absorption [10–14] can pro-
vide high time resolution with a compact apparatus, but
require detailed knowledge of the potential energy sur-
faces (electronic energies as a function of nuclear coor-
dinates) and transition dipole moments along the reac-
tion coordinate in order to be interpreted. Time resolved
ionization spectroscopy [15–20] offers the advantage over
optical spectroscopies that it is always possible to ion-
ize, regardless of the character of the excited state. The
near threshold ionization of valence electrons from ex-
cited states (for which the cross section is large) can be
accomplished either in the weak field regime, with the
absorption of a single ultraviolet (UV) or vacuum ultra-
violet (VUV) photon (∼ 6-10 eV), or in the strong field
regime, with the absorption of multiple low energy near
infrared photons (∼ 1-3 eV) [19–25].

Here we compare weak field ionization (WFI) with
strong field ionization (SFI) as probes of excited state
molecular dynamics. We consider two different kinds of
excited state dynamics, internal conversion and dissocia-
tion, in two different molecules, and we compare the mea-
surements directly with high level dynamics calculations
in order to assess the relative strengths and weaknesses
of the two approaches. While earlier work found signifi-
cant differences between multi-photon ionization with a
1.55 eV probe and single photon ionization with a 14
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FIG. 1. Cartoons showing the excited state dynamics in a)
CH2I2 after UV absorption [26], and b) uracil after UV ab-
sorption [27]. The different ionization probes for WFI (solid
magenta line) and SFI (dashed red line) are also indicated.

eV probe [28], we find that WFI near threshold and
SFI provide qualitatively similar results (see later), al-
though only WFI can be compared quantitatively with
calculations of the excited state dynamics. It can be
shown analytically that the first-order one-photon ion-
ization probability is directly proportional to the norm
of the Dyson orbital formed by projecting the N-1 elec-
tron wave function of the final (ionic) state onto the N
electron wave function of the initial (neutral) state of the
molecule [29, 30]:

φD =
√
N

∫

ψN
i (r1, . . . , rN )ψN−1

f (r2, . . . , rN )dr2 . . . drN ,

(1)
where ψN

i is the initial, N-electron wave function of the
neutral, and ψN−1

f is the final, N−1 electron wave func-
tion of the ion. The integral is over N−1 dimensions,
leaving a one-electron function or orbital for φD. The
total ion yield for each molecular geometry produced by
a dynamics calculation can be expressed in terms of this
Dyson orbital as:
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where ǫ̂ is the polarization direction of the light, r the
position operator, ψe

k the free (continuum) electron wave
function with momentum k, and
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is the Dyson
norm. For SFI, perturbation theory cannot be used, and
there is no analog for the Dyson Norm as a good predic-
tor of the population distribution across the ionic states.
Because of this, strong field ionization requires compu-
tationally costly calculations to determine the ionization
rate as a function of molecular geometry.
We carry out our comparison of WFI and SFI by fol-

lowing dissociation in diiodomethane, CH2I2, and inter-
nal conversion in uracil. The excited state dynamics of

both diiodomethane and uracil have been the subject of
intense theoretical and experimental studies [26, 27, 31–
50]. Figure 1 shows one dimensional representations
(cartoons) of the relevant potential energy surfaces for
both molecules. In CH2I2 (panel a), earlier studies con-
cluded that after being pumped with UV light at 260
nm, the molecule undergoes direct dissociation [49], pro-
ducing CH2I and I fragments. For uracil (panel b), exci-
tation with a pump pulse centered at 260 nm promotes
the molecule to the first bright excited state, S2, which
is predominantly of ππ∗ character near the ground state
minimum (Franck Condon point). From S2, the molecule
can undergo radiationless decay via two seams of conical
intersections S2/S1 and S1/S0. It is generally accepted
that there is population trapping on S1, while the extent
of trapping on S2 depends on the barrier on that sur-
face. A cartoon illustrating uracil’s relaxation dynamics
can be seen in Fig. 1 b). While intersystem crossing has
been found to play a role in the relaxation dynamics of
uracil [43], triplet states are not shown in the cartoon for
the sake of simplicity.

In conjunction with a time-of-flight mass spectrometer
(TOFMS), we make use of ultrafast UV (260 nm, 4.8 eV)
and Vacuum-UV (VUV) pulses (156 nm, 7.95 eV) to per-
form pump-probe ion yield measurements. The ultrafast
UV and VUV pulses are generated from a Ti:Sapphire
laser system (1.3 mJ, 1 kHz, 30 fs, 780 nm, 1.55 eV).
The impulse response function (IRF) of our experimen-
tal apparatus, limited largely by our pump and probe
pulse durations, is characterized by preforming VUV-
pump UV-probe experiments on ethylene. Ethylene un-
dergoes rapid internal conversion after being pumped in
the VUV [51, 52], hence it can be used to extract the IRF
of our system. The IRF for our apparatus is about 100 fs,
although the uracil measurements were carried out before
the most recent upgrade and had an IRF of about 200
fs. Gas-phase diiodomethane is injected as an effusive
molecular beam at 25◦C. Gas-phase uracil molecules are
injected into the vacuum chamber as an effusive molecu-
lar beam with an oven at 200◦C. More details about the
experimental setup and a schematic of the system can be
found in [53].

For WFI UV-VUV pump-probe measurements per-
formed on diiodomethane, CH2I2, we observed transient
ion yields for the parent ion, CH2I

+
2 , and the fragment

ion, CH2I
+. The total energy available following the ab-

sorption of one photon from each of the pump and probe
pulses is 12.75 eV. The observation of the parent and this
fragment ion are consistent with previous measurements
[54–57], where the appearance energies (AE) of CH2I

+
2

and CH2I
+ are about 9.46 and 10.49 eV respectively.

The total ion yield pump-probe signal for CH2I2 both
SFI and WFI can be seen in Fig. 2 a) plotted on the same
graph. Negative time delays are shaded gray, because we
want to focus our attention on positive time delays where
the UV-pump precedes the VUV-probe. Both methods
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reveal a very fast ∼ 50 fs decay, but the SFI measure-
ments show a longer component to the decay (∼ 500
fs). Since the excited state dynamics in both experi-
ments are identical, the differences in the measured sig-
nals must be due to differences in the interaction between
the molecules and the probe pulse - i.e. the difference in
the measurements comes from the different sensitivities
that WFI and SFI have to the excited state dynamics.
We believe that this longer decay in the SFI CH2I2 pump-
probe signal is due to a multiphoton resonance which
enhances the ion yield as the molecule dissociates [19–
25, 28]. As the wavepacket dissociates on the neutral
excited state, the molecular structure can be such that
n-photons (n < IP/hν) from the strong field probe can
come into resonance with an intermediate state, between
the excited state and the continuum, increasing the ion-
ization rate. This interpretation is consistent with ear-
lier measurements of multi-photon resonances in strong
field ionization of halogenated methane molecules [20].
Since one doesn’t know a priori (i.e. without carrying
out detailed electronic structure calculations for differ-
ent molecular geometries) whether resonances will mod-
ify the ion signal versus structure/configuration for SFI,
one cannot know whether the SFI signal versus time is
directly connected to changes in molecular geometry, or
distorted by the intermediate dynamic resonances that
occur.

FIG. 2. a) Weak-field UV-VUV and strong-field UV-IR total
ion yield pump-probe measurement on diiodomethane. b)
Weak-field UV-VUV and strong-field UV-IR total ion yield
pump-probe measurement on uracil.

In the uracil UV-VUV WFI pump-probe experiments,
we measured the parent ion, C4H4N2O

+
2 , and the frag-

ment ion with mass 69 in atomic mass units (AMU) in
the TOFMS. These observations are consistent with pho-
ton impact AE (9.15 ± 0.03 eV for the parent ion and
10.95± 0.05 eV for the fragment ion, C3H3NO

+ (mass 69
AMU) [58]). The appearance energies of other fragments
are all greater than 12.75 eV.

The total ion pump-probe signal for WFI UV-VUV
pump-probe experiments and SFI UV-IR pump-probe
experiments on uracil can be seen in Fig. 2 b). For SFI,
we find that the exact structure of the pump-probe signal
can vary with the intensity of the probe, which highlights
one of the major difficulties with working with the SFI as
a probing mechanism (a more detailed discussion of this
can be found in Appendix I: Error Bar Determination for
Uracil Strong-Field Ionization Measurements).

Analyzing the WFI and SFI results on uracil and per-
forming χ2 fitting, it became clear that the pump-probe
signals consist of two decay timescales, one short and
one long (details of this fitting can be seen in Appendix
I: CH2I2 and Uracil Fitting Results). The SFI and WFI
signals have similar long decay timescales, but they dif-
fer significantly for the shorter time-scales. The SFI yield
has a much sharper peak at zero time delay than the WFI
yield. As in the case of CH2I2, given the same dynam-
ics excited by the pump-pulse, the difference in signal
must derive from differences in the sensitivity of the two
probes. The sharp peak near zero delay in the SFI data
could be due to multiple effects: an enhancement in the
multi-photon ionization yield due to the overlap of the
pump and probe pulses, a distortion of the potential en-
ergy surfaces by the strong field of the probe pulse, or
to the greater sensitivity of the SFI yield to wave packet
motion away from the FC region. In any case, it is clear
that SFI exaggerates, or distorts the motion of the wave
packet near the FC region.

Figure 2 illustrates one of the difficulties in only look-
ing at decay constants to compare an experiment to the-
ory. The SFI measurements can not be fit to a single
exponential decay in either of the two cases we consider
here. Comparing one decay time from a multi-parameter
fit with several decay components to theory can be very
misleading because the fit parameters can be coupled and
the relative importance of a given decay time can depend
sensitively on the details of the fitting procedure. As a
result, we argue that the best test of quantitative agree-
ment between a particular theory and experiment is to
plot the experiment and theory together on the same
graph.

The differences between WFI and SFI as a probe of ex-
cited state dynamics are highlighted by comparing theory
and experiment. For both molecules, we carried out tra-
jectory surface hopping calculations of the dynamics, us-
ing the SHARC [59–61] and NEWTON-X [62, 63] pack-
ages. The ionization yield as a function of delay was
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based upon the excited state populations as a function
of time, with Dyson norms calculated in addition for the
case of CH2I2.

For CH2I2 the calculations were done with SHARC
based on MS-CASPT2 (multi-state complete active space
perturbation theory second order) level of theory [64] and
coupled with Dyson norm calculations [65] in order to
carry out a thorough comparison to the experimental re-
sults. The convolution of the calculations with the IRF
of our apparatus, acquired from the ethylene VUV-UV
pump-probe scans, is required to accurately compare the
experimental results to the theory (further details in Ap-
pendix II: CH2I2 Calculation Details). The results of this
analysis can be seen in Fig. 3 a).

For uracil, CASPT2 analytic gradients are not avail-
able and numerical gradients would be computationally
prohibitive. Therefore, dynamics were carried out on po-
tentials calculated at the complete active space self con-
sistent field (CASSCF) and multireference configuration
interaction with single excitations (MRCIS) levels of the-
ory using the Columbus 7.0 and NewtonX packages [66–
68]. CASSCF dynamics calculations were performed to
track the dynamics for 1 ps, and MRCIS dynamics cal-
culations, due to the greater computational complexity,
were carried out for only 500 fs. MRCIS is a higher level
of theory than CASSCF, and is used to check the validity
of the CASSCF calculations. To compare these results
to the UV-VUV pump-probe signal we look at the total
ion yield and assume that the total excited state pop-
ulations (S1 and S2) are ionized, taking the S1 and S2

populations as the total ion signal. Dyson norms are not
used for the uracil calculations, because they don’t ap-
pear to have significant variation for different geometries
along S1 and S2. In earlier work we studied the variation
in the Dyson norms for ionization of uracil from S1 and S2
[27]. Our calculations indicated that there were no dra-
matic differences in the Dyson norms on these states in
moving between the S2 minimum, the S1 minimum, and
the S1/S2 CI geometries. Since only these two states are
involved in the dynamics and there is not much variation
in the Dyson norms from these two states, we did not cal-
culate them at each point in the trajectories. Again, the
results of the computation were convolved with the IRF
of the system for an accurate comparison to the experi-
ment. The results of this analysis can be seen in Fig. 3 b).
The agreement between the experimental WFI data and
the MRCIS and CASSCF calculations is quite good (de-
tails of the uracil calculations can be found in Appendix
II: Uracil Calculation Details). A more detailed analysis
of the excited state dynamics calculations for both uracil
and CH2I2 is the subject of forthcoming papers.

The agreement between the WFI experimental data
and the calculations highlights a key difference between
SFI andWFI. Even though SFI andWFI are both able to
provide a qualitative picture of the relaxation dynamics,
there are still quantitative differences for both molecules.

FIG. 3. a) CH2I2 WFI UV-VUV pump-probe total ion yield
data (green triangle), CASPT2 dynamics with Dyson norms
calculation on CH2I2 (dotted-dashed line), IRF of our appa-
ratus (dotted line), and convolution of the calculation and
the IRF of the system (solid line). b) Uracil WFI UV-VUV
pump-probe total ion yield data (upward facing green tri-
angle), CASSCF calculation for uracil (black dotted-dashed
line), impulse response function (IRF) of our apparatus (black
dotted line), convolution of the CASSCF calculation and the
IRF of the system (solid black line), MRCIS calculation for
uracil (gold dotted-dashed line), and convolution of the MR-
CIS calculation and the IRF of the system (solid gold line).

By qualitative agreement, we mean that the decay curves
look similar (i.e. exponential or multiexponential behav-
ior), yield timescales of the same order of magnitude, and
show similar trends (i.e. the ionization yield for Uracil
has a long tail for both SFI and WFI whereas the WFI
and SFI ion yields for CH2I2 do not). However, in order
to test the validity of a calculation or discriminate be-
tween two different theories, quantitative agreement is re-
quired. We argue that the best test of quantitative agree-
ment is to plot experimental and theoretical results to-
gether on the same graph. A direct comparison between
SFI measurements and calculations of the excited state
dynamics is impossible without explicit calculations of
the SFI dynamics, which are computationally expensive
and unfeasible for the timescales involved in the excited
state dynamics probed here. The qualitative agreement
between WFI and SFI measurements of the excited state
dynamics illustrates the fact that both ion yields contain
similar information on the excited state dynamics. The
quantitative agreement between the WFI measurements
and calculations, however, allows one to interpret and
understand the dynamics at a level of detail not possible
with SFI.
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L. González, Scientific Reports 6, 35522 (2016).

[79] F. Plasser, M. Ruckenbauer, S. Mai, M. Oppel, P. Mar-
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APPENDIX I: FITTING DETAILS

Fitting Function Details

The dichroic mirror which combines the UV pump
pulse and VUV probe pulse does not act as a perfect
filter for the residual UV used to generate the VUV, and
a fraction (between 5− 10%) of this UV is reflected and
generates a UV-UV pump-probe background signal in
the uracil data. The UV-UV pump-probe signal has to
be filtered out from the UV-VUV pump-probe signal (the
details into separating the two signals can be seen in the
next section). The fitting function for the uracil weak-
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field data is:

f(t) =

e−
(t−t0)2

2σ2 ⊗
[

Θ(t− t0)

(

A1e
−

(t−t0)
τ1 +A2e

−
(t−t0)

τ2 +A3

)]

+ e−
(t−t

′

0)
2

2σ′2 ⊗
[

Θ(t− t′0)

(

A′e−
(t−t

′

0)
τ′

)]

.

(3)
This fitting function for the weak-field data has two

main components: the first component is the UV-VUV
pump-probe signal, and the second is the UV-UV pump-
probe signal. We assume that our UV and VUV pulses
are Gaussian in time, so that our apparatus’ impulse
response time, σ, is dictated by our pulse durations.
Therefore, σ is essentially the convolution of our pump
and probe pulse durations. t0 corresponds to time-zero
(where the UV and VUV pulses are overlapped). t′0 rep-
resents the time-zero for the two UV-pulses -i.e. where
the two UV-pulses are overlapped, and σ′ is the time
resolution of the UV-UV signal in our apparatus. σ′ is
essentially the convolution of the two UV pulse durations.
A′ and τ ′ are the amplitude and decay constant for the
molecular decay. Θ is the Heaviside step function, and
is used to ensure that the molecular dynamics cannot
initiate until the excited state is populated.
The UV-VUV fit also consists of two exponential de-

cays and a constant. A1 and τ1 characterize the ampli-
tude and decay constant for the first decay. A2 and τ2
are the amplitude and decay constant of the second de-
cay. The constant, A3, represents the population that
has a decay constant on the order of nanoseconds, so on
our timescales it manifests itself as a constant.
In the weak-field data there is a plateau in both the

parent and the fragment ion data. By a plateau we mean
that the ion yield from before time-zero is lower than the
ion yield at long time delays (if the molecule were re-
laxing back to its ground state we would expect these
levels to be equal on either side of time-zero). As men-
tioned before, this plateau is encapsulated in the fit as
A3. Longer delay scans of 20 ps were taken for uracil and
it was found that after 7 ps the ion yield shows no more
significant decay and that the yield reaches a plateau.
The fitting function for the weak-field CH2I2 data and

for the strong-field CH2I2 parent ion data is:

f(t) = e−
(t−t0)2

2σ2 ⊗
[

Θ(t− t0)

(

A1e
−

(t−t0)

τ1

)]

. (4)

The fitting function for the strong-field CH2I2 frag-
ments ion data is:

f(t) = e−
(t−t0)2

2σ2 ⊗
[

Θ(t− t0)

(

A1e
−

(t−t0)
τ1 +A2e

−
(t−t0)

τ2

)]

.
(5)

UV-UV Pump-Probe Peak Subtraction

After the VUV is generated in an argon gas cell the
VUV-pulse passes through a 500 µm thick CaF2 window
into an interaction chamber, which is maintained at a
pressure of 10−7 Torr. The VUV-pulse first passes under
the repeller plates of our TOFMS. It is then reflected by
a dichroic mirror of radius of curvature R = 268 mm.
The mirror has a high reflectivity coating of > 90% at
0◦ for 156− 160 nm light and < 10% reflectivity for 260
nm and 800 nm. This enables the residual UV and IR
radiation left over from VUV generation to be separated
from the VUV.

While less than 10% of the UV is reflected by the
dichroic mirror, it is enough UV to also generate mul-
tiphoton absorption, and leads to a UV pump UV probe
signal. The group velocity difference between the UV
and VUV passing through the 500 µm thick CaF2 win-
dow leads to a 1 ps delay between the VUV and the UV
pulses reflected by the dichroic mirror. UV-UV back-
ground scans are taken to subtract the UV-UV signal
from the UV-VUV signal.

In order to properly look at the UV-VUV pump-probe
dynamics, the UV-UV pump-probe signal must be sepa-
rated from the UV-VUV pump-probe signal. In Fig. 4
the green diamonds represent the raw uracil parent ion
yield. It is evident that there are two peaks. The first
peak, at 0 fs, is the UV-VUV pump-probe signal, and the
second peak, at ∼ 1000 fs, is the UV-UV pump-probe sig-
nal.

FIG. 4. The green diamonds are the raw data collected for the
parent ion that contain both the UV-VUV and UV-UV pump-
probe signals. The red solid curve is the full fit given by Eq.
1. The dashed cyan curve is the UV-VUV fit component. The
purple dashed-dotted curve is the UV-UV fit component. The
inset plot is contains UV-UV pump-probe data taken without
any VUV present. The light blue diamonds are the UV-UV
pump-probe data and the dashed-dotted purple line is the fit
to the UV-UV data.

Background pump-probe scans were performed with
only the UV in the chamber in order to characterize the
background signal, which can be seen in the inset of Fig.
4. From these background scans it is possible to extract
t′0, σ

′, and τ ′ to use in Eq. 1, which are then fixed when
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doing the fitting of the combined UV-VUV and UV-UV
pump-probe scan.
In Fig. 4, the red curve is the complete fit, shown

in Eq. 1, with both the UV-VUV and UV-UV pump-
probe components. The purple dashed-dotted curve in
the main plot of Fig. 4 is the fit to the UV-UV pump-
probe component, and is the same as the purple dashed-
dotted line in the inset (except for the amplitude factor
A′). The cyan dashed curve is the UV-VUV pump-probe
fit. Characterizing the UV-UV background signal inde-
pendently of the VUV-signal enables fitting to the UV-
UV pump-probe data, and then it is possible to subtract
the UV-UV contribution from the raw data and generate
the plots in Fig. 2 a) in the main text.
No UV-UV pump-probe peak subtraction is needed for

the weak-field CH2I2 data, because the molecular dynam-
ics are very fast and the dynamics are completed before
the UV-UV pulse comes with a 1ps delay.

CH2I2 and Uracil Fitting Results

WFI UV-VUV pump-probe scans for the parent and
the fragment ions together with fits can be seen in Fig.
5 a). The SFI results and fitting of CH2I2 can be seen in
Fig. 5 b). χ2-fitting is performed to determine the decay
constants. Each pump-probe scan is fit to an exponential
or a sum of two exponentials convolved with the IRF
of our apparatus (Gaussian). The minimum number of
exponentials are used that give a fit where χ2

ν ∼ 1.

FIG. 5. a) Weak-field UV-VUV pump-probe measurement
and fitting on diiodomethane. b) Strong-field UV-IR pump-
probe measurement and fitting on diiodomethane.

The results of the fitting of the parent ion for both

SFI and WFI give consistent decay constants, but some
discrepancy between the yields for the two methods ap-
pears in the fragment ion data. Both methods reveal a
very fast ∼ 50 fs decay, but the SFI data also show a
longer component to the decay with τ = 380 fs.

The parent and fragment ion yields along with fits for
WFI UV-VUV pump-probe experiments on uracil can be
seen in Fig. 6 a). In uracil, error bars for a fit param-
eter in the WFI scans are determined by the range over
which χ2 changes by 1 from its minimum value. For SFI,
we found that the variation in decay times for different
pump probe scans was larger than the uncertainty deter-
mined from a given fit. Therefore, the error bars were de-
termined by performing the measurement multiple times
and refitting the data, with the standard deviation from
the mean for the multiple measurements taken as the er-
ror bar. A more detailed discussion of the data and error
analysis can be found in Appendix I: .

FIG. 6. a) Weak-field UV-VUV pump-probe experiment on
uracil. b) Strong-field UV-IR pump-probe experiment on
uracil

For the parent ion, C4H4N2O
+
2 , the shorter decay,

τ1 = 325 ± 50 fs, is consistent with either a rapid mo-
tion away from the Frank-Condon region, or a portion of
the wavepacket making a rapid non-adiabatic transition
to S1 or S0. The longer decay constant, τ2 = 2045± 260
fs, suggests that a portion of the wavepacket is trapped
in a minimum for several picoseconds. For the fragment
ion, C3H3NO

+, time constants of τ1 = 455± 100 fs and
τ2 = 3250± 150 fs were extracted. The SFI results and
fitting can be seen in Fig. 6 b). For the parent ion
τ1 = 65± 10 fs and τ2 = 2450± 130 fs. For the fragment
ion τ1 = 80± 20 fs and τ2 = 3030± 140 fs.
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Error Bar determination for Uracil Strong-Field

Ionization Measurements

The strong field ionization results for uracil are sensi-
tive to systematic effects (such as the laser intensity of
the strong field probe), and these systematic effects ap-
pear to be the main source of error in the fitting for these
experiments. To account for these in the calculation of
uncertainties in the strong-field uracil data, four differ-
ent data sets with varying probe intensity were analyzed.
Each data set was individually fitted. The results of this
fitting can be seen in Fig. 7 for both the parent and
the fragment ion decay constants. The mean, µ, and the
mean plus and minus the standard deviation, σ, are also
plotted. Unlike in the weak-field experiments, the error
extracted from the individual data sets from ∆χ2 = 1 is
much smaller than the variation in the decay constants
from data set to data set. This indicates that the domi-
nant source of error in these experiments is systematic.

FIG. 7. Uracil decay constants extracted from strong field
ionization experiments with varying probe intensities in order
to determine the systematic errors in the experiment, so error
bars can be set on our decay constants.

Time Resolution Check for Comparison of CH2I2
Calculations to the Experimental Data

In order to compare the CASPT2 dynamics and Dyson
norm calculation on diiodomethane with the experimen-
tal data, we had to convolve the calculation with the
temporal response of our system (which is 100 fs). As a
test of whether this convolution obscures the underlying
molecular dynamics, we compare the experimental mea-
surements with calculations where we stretched or con-
tracted the dynamics by factors of 1.5 and 2 prior to the
convolution. We plot the stretched and contracted calcu-
lations together with the data in Fig. 8. It is clear from
the figure that the measurements agree well with the orig-
inal calculation data, while disagreeing with the stretched
or contracted data. This indicates that the measurement
contains more information than just an upper bound on

the dynamics or timescale.

FIG. 8. Scaling the CASPT2 dynamics and Dyson norm
calculation on diiodomethane and convolving with a 100 fs
FWHM Gaussian to check the comparison between theory
and experiment.

APPENDIX II: CALCULATION DETAILS

CH2I2 Calculation Details

In order to carry out the excited-stated dynamics
simulations for CH2I2, we used SHARC (Surface Hop-
ping including ARbitrary Couplings) [59–61] interfaced
with Molcas 8.0 [69]. The electronic structure calcu-
lations of the neutral molecule were performed with
MS-CASPT2(12,8)/ano-rcc-vdzp (multi-state complete
active space perturbation theory second order) based
on SA(5/4)-CASSCF(12,8) (complete active space self-
consistent field with 12 electrons in 8 orbitals and state-
averaging including either 5 singlet or 4 triplet states)
calculations. The IPEA shift was set to zero, as this was
found to improve the results in combination with the
small double-ζ basis set [70]. However, to avoid intruder
states and ensure a stable propagation in the dynamics
simulations, an imaginary shift of 0.3 Hartree was added
[71]. In order to account for scalar-relativistic effects,
the second-order Douglas-Kroll-Hess (DKH) Hamilto-
nian [72] was employed while spin-orbit couplings (SOCs)
were computed with the RASSI [73] and AMFI [74] for-
malisms. The dynamics were run employing the velocity-
Verlet algorithm with a time step of 0.5 fs for the nuclear
dynamics and a time step of 0.02 fs for the propaga-
tion of the electronic wavefunction, using the local di-
abatization formalism [75]. Energy conservation during
a surface hop was ensured by scaling of the full veloc-
ity vectors, since the non-adiabatic coupling vectors are
not available for our level of theory. We employed an
energy-based decoherence correction with a parameter of
0.1 Hartree [76]. The initial geometries and velocities
for the trajectories were sampled from a Wigner distri-
bution of the harmonic ground state potential. In this
way, 1000 geometries were produced and a single-point
calculation at the MS-CASPT2(12,8) level of theory was
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performed at each of these to obtain the state energies
and oscillator strengths. The initial excited states were
selected stochastically [77] restricting the excitation en-
ergy window between 4.775 - 4.825 eV. The ionization
probability along the trajectories was obtained in an ap-
proximate manner from Dyson norm calculations [78] us-
ing our WFOverlap code [79] in a post-processing step.
The necessary wavefunctions of the neutral and ionized
molecule were obtained at steps of 2.5 fs along the pre-
computed trajectories from MS-CASPT2(12,8)/ano-rcc-
vdzp or MS-CASPT2(11,8)/ano-rcc-vdzp calculations in-
cluding altogether 5 singlets, 9 doublets, 4 triplets and 4
quartets as well as all possible SOCs.

Uracil Calculation Details

The ground state of the biologically relevant tau-
tomer of uracil was optimized at DFT level using the
B3LYP functional and 6-31G(d) basis set using Gaus-
sian09 package[80]. The frequencies and normal modes
were calculated at the same level of theory. A sampling
was performed using a harmonic oscillator Wigner distri-
bution in Newton-X[62, 63] program to generate 500 ini-
tial conditions (nuclear coordinates and velocities) based
on the optimized geometry and the normal modes from
the previous calculation. The S1 (nπ∗) and S2 (ππ∗)
excited states of uracil for the 500 geometries were cal-
culated at both the complete active space self consistent
field (CASSCF) and multi-reference configuration inter-
action with singles (MRCIS) levels using cc-pVDZ basis
set with an active space of 12 electrons in 9 orbitals.
Three states were averaged at the CASSCF level. The
vertical excitation energies and oscillator strengths were
used to calculate the absorption cross sections to simu-
late the first absorption band of uracil in both CASSCF
and MRCIS methods. The temperature was considered
to be 298 K. A Lorentzian line shape and a phenomeno-
logical broadening (δ) value of 0.1 eV were employed.
Fig. 9 shows the theoretical absorption spectra of uracil
at both the CASSCF and MRCIS level.
We performed nonadiabatic excited state dy-

namics simulations using trajectory surface hop-
ping in Newton-X on CASSCF(12,9)/cc-pVDZ and
MRCIS/CASSCF(12,9)/cc-pVDZ potential energy sur-
faces calculated using the Columbus 7.0 package[66–68].
The experimentally measured first absorption peak for
uracil in the gas-phase is at 5.08 eV[43]. The first
absorption peak is at 6.60 eV and 5.90 eV for CASSCF
and MRCIS levels, respectively. The pump-pulse gener-
ated in our experiment is at 4.77 eV which is 0.31 eV
lower than the experimental maximum. So, 0.31 eV is
subtracted from the peak of the theoretical spectra at
both levels of theory to estimate the center of the pump
pulse. The excitation windows were considered to be
6.29 ± 0.15 eV and 5.59 ± 0.15 eV at CASSCF and

FIG. 9. Theoretical absorption spectra of uracil simulated
at the CASSCF(12,9)/cc-pVDZ level (solid blue line centered
around 6.5 eV) and MRCIS/CASSCF(12,9)/cc-pVDZ level
(solid red line centered around 5.8 eV).

MRCIS level, respectively, selecting 71 and 73 initial
conditions for the aforementioned levels of theory, to
be propagated starting from the S2 state as it is the
first bright state in uracil. The fewest switches surface
hopping (FSSH) algorithm was used to take into account
non-adiabatic events between S2, S1 and S0 states. The
FSSH algorithm was corrected for decoherence effects
using the approach of ‘non-linear decay of mixing’ by Zhu
et al.[81] and Granucci et al.[76] keeping the parameter,
α = 0.1 Hartree. The velocity verlet algorithm was used
to integrate Newtons equations of motion with a time
step of 0.5 fs and the semi-classical Schrödinger equation
was integrated using 5th order Butcher’s algorithm with
time step of 0.025 fs. The simulations were performed for
1000 fs at the CASSCF level and 500 fs at the MRCIS
level using XSEDEs computational resources[82].

APPENDIX III: EVIDENCE FOR PROBING

EXCITED STATE DYNAMICS

We calculated the Frank Condon (FC) factors of the
ground and the excited states in uracil in order to show
that with our VUV-probe we can only ionize population
in S1 and S2, and we cannot see any ionization from S0,
even if we assume we have a ’hot’ ground state. This
illustrates why a VUV-probe is needed in order to do a
proper weak-field pump-probe experiment.

ezSpectrum 3.0 [83] was used to calculate FC overlaps
using the Duschinsky rotations approximation. We de-
fine the FC factors as |〈ψvfinal |ψvinitial〉|

2
, where ψvinitial

and ψvfinal are the initial and final vibrational states.
The S0 and D0 minima were optimized at the B3LYP/6-
31G(d) and UB3LYP/6-31G(d) level of theory, respec-
tively. Frequencies and normal modes were calculated
at the same level of theory and used for the FC overlap
calculations. In order to obtain the correct character for
the D1 minimum we had to use TDDFT/TDA/CAM-
B3LYP/6-31G(d) level, since the B3LYP functional did
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not give the correct character. For consistency the S1

minimum was also obtained at the same level of the-
ory. Frequencies and normal modes were calculated at
the TDDFT/TDA/CAM-B3LYP/6-31G(d) level of the-
ory for the S1 and D1 minima and were used in the
FC overlap calculations. The minima and normal modes
were calculated with Q-Chem package [84].

FC factors were calculated between S0 and D0 and be-
tween S1 andD1. The results can be see in Fig. 10, where
the UV and VUV-photon energies are also indicated. In
Fig. 10 a) it is clear that the UV and VUV-photon en-
ergy are not energetically capable of ionizing from S0 to
D0, even if the ground state were vibrationally hot. Fig.
10 b) shows the FC factors between S1 and D1 which
indicate that the UV-photon energy is insufficient to ion-
ize from S1 without excess vibrational energy, making it
a poor probe of S1. In contrast, the VUV-photon has
more than enough energy to ionize S1 to D1 from its
lowest vibrational level, and is a good probe of S1. The
VUV-photon is in a unique position to enable us to fully
probe any dynamics in S1, but is still ‘blind’ to ground
state dynamics.

FIG. 10. FC Factors between a) S0 andD0 b) S1 andD1. The
UV- and VUV-photon energies are labels and are indicated
by the blue (4.8 eV) and magenta (7.95 eV) vertical lines
respectively.


