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With the recent report of energy and angle interferences in below-threshold photoexcitation Auger
process due to the post-collision interactions [Phys. Rev. A 98, 013421 (2018)], similar interferences
are also found in double continuum wave packets from a two-step time-delayed photoionization
of a two-electron atom. Properties of the interferences are studied in detail with respect to laser
pulse time widths, laser frequency chirping, and ionization time delay. The effects of these physical
quantities on the resulting interferences are discussed.

I. INTRODUCTION

The correlations between two electrons in an atom re-
main an interesting and difficult topic for many years.
The Coulomb interaction between the two electrons acts
as the most important factor of the coupled degree of
freedom in a complex atomic or molecular system. In
order to understand the basic interaction between the
two electrons, many theoretical and experimental stud-
ies have been conducted.

One of the most basic ideas is to study laser induced
photoionization of a helium atom. Experimentally, laser
induced photoionization has been presented in many pre-
vious works [1–8]. Theoretically, many calculations have
also been successfully performed [9–14]. Some studies
focus on the intrinsic correlations between the two elec-
trons, for example, how the two electrons are ionized or
excited by one photon. On the other hand, several au-
thors conducted experiments on probing the two-electron
dynamics in an atom [15–17], using sequential two-step
laser excitations. In their experiments, barium atoms are
prepared in the ground state. First, two consecutive laser
pulses excite one of the valence electrons to a coherent
Rydberg wave packet. After a short time delay, the other
valence electron is also excited to a coherent Rydberg
wave packet, possibly with different energy, utilizing the
isolated core excitation (ICE) technique [18–21]. Due to
the rapid interactions between the two electrons, fast au-
toionizations can occur in less than one Rydberg period.
Time delay of the second excitation gives control over the
strength of interaction between the two electrons. Time-
resolved observations on the fraction of singly or doubly
charged ions act as a probe of the strong interactions
between the two electrons. Theoretical calculations on
this two-step launch model were performed in a previous
study [22] and focused on probing the autoionization of
the double Rydberg wave packets.

Another possible way to study the two electron cor-
relation is through the post-collision interaction (PCI)
in a laser-induced Auger process. Many theoretical and
experimental studies have been performed in the past

∗ robichf@purdue.edu

decades, e.g. Refs. [23, 24] and references therein. In our
previous work [25], we focused on the post-collision in-
teraction in below-threshold photoexcitation Auger pro-
cesses. Interferences in the distribution of photoelectron
energy and relative angle between the two ionized elec-
trons were found. The quantum interferences make visi-
ble some of the phase properties of the double continuum
wave function. The interference originates from two dif-
ferent classical paths that evolve to the same final energy
and relative angle. Properties of this interference were
studied using classical trajectories and the classical ac-
tions. The semiclassical interference maxima reproduced
those from quantum calculations.
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FIG. 1. Cartoon of the two-step ionization model.

Similar to the photoexcitation Auger decay model,
simulations also find interferences in the two-step ion-
ization model. In this paper, fully quantum calculations
on a two-electron atom are performed, see Fig. 1(a). The
first electron is ionized to a spherically symmetric coher-
ent wave packet in the continuum, see Fig. 1(b). After
a short time delay, the second electron is ionized to a
spherically symmetric coherent wave packet with energy
higher than the first wave packet, see Fig. 1(c). After
the second electron fully passes the first electron, corre-
lations of the first electron’s final energy and the relative
angle between the two electrons are evaluated. Effects
from properties of the ionization laser pulses on final en-
ergy and angle are studied, including time widths and
frequency chirpings of the laser pulses. The effects of the
variable time delay between the two-step laser ionizations
are also investigated. All of the above quantum calcula-
tions are interpreted using semiclassical techniques, and
detailed analyses are presented on the properties of the
interference patterns. Finally, the differences between
the two-step ionization model and the photoexcitation
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Auger decay model are discussed in detail.
This paper is structured as follows. In Sec. II, the

quantum and classical models used in this paper are
briefly introduced. In Sec. III, properties of the inter-
ference patterns with different initial conditions are pre-
sented. In Sec. IV, discussions of the two models are
given. Atomic units are used throughout the paper un-
less specified otherwise.

II. METHODS

The two-electron atomic model used in this project
has been introduced previously in Refs. [22, 25]. Re-
lated experiments have been performed in Ref. [16]. The
basic idea of the theoretical model is presented in this
section. To reduce the complexity of calculations, both
electrons are launched into spherically symmetric radial
wave packets, which means their initial angular momen-
tum just after launch is set to zero.

An atom with two active valence electrons, e.g. Ba, is
prepared in its ground state. Experimentally, two con-
secutive short laser pulses are used to excite (or ionize)
one of the valence electrons to a coherent radial wave
packet. The dynamics of the outgoing ionized electronic
wave packet can be described using the following time-
dependent inhomogeneous Schrödinger equation [26]:[

i
∂

∂t
− (H1 − E1)

]
R1(r1, t) = S1(r1)G1(t). (1)

The H1 = p21/2+V (r) is the Hamiltonian of the first out-
going electron. Although the Coulomb potential V (r) =
−Z/r is used in our calculations, model potentials give
very similar results since significant interactions between
the two electrons occur away from the nucleus. The po-
tential for the first electron is Z = 1, before the second
electron is ionized. R1 is the time-dependent radial wave
function of the wave packet. E1 is the central energy of
the wave packet. S1 is source term of the first electron
before laser ionization, and it has a small radial extent.
The

G1(t) = exp
[
−2 ln(2) t2/t2w,1 − i ω̇c,1t

2/2
]

(2)

is a source term reflecting properties of the laser pulse
electric-field used to ionize the first wave packet. tw,1 is
the FWHM of the laser pulse, and ω̇c,1 represents the
frequency chirping.

After a variable time delay td, the other valence elec-
tron is exposed to a laser pulse with different frequency
from the previous excitation, and being excited to an-
other radial wave packet. The dynamics of double
wave packets can be calculated using the following time-
dependent Schrödinger equation [26]:[

i
∂

∂t
− (H − E1 − E2)

]
Ψ(r1, r2, t)

= R1(r1, t)S2(r2)G2(t). (3)

The H = p21/2 + p22/2 + V (r1) + V (r2) + 1/r12 is the
full Hamiltonian of the two-electron three-body Coulomb
system, and E1, E2 are the central energies of the two
electronic wave packets, respectively. Here Z = 2 is used
in the Coulomb potential term V (r). Ψ is the full two-
electron wave function, while R1 is the radial wave func-
tion calculated from Eq. (1). S2 is the source term with
a small radial extent, and

G2(t) = exp
[
−2 ln(2) (t− td)2/t2w,2 − i ω̇c,2(t− td)2/2

]
(4)

is a source term reflecting properties of the laser pulse
electric-field used to ionize the second wave packet. Sim-
ilarly, tw,2 is the FWHM of the second laser pulse, and
ω̇c,2 is the frequency chirping. The phase of the second
laser pulse relative to the first laser pulse only gives an
overall phase shift of the two-electron wave function Ψ,
and has no physical impact to the system.

FIG. 2. Final energy and radial distributions from a quantum
calculation with initial parameters given in the caption of
Fig. 4. The results are non-symmetrized. The final time of
the calculation is set to 215 a.u. after the center of the second
laser pulse; at this time, the second wave packet has fully
passed the first wave packet in position space. The black
arrow in figure (b) indicates the moving direction of the wave
packet in position space. The separation between the two
electrons only gets larger at later times.

It can be seen in Eq. (1) and (3) that the two-electron
wave function is non-symmetrized whereas the actual
spatial function should be symmetric or anti-symmetric
under exchange, depending on the spin coupling. How-
ever, all of the calculations below are for cases where the
two electrons’ energies have relatively large differences
which makes them essentially distinguishable. To illus-
trate this, the final energy and radial distributions from
an example quantum calculation are presented in Fig. 2.
In neither the energy nor the position representations do
the wave functions have overlap with their symmetrized
counterpart. Non-symmetrized, symmetrized, or anti-
symmetrized wave functions yield nearly identical results
in the physical quantities shown in later sections. All re-
sults presented in this paper are from non-symmetrized
wave functions.

In the expressions for laser pulses in Eq. (2) and
(4), the possibility for a substantial chirp has been in-
cluded for additional control of the two-electron wave
functions. There are two important consequences from
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the chirp. Firstly, the chirping introduces an energy-
dependent phase into the two-electron wave function. For
a positive chirping ω̇c, low energy electrons are emitted
early; for a negative chirping ω̇c, fast electrons are emit-
ted early. Because of the energy exchange between the
two electrons, these relative energy-dependent phases are
important. Secondly, when there is frequency chirping,
the energy width of the electrons are larger than the min-
imum from the uncertainty principle. For example, the
FWHM of energy distributions are

δEj =

(
4 ln 2

tw,j

)√√√√1 +

(
ω̇c,jt2w,j

4 ln 2

)2

, (5)

where j = 1, 2 represent the first and the second elec-
tron. When ω̇ct

2
w = ±4

√
3 ln 2 ≈ ±4.802, the energy

width, δE, is doubled from the minimum width without
chirping. This provides a tool to study the effect of laser
time width or energy width only, without changing the
other.

The wave function Ψ is expanded in a spherical har-
monic basis and propagated using the time-dependent
close coupling method [26, 27] with an implicit time
propagator. The final time of the calculation is chosen
such that the second electron’s radial wave function fully
passes the first electron’s. The first electron’s energy and
the relative angle between the two electrons are evaluated
at the final time.

This two-step launch model can also be simulated us-
ing the classical trajectory Monte Carlo method [26, 28].
The ionization (launch) times of the electrons are ran-
domly sampled from the quantum source term |G1,2(t)|2
for each electron. The initial energies are sampled from
the Fourier transform of the corresponding launch time
distributions. The classical energies Ej satisfy the fol-
lowing Gaussian distribution:

Ej ∼ exp

(
−4 ln 2 ·

[
E − Ẽj(t)

]2
/δE2

j

)
, (6)

where j = 1, 2 represent the first and the second electron.
The δEj = 4 ln 2/tw,j is the FWHM of the Gaussian
energy distribution without chirping. To simulate the
frequency chirping, the central energy Ẽj(t) = Ẽj(0) +

ω̇c,jt is time-dependent, where Ẽj(0) is the corresponding
laser central energy, and ω̇c,j is the frequency chirping.

III. RESULTS

The first calculation is performed with the following
initial variables and properties. Each electron’s angular
momentum just after launch is set to be zero. The ini-
tial energies for the two electrons are E1 = 0.15 a.u.,
E2 = 1.0 a.u. The laser time widths are tw,1 = 40.0 a.u.,
tw,2 = 15.0 a.u., and there is no frequency chirping. The
second electron’s launch time delay is td = 120.0 a.u. At
the final time, the relative angle cos θ is defined as the

FIG. 3. Distribution of the first electron’s final energy versus
the final relative angle between the two electrons. The distri-
bution is from quantum calculations. The second electron’s
final energy is integrated over in the distribution. The initial
energies for the electrons are E1 = 0.15 a.u., E2 = 1.0 a.u.
The laser widths are tw,1 = 40.0 a.u., tw,2 = 15.0 a.u. There
is no frequency chirping. The second electron is launched at
td = 120.0 a.u. after the first electron.

angle between the two electrons’ asymptotic momentum
at infinity.

Correlation between the first electron’s final energy
and the relative angle can be found in Fig. 3. Since the
launch angular momenta for each of the two electrons are
zero, the relative angle cos θ has a flat distribution from
−1 to 1 if there are no interactions between the two
electrons. The interactions between the two electrons
are nearly negligible at large relative angle (i.e. small
cos θ), and the distribution presented in Fig. 3 is nearly
flat in these regions. However, at a small relative an-
gle (i.e. large cos θ), when the second electron passes the
first electron, the strong repulsion between the two elec-
trons push them away from each other. Thus, nearly no
probability can be found at cos θf > 0.95, and electrons
initially emitted at these relative angles are pushed aside
to larger final angles, i.e. smaller cos θ. That makes the
relative angle distribution have a local maximum near
cos θf ≈ 0.87 and E1f ≈ 0.15 a.u. Also, most of those
electrons pushed aside gain energy from the strong re-
pulsions, and they can be found in a small tail near
cos θf ≈ 0.9 and E1f > 0.18 a.u.

In Fig. 3, another small tail can be found near cos θ ≈
0.75 and E1f > 0.18 a.u. which is barely visible. To
study the properties of this small tail, quantum calcula-
tions are performed with only the first electron’s energy
width doubled. From the quantum uncertainty principle,
this can be achieved by halving the first electron’s launch
time width tw,1 without introducing any frequency chirp-
ing. The distribution of the first electron’s energy and
the relative angle can be found in Fig. 4. Similar to
Fig. 3, the strong repulsion between the two electrons,
when they pass close to each other, introduce the vacancy
at cos θf > 0.95, the local maximum near cos θf ≈ 0.87
and E1f ≈ 0.15 a.u., and the first tail near cos θf ≈ 0.9
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FIG. 4. Distributions of the first electron’s final energy versus
the final relative angle from quantum calculations. The first
electron’s launch time width is tw,1 = 20 a.u., all other pa-
rameters are the same as those given in the caption of Fig. 3.
The dashed line is at E1f = 0.26 a.u., while the circles are at
the semiclassical interference maxima described later in the
text.
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FIG. 5. Illustrations of the two classical trajectories that re-
sult in the same final energy and final angle of the first elec-
tron. The first electron is indicated by the red line, and the
second electron is indicated by the blue line. The dashed red
line indicates the motion of the first electron before the sec-
ond electron is emitted. The launch time delay of the second
electron is 120 a.u. The second electron has an initial energy
of 1.0 a.u. The figure (a) indicates trajectories with larger ini-
tial angle and weaker interaction between the two electrons,
while the figure (b) indicates trajectories with smaller initial
angle and stronger interaction. The final angle looks larger
than cos θf = 0.91 because the x-scale is much larger than
the y-scale in the figure.

and E1f > 0.18 a.u. Importantly, a second and a third
tail near cos θf ≈ 0.8 and 0.7 also are found. The alter-
nations between high and low distributions with respect
to cos θf are indications of quantum interferences.

To study the properties of these interference patterns,
the semiclassical method described in Ref. [25] is used to
analyze these classical trajectories. For example, there
are two totally different trajectories with final cos θf =
0.91 and E1f = 0.26 a.u. in Fig. 4. Illustrations of the
two trajectories are given in Fig. 5. The first trajectory,
as shown in Fig. 5(a), has a larger initial angle between
the two electrons’ launch directions. The Coulomb inter-
action between the two electrons in this case is relatively

weak. The final energies and angle is nearly the same
as their initial values. The second trajectory, as shown
in Fig. 5(b), has a smaller initial launch angle. Since
the second electron has a much higher energy than the
first electron, intense Coulomb interaction will happen
after the late-launched second electron catches up to the
early-launched first electron. As can be found from the
labels in the figure (b), the first electron gains energy
in this process, and gets repelled to a larger final angle.
In order for the two trajectories to evolve to the same
final energy, the early-emitted electron from the second
path must have a much lower energy than the expected
final energy. This requires the early-emitted electron be
ionized from a laser with a wider energy width, which ex-
plains why the interference pattern is stronger in Fig. 4
than in Fig. 3.

When two classical paths have the same final energy
and relative angle, quantum interferences may appear
[25]. A semiclassical technique is used to calculate the
action of the two paths. Note that when the final
state is in the momentum representation, an extra phase,
−p1f · r1f − p2f · r2f, from Fourier transform of the wave
function, is added to the total classical action [29–31].
The pf and rf represent the vector momentum and po-
sition of the two electrons at a fixed final time. The
phase difference between the two paths are used to find
the semiclassical interference maxima. For calculations
in Fig. 4, the first interference maximum angle is aligned
for the semiclassical and quantum calculations, e.g. the
cos θf = 0.91 at E1f = 0.26 a.u. Then, the rest of the
interference maxima are found at semiclassical phase dif-
ference of 2π from the first interference maximum, e.g.
the cos θf = 0.80 at E1f = 0.26 a.u. matched fairly well
with the quantum result. The semiclassically calculated
interference maxima are marked as circles in Fig. 4.

From calculations in Fig. 3 to calculations in Fig. 4,
not only the energy width is doubled, the first electron’s
launch time width is also halved. In order to study prop-
erties of the interference patterns, three quantum cal-
culations are designed with the same energy width but
different time widths. This can be achieved by intro-
ducing frequency chirping as mentioned in Sec. II and
Eq. (5). Correlations of the final energy and the rel-
ative angle can be found in Fig. 6. For calculations
shown in Fig. 6(a) and (c), the first electron’s launch
time widths are tw,1 = 40 a.u., and frequency chirpings
ω̇c,1t

2
w,1 ≈ ±4.802 are added. Note that the opposite

signs in frequency chirping result in a different energy
vs launch time distribution for the first electron. As a
comparison, the Fig. 6(b) has the same parameters as
those in Fig. 4, where its doubled energy width is directly
due to the halved time width without frequency chirping.
The interference patterns exist in all three calculations,
but with slightly different inclines in the distributions
of the relative angle. These results verify that the first
electron’s energy width, but not the launch time width,
makes the interference patterns stronger in Fig. 4 than
that in Fig. 3.
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FIG. 6. Comparisons of the first electron’s final energy and the relative angle from three quantum calculations are given in (a),
(b), and (c). FWHM and frequency chirping properties of the first laser pulse are given in the figure. All other quantities are
the same as those given in the caption of Fig. 3. Note that the probability densities are in arbitrary units. Solid lines in the
first three figures are plotted at E1f = 0.26 a.u. or 0.15 a.u., corresponding to the respective horizontal slices at energies E1f

presented in subfigures (d) and (e).

To study the detailed effects of frequency chirpings in
Fig. 6(a-c), the two horizontal slices at E1f = 0.26 and
0.15 a.u. are given in subfigures Fig. 6(d) and (e). At
high final energy E1f = 0.26 a.u., as chirping ω̇c goes
more negative, the interference maxima shift to higher
cos θf . At low final energy E1f = 0.15 a.u., the max-
ima shift to lower cos θf as ω̇c increases. This can be
qualitatively explained that with negative chirping, e.g.
in Fig. 6(c), the first electron emitted at an earlier time
has higher average energy. Thus, its scattering from the
second electron happens at a much further distance from
the nucleus, and it is harder for the first electron to be
scattered into a larger final angle. As a result, for higher
E1f , the rightmost angle cos θf is larger. With negative
chirping, the first electron emitted at a later time has
lower average energy, and it is more likely to be scattered
to larger final angle (i.e. smaller cos θf ). The frequency
chirpings affect the inclinations of the interference pat-
terns but not the strength of them.

All of the above quantum calculations are performed
with the delay time of the second launch being td =
120 a.u. Quantum calculations with the delay time being
td = 200 a.u. are performed. The energy and angle cor-
relation results can be found in Fig. 7. One interesting
result for td = 200 a.u. is that the interference patterns
are more dense than those of td = 120 a.u. in the upper
right interference region, with respect to the final angle
cos θf . This can be qualitatively understood that in or-

der to get the same final angle and same final energy,
with the first electron being further away from the nu-
cleus, the scattering should be more intense and the first
electron gains more energy in this process. To reach the
same final energy, the first electron’s initial energy has
to be much lower, and E1i decreases much faster ver-
sus θf . Before the second electron is launched, the lower
E1i is, the slower action is accumulated. Then the fi-
nal total action changes faster as a function of the final
angle. Faster oscillations are found in the interference
amplitudes with respect to the final angle, with a longer
launch delay time.

IV. COMPARISONS BETWEEN DOUBLE
WAVE PACKETS AND AUGER DECAY MODEL

As discussed in a previous paper [25], quantum inter-
ferences also exist in the photoexcitation Auger decay
model with post-collision interaction. Different classi-
cal trajectories were found that lead to the interferences
in the Auger decay model. However, there are several
key differences between the Auger decay model and the
double wave packets model, and they lead to different
interference properties.

The first major difference is the energy widths of the
electrons in the two models. In the present double wave
packets model, energy widths of the electrons are directly
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FIG. 7. Distributions of the first electron’s final energy versus
the final relative angle. The two electrons’ launch time widths
are tw,1 = 20.0 a.u. and tw,2 = 15.0 a.u. There is no frequency
chirping. The delay times of the second electron’s launch td
are given in the figure labels. All other parameters are the
same as those given in the caption of Fig. 3. Dashed lines in
(b) are plotted at E1f = 0.26 a.u. and E1f = 0.15 a.u. while
circles are at the semiclassical interference maxima. Note that
the cos θf range is from 0 to 1.0 in the figure.

controlled by the properties of the laser pulses used to
ionize the electrons, and the energy widths can be com-
parable to the absolute energy of the ionized electrons.
In the Auger decay model, the photoelectron’s energy
width only depends on the lifetime of the inner shell
vacancy. This depends on the actual atom considered
in the Auger decay. It is often of the order of magni-
tude around 100 meV [24], which is about 3.7×10−3 a.u.
That is usually smaller than the absolute energy of the
photoelectron, but comparable to the Rydberg spacings.
Based on energy conservation, the Auger electron’s en-
ergy width is the bandwidth of the laser pulse minus the
Auger core width. Considering the very high energy of
a typical Auger electron, its energy width usually has
negligible effect on the final state of the photoelectron.

In the present double wave packets model, the inter-
ferences are achieved partly by relatively large energy
exchange when the two electrons are launched into small
relative angles. However, for the Auger decay model with
a positive energy photoelectron, the photoelectron can
still be scattered by the later-emitted fast Auger elec-

tron in the two paths as presented in Fig. 5, but the
photoelectron will not have the same final energies in the
two paths. Interferences with the present two-step launch
mechanics thus do not exist in the above-threshold Auger
decay model.

The second major difference is the controllable launch
time delay between the two electrons. In the Auger decay
model, the delay time between the two launches satis-
fies an exponential distribution. The interference occurs
when the Auger core width is equal to or smaller than the
adjacent Rydberg spacings of the photoelectron. Loca-
tions and oscillations of the interference amplitudes, with
respect to the relative angle cos θf , mostly depend on the
photoelectron energy, but not the Auger core width [25].
The smaller Auger core width only makes the interfer-
ence patterns brighter. In the present two-step launch
model, the delay time is a single tunable value. Loca-
tions and oscillations of the interferences mainly depend
on this delay time between the two launches. The first
electron’s larger energy width makes the interference pat-
tern brighter.

As discussed in the final paragraph in Sec. III, in the
present two-step launch model, the main difference in
total action accumulation is from the the first electron
before the second electron emission. This is also true for
the below-threshold Auger decay model. In the Auger
decay model, the action accumulated by the photoelec-
tron before the Auger decay significantly affects the final
interference patterns. For fixed initial and final photo-
electron energies, the Auger decay times of the two paths
only depend on the final relative angle. Thus the action
accumulation differences and oscillations of the interfer-
ence patterns, with respect to the final relative angle,
mainly depend on the initial photoelectron energy, but
not the Auger core width.

Last, the tilting direction of the interference patterns
with respect to the final angle are studied for the two
models. For results presented in the two models, in the
correlation of the first electron’s final energy and the rel-
ative angle, along an interference ridge, both cos θf and
E1f go higher or lower, in the same numerical direction.
This can be understood that for electrons with higher
energy, the scattering usually happens at a far distance
from the nucleus. It is then harder for the first electron
to be scattered into a larger final angle, or smaller cos θf ,
because the second electron has to be aimed at a very
narrow angle relative to the first electron’s. As an inter-
esting example presented in Fig. 6(a), due to the laser
frequency chirping, the first electron with lower energy is
emitted earlier while higher energy is emitted later. With
a reasonable delay time, the first electron’s wave function
can have a very narrow radial width while scattered by
the second electron. This causes the final interference
pattern be nearly vertical on the cos θf scale.
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V. CONCLUSIONS

In this paper, the interferences in the two-step launch
double wave packets model were presented. The two-step
launch model contains sequentially ionized double wave
packets using laser pulses. The two wave packets can
have different energies or different energy widths due to
the properties of the laser pulses. The delay time be-
tween the ionizations of the double wave packets is also
tunable in an experiment. Numerical calculations are
performed using both quantum and classical methods.
The angular momentum of both electrons is set to zero
just after launch. At the final time of the calculations,
the distribution of the first electron’s energy versus the
relative angle between the two electrons is studied. At
large final relative angle, the distribution is mostly flat,
and the final angle is nearly the same as their initial an-
gle. In these regions, the final energies are also nearly
the same as their initial energies. However, due to the
repulsion between the two electrons, the two electrons
initially launched into very close directions are repelled
to larger final relative angles. The first electron gains
energy in this process. In these two different scenarios,
there are two sets of trajectories that start with different
initial energies and angles but result in the same final
energy and relative angle. Semiclassical action is used

to analyze the two different trajectories and locations of
quantum interference maxima. Properties of the quan-
tum interferences are studied in detail with respect to
different initial physical parameters, including laser pulse
width, laser frequency chirping, and time delay between
the two-step ionizations.

Furthermore, the present double wave packet model
and the below threshold photoexcitation Auger decay
model [25] are compared. Differences in the physical
model are discussed, including the fixed tunable delay
time between the two-step ionizations in the double wave
packet model, versus the exponentially distributed Auger
core decay time after photoexcitation. Effects of the ini-
tial energy distributions of the two electrons in these two
models are also studied. Further studies of these two
models can focus on the non-zero initial angular momen-
tum of the two electrons, and novel interference patterns
may be discovered.
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