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The efficient simulation of correlated quantum systems is a promising near-term application of
quantum computers. Here, we present a measurement of the second Rényi entropy of the ground
state of the two-site Fermi-Hubbard model on a 5-qubit programmable quantum computer based
on trapped ions. Our work illustrates the extraction of a non-linear characteristic of a quantum
state using a controlled-swap gate acting on two copies of the state. This scalable measurement
of entanglement on a universal quantum computer will, with more qubits, provide insights into
many-body quantum systems that are impossible to simulate on classical computers.

One of the striking differences between classical and
quantum systems is the phenomenon of entanglement.
Analyzing large entangled states is of considerable inter-
est for quantum computing applications. This is par-
ticularly relevant to quantum chemistry, quantum elec-
trodynamics, and materials science simulations involving
interacting fermions [1, 2], small versions of which have
been simulated on few-qubit quantum computers [3–6].
Recently, a quantum algorithm was developed to con-
struct the entanglement spectrum of an arbitrary wave
function prepared on a quantum computer via measure-
ment of the Rényi entropies [7]. In this Letter we measure
the second Rényi entropy in a 5-qubit circuit by imple-
menting a controlled-swap (C-Swap) gate, and mitigate
experimental errors by exploiting the symmetry proper-
ties of this gate. We note that previous measurements of
the Rényi entropy such as [8] were not implemented on
universal machines and may not be easily generalizable
to arbitrary Hamiltonians or scalable to larger systems.

For a many-body quantum system ideally described by
the state |Ψ〉 and composed of two subsystems A and B,
the nth Rényi entropy is given by Sn = 1

1−n log(Rn),
where

Rn = Tr(ρ̂nA) (1)

is the trace of the nth power of the reduced density ma-
trix ρ̂A = TrB(|Ψ〉〈Ψ|). For non-zero entanglement we
have R2 < 1, which has the same universality proper-
ties as the von Neumann entropy S = −Tr(ρ̂A log(ρ̂A)).
Both are measures of the entanglement between A and
B, and provide valuable information about the under-
lying physics of the system. For example, the Rényi
entropy can be used to study out-of-equilibrium scal-
ing of entanglement[9–14], which includes distinguishing
many-body localized states from thermalized states [15–
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19] through their time dependence and dimensional scal-
ing law [20], and to study topological order [21, 22] and
quantum critical systems [23–25].

The system under investigation for this work is the
two-site Fermi-Hubbard model, which describes interact-
ing electrons on a lattice [26, 27]. Despite its simplicity,
it has been postulated as a model for complex phenom-
ena such as high-temperature superconductivity. Since
its behavior in the thermodynamic limit remains inac-
cessible to classical numerical techniques, it has become
a prime candidate for simulation by quantum computers
[28, 29].

Our work consists of several co-designed theoretical
and experimental steps. First, we find an efficient map-
ping from the electronic problem to the qubit space. Sec-
ond, we develop a circuit for digitized adiabatic evolution
to prepare the ground state of the model, parametrized
by the Trotter step size and the total evolution time.
Based on available experimental resources and estimated
Trotter errors, we choose a set of parameters that best
corresponds to the result from exact diagonalization.
Third, we realize the C-Swap gate, which is the key to
efficiently extracting the second Rényi entropy. Finally,
we integrate all of these elements into one circuit (Fig.
1) that prepares and evolves two copies of the Fermi-
Hubbard system, and measures the second Rényi en-
tropy with the help of an ancilla qubit. Importantly,
in this step, we use the symmetry properties of the C-
Swap gate to post-process the information contained in
the four data qubits and reduce experimental errors. We
note that other methods to measure entanglement en-
tropy have been proposed using either multiple copies of
the system [30–33], or random quenches [34].

We execute the relevant quantum circuits on a
trapped-ion system, that constitutes a programmable
five-qubit quantum computer with full connectivity
[35, 36]. Qubits are realized in the hyperfine-split
2S1/2 ground level of 171Yb+ ions confined in a Paul
trap. Single- and two-qubit gate fidelities are typically
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FIG. 1. The quantum circuit for the adiabatic evolution of
two copies (labeled 1 and 2) of the two-site Fermi Hubbard
model (each realized in two qubits A and B), and the mea-
surement of the second Rényi entropy. The non-interacting
ground state is prepared via the application of Hadamard
gates, followed by the digitized adiabatic evolution to a fi-
nite value of U by repeated application of the central code
block. m is an integer referring to the m-th step of the adi-
abatic evolution; δ and τ are given in the text. The angles
in the rotation gates are in radians. The Rényi entropy R2 is
measured by applying a C-Swap gate controlled by an ancilla
qubit (anc.) on subsystems A and subsequent detection of the
state of the ancilla. By applying additional Hadamard gates
and measuring the system qubits, experimental errors can be
detected and discarded.

99.1(5)% and 98.5(5)%, respectively. Typical gate times
are 10 µs for single- and 210 µs for two-qubit gates. The
computational gates such as H, CNOT, and C-Swap are
generated in a modular fashion by a compiler which
breaks them down into constituent physical-level single-
and two-qubit gates from the library (see Appendix A).

The Fermi-Hubbard Hamiltonian is

Ĥ = −J
∑
〈i,j〉,σ

(ĉ†i,σ ĉj,σ + ĉ†j,σ ĉi,σ) + U

N∑
i=1

n̂i↑n̂i↓ (2)

where ĉ†i,σ and ĉi,σ are the electron creation and annihila-

tion operators, respectively, for spin state σ ∈ {↓, ↑} and

site i, and n̂i,σ = ĉ†i,σ ĉi,σ is the electron number opera-
tor. Here J is the hopping strength and U is the on-site
interaction. We consider the smallest non-trivial version
of the model, which involves two sites and two electrons
with total spin Sz = 0 along the z-axis.

Typically, when mapping electronic problems to
qubits, the Jordan-Wigner [37] or Bravyi-Kitaev [2] map-
pings are used, both of which work in the second quan-
tized basis. Here, the number of qubits Nq is equal to the
number of single-electron states Ns, which would require
Nq = Ns = 4 qubits.

However, in many problems, there are additional sym-
metries or conservation laws that can reduce the size of
the Hilbert space. The Hamiltonian above conserves both
the number of electrons Ne and the total spin along z,
Sz. Therefore, a first quantization mapping, in which the
Hilbert space sizes of the qubit system and the many-

electron problem are equal, uses qubits most efficiently.
This is an important optimization for near-term quantum
hardware.

In first quantization, the Hilbert space size is 4, which
can be mapped to two qubits as |00〉 = {1↑1↓}, |01〉 =
{1↑2↓}, |10〉 = {2↑1↓}, and |11〉 = {2↑2↓}. {iσijσj} rep-
resent the Slater determinants, which satisfy the number
and spin conservation laws of the Hamiltonian. In this
mapping, one qubit represents the up spin space and the
other the down spin space. In this basis, the Hamiltonian
is

Ĥ =

 U −J −J 0
−J 0 0 −J
−J 0 0 −J
0 −J −J U

 . (3)

This can be written in terms of operators acting on the
two qubits (up to a constant, and scaling energy by J)
[38, 39]

Ĥ = −(X̂1 + X̂2) +
U

2
Ẑ1Ẑ2, (4)

where X̂i and Ẑi are Pauli matrices.
To prepare the ground state of Ĥ at finite U , we use

digitized adiabatic evolution from the zero-interaction
ground state. The time-dependent Fermi-Hubbard
Hamiltonian Ĥ(t) is

Ĥ(t) = −(X̂1 + X̂2) +
t

2τ
Ẑ1Ẑ2 (5)

from t = 0 to t = Uτ by linear interpolation. At U = 0,
the ground state is (|0〉+ |1〉)⊗ (|0〉+ |1〉), which can be
prepared with Hadamard gates (see Fig. 1).

The first order Trotterization for a Hamiltonian with
two non-commuting terms Ĥa,b is exp(−i(Ĥa + Ĥb)δ) =

exp(−iĤaδ) exp(−iĤbδ) + Ô(δ2). For larger evolution
time τ and smaller step size δ, the approximation of
the ground state is more accurate (see Appendix B).
Here, at time t = mδ, where m is an integer, we set
Ĥa = −(X̂1 + X̂2), Ĥb = mδ

2τ Ẑ1Ẑ2. Putting together
Trotterization and digitized adiabatic evolution, we ob-
tain the following sequence of unitary operations to pre-
pare the ground state:

V̂ =

M∏
m=1

[
exp(iδX̂1) exp(iδX̂2) exp

(
− im δ2

2τ
Ẑ1Ẑ2

)]
.

(6)

Following [40], we use the convention that R̂x(θ) =

exp(−iθX̂/2), and similarly for Ẑ. This leads us to the
circuit for the digitized adiabatic evolution as shown in
figure 1.

We simulate the evolution on a classical computer to
investigate the scaling of the error in R2 in the first order
Trotter approximation (see Appendix B).
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FIG. 2. Expectation value of the Hamiltonian 〈Ĥ〉 of the
Fermi-Hubbard model after adiabatic evolution, to the values
of U given by the abscissa. Method I (M. I, open diamonds)
sees an increase in experimental error with U (shaded area)
since Nsteps increases with U . Subtracting a straight line
of slope 0.063 best matches the data points to the theory
curve (filled diamonds). For method II (M. II, open circles),

Nsteps=5 is constant and the experimental error in 〈Ĥ〉 is seen
as an offset. Even for large systems, this can be measured for
the integrable case U = 0 and then subtracted (filled circles).
The corrected results (measured offset 0.58) follow the theory
curve well. Method II is a better match to the exact solution.

For the experimental implementation, the memory
depth of the arbitrary waveform generator used to con-
trol the laser pulses limits the length of a gate sequence to
8ms, bounding the number of Trotter steps to Nsteps ≤ 6.
We implement two different methods for evolving to finite
U .

Method I: For a fixed τ and δ, one can sample at in-
tervals of τ/δ and Nsteps = Uτ/δ. In order to evolve
from U = 0 to U = 6, we choose τ/δ = 1 and go from
Nsteps = 0 to Nsteps = 6. As a result, only finitely-spaced
values of U can be chosen. Here, smaller values of U in-
volve fewer gates and will be less affected by experimental
errors.

Method II: We fix Nsteps = 5, and can hence sample
any value of U up to Nsteps. In this case, τ = Nstepsδ/U .
Here, the same number of gates are performed at every
value of U and so the magnitude of the experimental error
should be similar at every point.

Based on simulations (see Appendix C), we choose the
parameters that seem to most closely follow the results
from exact diagonalization. For method I, δ = 0.1 and
τ = 0.1, while for method II, δ = 0.25 and τ = 1.25/U .

We first implement the digitized adiabatic evolution by
itself for both methods in a two-qubit experiment on our
system. We prepare the qubits along the x-axis of the
Bloch sphere, in the ground state of the non-interacting
Hamiltonian (U = 0) using Hadamard gates (see Fig.
1). Then we evolve the state in steps from U = 0 to
U = 6 for method I and U = 5 for method II. Finally we
measure along the z-axis and separately (with the help

of additional Hadamard gates) along the x-axis to cal-

culate the expectation value 〈Ĥ〉 from 〈X̂1〉, 〈X̂2〉, and

〈Ẑ1Ẑ2〉. The results are shown in figure 2. We see that
method II shows an offset from the ideal value. If we sub-
tract the value measured for U = 0 (no evolution) from
all data points, they match the theoretical expectation
closely. For method I, the number of gates and hence the
error incurred grows with U . Subtracting a straight line
of slope 0.063 models this increase well. This is consis-
tent with the small-circuit error model developed in [41].
In a larger system, where the dynamics are unknown,
this correction cannot be easily determined. The offset
seen in method II, however, corresponds to the error in
the eigenvalue of a non-interacting and hence easily in-
tegrable system, which can be more generally applied.
Alternatively, zero-noise extrapolation as recently done
in [42] can be employed, if the extra circuit depth needed
is available. We note that while both methods provide
good results when simulating the Rényi entropy (see be-

low), only method II matches the exact evolution of 〈Ĥ〉
well. A particular Trotterization doesn’t in general re-
produce all observables with similar accuracy.

To measure R2, we follow the technique outlined
in [7], which requires two copies of the state |Ψ〉 =∑
i,j cij |ai〉|bj〉, where |ai〉 and |bj〉 are the basis states

of subspace A and B, respectively. R2 is given by the
expectation value of the Swap operator on subspace A,

R2 = 〈Ψ|〈Ψ′|SwapA|Ψ〉|Ψ′〉, (7)

where the apostrophe indicates states belonging to sub-
system 2, and the operator SwapA acts as follows:

SwapA|Ψ〉|Ψ′〉 =
∑
i,j

∑
i′,j′

cijci′j′ |ai′〉|bj〉|ai〉|bj′〉. (8)

To extract R2 experimentally, we apply the Swap-gate
to the subsystems A of two copies of the adiabatically
evolved state, conditional on the state of an ancilla qubit.
The ancilla qubit is prepared and measured in the x-
basis by applying a Hadamard gate before and after
the C-Swap gate (see Fig. 1). Repeating the simula-
tion and measurement, and averaging the results allows
us to determine the probability Pa to find the ancilla
qubit in state |0〉 or |1〉 from which R2 is calculated as
R2 = Pa(0)− Pa(1).

The C-Swap or Fredkin gate [43] has been experimen-
tally implemented in NMR [44] and photonic systems
[45, 46]. Our work is the first implementation of a C-
Swap gate with trapped ions. Its evolution operator is

ÛC-Swap =


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1

 . (9)

We realize this gate by programming our quantum com-
piler to break it down into gates from our native library
[35, 36]. It requires seven entangling gates and fourteen
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FIG. 3. Implementation of the C-Swap or Fredkin gate. The
plot shows results for all eight input states, reproducing the
evolution operator (eqn. 9) with an average success probabil-
ity of 86.8(3)%, while the state of the control qubit is correct
with 94.0(2)% probability. The results have been corrected
for ∼ 1% state-preparation and measurement error.

single-qubit rotations. A circuit diagram detailing its
modular implementation is shown in Appendix D. We
apply each logical input state and record the output state
probabilities. The results are shown in figure 3. Com-
pared to the ideal evolution operator shown in equation
9, the average success probability is 86.8(3)%. The con-
trol qubit, on which the measurement of R2 hinges, is
found to be in the correct state with 94.0(2)% probabil-
ity. We also apply the gate on a balanced superposition
of input states and measure 85.2(7)% correct outcomes.
From these measurements, we derive an estimate for the
process fidelity of 83(3)%, using the method described in
[47].

With all elements of the circuit in place, we now im-
plement the entire algorithm to adiabatically evolve two
copies of the two-qubit Fermi-Hubbard system and mea-
sure the second Rényi entropy using the top qubit as
the ancilla (see Fig. 1). The results are shown as open
symbols for method I and II in figure 4(a) and (b), re-
spectively. Both figures include a curve showing the the-
oretically expected values for the chosen Trotter step (δ)
and evolution time (τ), as well as the exact solution for
comparison. The exact solution shows R2 monotonically
decreasing with increasing interaction, implying increas-
ing entanglement between the qubits. For method I the
curve starts just below 0.9. At this point, no adiabatic
evolution is applied, and this value is expected from the
performance of the C-Swap gate. The deviation from the
theoretically expected curve increases as more evolution
steps are taken. For method II, 27 entangling gates have
to be performed regardless of the value of U and we ob-
serve a systematically lowered value of R2. It is clear
that the measurement outcomes of the ancilla qubit are
determined by both the dynamics of the model and the
errors in the physical gates.

To distinguish between these two phenomena, we de-

velop a method to detect erroneous runs using the ad-
ditional information available in the four data qubits
representing the two systems. The eigenvalues of the
Swap operator are ±1 with the corresponding eigen-
states being even and odd functions of the qubits being
swapped. For any operator V̂ , with eigenvalues λm and
eigenvectors |m〉 such that V̂ |m〉 = λm|m〉, and a state

|Φ〉 =
∑
m dm|m〉, the expectation value 〈Φ|V̂ |Φ〉 can

be obtained by applying V̂ conditional on the state of
an ancilla qubit. The ancilla is prepared along x before
the controlled-V̂ operation and measured in the X-basis
thereafter. Just before measurement, the qubits are in
the following state, where the first ket in each term de-
scribes the ancilla qubit:

|0〉
∑
m

(1 + λm)dm|m〉+ |1〉
∑
m

(1− λm)dm|m〉. (10)

This is essentially the circuit used to measure the ex-
pectation value of the SwapA operator to determine the
Rényi entropy. Therefore we can make the observation
that the probability of |1〉|ai〉|bj〉|ai′〉|bj′〉 is 0 if i′ = i or
if j′ = j. This implies that twelve of the 32 possible out-
put states of the 5-qubit register should have zero-weight
when it comes to evaluating R2 (see Appendix E). We re-
analyze the data after discarding such outcomes and find
the values given by the filled symbols in figure 4. The
data points now follow the theoretical curves, showing
that the method succeeds in substantially reducing ex-
perimental errors. This technique is general since it only
depends on the symmetry of the C-Swap operation and
is independent of the model Hamiltonian under investi-
gation. The yield, or fraction of data runs that are kept
under this method, is ∼ 84% for method II, and drops
with U from 94% to 83% for method I (see Appendix
E). For the deeper circuits, the technique is not able to
discard all errors, however, as can be seen in figure 4(a)
at U = 6.

In summary, we have demonstrated a complete chain
of steps (i.e. the ‘full quantum computing stack’) to sim-
ulate a model Hamiltonian on a quantum computer and
measure bipartite entanglement using a circuit with up
to 31 entangling and 78 single-qubit gates. Each step is
scalable to a larger system of qubits on the trapped-ion
hardware platform. The technique can also be imple-
mented on different quantum computing architectures.
The error-mitigation method we have used is expected
to scale well to larger system sizes since the number of
states it discards scales with the size of the Hilbert space
of the system, but it will break down at larger circuit
depths. Therefore it is a good technique for the NISQ
(Noisy Intermediate-Scale Quantum) era [48], where we
might expect short-depth circuits acting on several qubit
systems without fault tolerance to be useful for certain
applications.
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FIG. 4. Results of the measurement of R2 after the digitized adiabatic evolution to different interaction strengths U according
to method I (a) and II (b) compared to the expected curve (solid line) and the exact solution (dashed line). The open symbols
show the original data while the filled symbols show the same data after post-selection based on the symmetry of the C-Swap
gate.
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Appendix A: Experimental system

We perform the experiment on a quantum computer
consisting of a chain of five 171Yb+ ions confined in a
Paul trap and laser cooled near the motional ground
state. The hyperfine-split 2S1/2 ground level with an
energy difference of 12.642821 GHz provides a pair of
qubit states, |0〉 = |0, 0〉 and |1〉 = |1, 0〉 with quan-
tum numbers |F,mF 〉, which are magnetic field inde-
pendent to first order. The 1/e-coherence time of this
so-called “atomic clock” qubit is 1.5(5) s in our system,
which can be extended by reducing magnetic field noise.
Optical pumping is used to initialize the state of all
ions, and the final states are measured collectively via
state-dependent fluorescence detection [49]. Each ion is
mapped to a distinct channel of a photomultiplier tube
(PMT) array. The average state detection fidelity is
99.4(1)% for a single qubit, while a 5-qubit state is typi-
cally read out with 95.7(1)% average fidelity, limited by
channel-to-channel crosstalk. These state detection and
measurement (SPAM) errors are characterized in detail
by measuring the state-to-state error matrix. For av-
eraged data such as the one shown in this work, they
are corrected by re-normalizing the averaged state vec-
tor by the inverse of this matrix. Quantum operations
are achieved by applying two Raman beams from a sin-
gle 355nm mode-locked laser, which form beat notes near

the qubit frequency. The first Raman beam is a global
beam applied to the entire chain, while the second is
split into individual addressing beams, each of which can
be switched independently to target any single qubit [35].
Single qubit gates are generated by driving resonant Rabi
rotations (R-gates) of defined phase, amplitude, and du-
ration. Two-qubit gates (so-called XX-gates) are realized
by illuminating two ions with beat-note frequencies near
the motional sidebands and creating an effective spin-
spin (Ising) interaction via transient entanglement be-
tween the state of two ions and all modes of motion [50–
52]. To ensure that the motion is left disentangled from
the qubit states at the end of the interaction, we employ a
pulse shaping scheme by modulating the amplitude of the
global beam [53, 54]. The signal to drive each ion is gen-
erated by an individual Arbitrary Waveform Generator
(AWG) which allows us to efficiently apply single-qubit
Z-rotations as classical phase advances.

Appendix B: Trotter error and resource analysis

Figure 5 shows the effect of varying the Trotter step
size δ and the adiabatic evolution time τ on the accu-
racy of the measured R2 as compared to the exact value
between U = 0 and U = 10. We only consider the first
order Trotter approximation because with only two non-
commuting terms in the Hamiltonian, the first and sec-
ond order approximations are asymptotically equivalent.
We see that increasing τ increases the amplitude of the
oscillations around the exact result, whereas increasing
δ leads to an increase in a constant offset from the ex-
act value. When δ becomes too large (compared to the
largest eigenvalue of the Hamiltonian), the Trotter ap-
proximation breaks down.

Figure 6 shows how the error from the first-order Trot-
ter approximation varies with different parameters. The
error in R2 is defined as the chi-squared goodness of fit of
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the output of the quantum algorithm to the actual data
between U=0 to U=10, that is

εR2
=

(
(Rexact

2 −Rsim
2 )2

Rexact
2

)
, (B1)

where the average is over U = 0 to U = 10 measured
at intervals of U = 0.1. As expected from the adiabatic
evolution theorem, εR2

∼ τ−2, which is the behavior seen
in figure 6(a).

The error in the wavefunction, defined as the projec-
tion of the wavefunction orthogonal to the ground state,
averaged between U=0 to U=10, is given by

εΨ = 1− 〈Ψexact|Ψsim〉2. (B2)

The data show that the error in the wavefunction and
the error in the actual quantity of interest can scale dif-
ferently.

Figure 7 shows the circuit depth as a function of δ
and τ scales linearly with each, which is to be expected
from the first-order Trotter approximation and adiabatic
evolution.

Appendix C: Parameter choices for the experiment

Figure 8 shows theoretical calculations of the outcome
of the R2 measurement for various parameters that sat-
isfy the experimental restriction Nsteps ≤ 6. For the ex-
periment, the following sets were chosen: For method I,
δ = τ = 0.1, and for method II, δ = 0.25 and τ = 1.25/U .
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FIG. 5. The value of R2 output from the quantum algorithm
compared to the exact value at different values of the adia-
batic evolution time τ and Trotter step size δ for the first-
order Trotter approximation.

Appendix D: The C-Swap or Fredkin gate

The compiler breaks down the Fredkin (C-Swap) gate
into native R- and XX-gates as given by the circuit in
figure 9.

Appendix E: Error reduction

Using the convention that the top-most qubit in the
five-qubit output state after the circuit shown in figure 1
is the most significant bit in the binary representation of
the computational basis, we can assign each state from
|00000〉 to |11111〉 a decimal value from 0 to 31. The
observation about the symmetry of the state after the
C-Swap gate implies that the states numbered 16, 17,
18, 20, 21, 23, 24, 26, 27, 29, 30, and 31 should have
zero-weight at the end of the circuit. This can be used to
post-select the results by discarding runs that result in
these outcomes. Figure 11 shows the results before and
after this step. It also gives the yields associated with
each experiment. We see that we discard less than 20%
of the data and achieve an improvement in the results of
over 40% (see Fig. 4).
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