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#### Abstract

An easily solvable quantum master equation has long been sought that takes into account memory effects induced on the system by the bath, i.e., non-Markovian effects. We briefly review the Post-Markovian master equation (PMME), which is relatively easy to solve, and analyze a simple example where solutions obtained exhibit non-Markovianity. We apply the distinguishability measure introduced by Breuer et al., and we also explicitly analyze the divisibility of the associated quantum dynamical maps. We give a mathematical condition on the memory kernel used in the PMME that guarantees non-CP-divisible dynamics.


## I. INTRODUCTION

The study of open quantum systems leads to a theoretically rich and experimentally useful theory $[1,2]$. It allows us to make concrete predictions about a quantum system of interest that is interacting with its environment. One of the most commonly used equations to model open quantum system dynamics is the Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) master equation $[3,4]$, mainly due to its easily solvable nature and the fact that it satisfies the condition of complete positivity. One of the main assumptions that goes into its derivation, and that makes it easily solvable is the assumption of Markovianity or being 'memoryless'. This means that although the quantum system is interacting with a bath, no information about past states of the system flows back from the bath; the bath 'forgets' about earlier states of the system in a very short time. That is, the evolution of a quantum system at time $t$ depends only on its density matrix $\rho(t)$ and not on its state $\rho\left(t^{\prime}\right)$ at earlier times $t^{\prime}<t$.

Unfortunately, although the assumption of Markovianity allows for a pleasing simplification, the Lindblad master equation is only an approximation, and nonMarkovian effects are often too important to neglect. At the other extreme, the formally exact Nakajima-Zwanzig master equation [5] is too hard to solve. Hence compromises leading to master equations that are both easily solvable and account for non-Markovian effects are desirable. This is particularly true in light of recent developments in quantum computation and quantum annealing, where non-Markovian effects often play an important role [6]. There has already been much work on this problem, e.g., Gaussian [7], quantum collisional models [8], and time-convolutionless master equations [9]. Here we focus on the post-Markovian master equation (PMME) [10]. The PMME was derived via an interpolation between the generalized measurement interpretation of the exact Kraus operator sum map [11] and the continuous measurement interpretation of Markovian-limit dy-
namics [12]. Previous work implied that the PMME was essentially Markovian [13]. This claim was subsequently countered in [14]. Our goal in this work is to revisit the question of the (non-)Markovianity of the PMME. We confirm that the PMME can describe non-Markovian dynamics, and provide a simple example to illustrate this.

The structure of this paper is as follows. In Section II we outline the definitions and measures of nonMarkovianity that we use here to study the PMME. We describe what it means for quantum dynamics to be non-CP-divisible and how that relates to quantum non-Markovianity, and explain why an increase of distinguishability between two distinct initial quantum states is a witness of non-Markovianity [15]. We also briefly explain how the PMME is derived. In Section III, we briefly summarize the reasoning behind the work which stated that the PMME is essentially Markovian [13], and the more recent work offering evidence to the contrary [14]. Then, in Section IV, we describe the simple physical scenario of a qubit dephasing with a bath and show how the PMME accounts for non-Markovian effects that are not captured by the Lindblad equation. Finally, in Section V we give a mathematical condition on the memory kernel used in the PMME which guarantees non-CP-divisible dynamics. Supporting information for Section III is given in the Appendix.

## II. QUANTUM NON-MARKOVIANITY AND THE POST MARKOVIAN MASTER EQUATION

## A. Quantum non-Markovianity

The problem of quantifying and describing quantum non-Markovianity has been the subject of deep study in recent years. Several key measures, witnesses, and definitions of quantum non-Markovianity are now well accepted [16-18]. Here we give a brief summary of the approach contained in [19]. Quite generally, quantum
dynamics is described by quantum dynamical maps:

$$
\begin{equation*}
\rho_{t}=\Phi_{t}\left(\rho_{0}\right), \tag{1}
\end{equation*}
$$

where $\Phi_{t}$ is a completely-positive trace-preserving (CPTP), time dependent map with $\Phi_{0}=I$ (for a more general class see [20, 21]). The Markovian quantum master equation is a special case of this, where the quantum dynamical map (superoperator) $\Phi_{t}$ can be written as

$$
\begin{equation*}
\Phi_{t}=T \exp \left[\int_{0}^{t} d \tau \mathcal{L}_{\tau}\right] \tag{2}
\end{equation*}
$$

where the $T$ denotes time ordering and $\mathcal{L}_{\tau}$ is the GKSL generator [3, 4],

$$
\begin{equation*}
\mathcal{L}_{t} \rho=-i[H, \rho]+\sum_{k} \gamma_{k}\left(L_{k} \rho L_{k}^{\dagger}-\frac{1}{2}\left\{L_{k}^{\dagger} L_{k}, \rho\right\}\right) . \tag{3}
\end{equation*}
$$

Therefore, Eq. (1) becomes

$$
\begin{equation*}
\dot{\rho}=\mathcal{L}_{t} \rho . \tag{4}
\end{equation*}
$$

For this process to represent a completely positive oneparameter semigroup, the coefficients must satisfy $\gamma_{k} \geq$ 0 . This is known as the GKSL theorem. ${ }^{1}$

An interesting class of dynamical maps $\Phi_{t}$ are those for which the inverse process $\Phi_{t}^{-1}$ exists. Then for $t_{2} \geq$ $t_{1} \geq 0$, one can define a two-parameter family of maps given by

$$
\begin{equation*}
\Phi_{t_{2}, t_{1}}=\Phi_{t_{2}} \Phi_{t_{1}}^{-1} \tag{5}
\end{equation*}
$$

such that $\Phi_{t_{2}, 0}=\Phi_{t_{2}}$ and

$$
\begin{equation*}
\Phi_{t_{2}, 0}=\Phi_{t_{2}, t_{1}} \Phi_{t_{1}, 0} \tag{6}
\end{equation*}
$$

In this case one can always write down a time-local quantum master equation with the following form:

$$
\begin{align*}
\dot{\rho} & =\mathcal{K}_{t} \rho=-i[H(t), \rho] \\
& +\sum_{k} \gamma_{k}(t)\left(L_{k}(t) \rho L_{k}^{\dagger}(t)-\frac{1}{2}\left\{L_{k}^{\dagger}(t) L_{k}(t), \rho\right\}\right) . \tag{7}
\end{align*}
$$

Note the explicit time dependence in the Hamiltonian, Lindblad operators, and the rates. The $\gamma_{k}(t)$ coefficients in Eq. (7) need not be positive.

The two-parameter family of quantum dynamical maps $\Phi_{t_{2}, t_{1}}$ is said to be P-divisible or CP-divisible if $\Phi_{t_{2}, t_{1}}$ is positive or completely positive, respectively, for all $t_{2}>t_{1}$. It turns out that the master equation (7) leads

[^0]to CP-divisible dynamics if and only if all rates are positive for all times, that is $\gamma_{k}(t) \geq 0$ which follows from a straightforward extension of the GKSL theorem [23].

The notions of P- and CP-divisibility are intimately related to the notion of quantum non-Markovianity. For our purposes, the relationship between CP-divisibility and quantum non-Markovianity that was first suggested in [24] will suffice (for a more detailed description of the relationship between the two see the reviews [16, 19]). Essentially, the condition (6) is the quantum counterpart of the classical Chapman-Kolmogorov equation, and one can make the relationship between classical Markovianity and quantum Markovianity quite precise.

One important way to detect quantum nonMarkovianity in an open quantum system is to measure how the distinguishability of quantum states changes over time. For a non-Markovian process, quantum states should at some times become more distinguishable due to a reverse flow of information from the environment to the open system [15]. Recall that the trace-norm distance between two quantum states $\rho_{1}$ and $\rho_{2}$ is given by

$$
\begin{equation*}
D\left(\rho_{1}, \rho_{2}\right)=\frac{1}{2} \operatorname{Tr}\left|\rho_{1}-\rho_{2}\right| \tag{8}
\end{equation*}
$$

where $|A|=\sqrt{A^{\dagger} A}$, and is contractive for any positive and trace-preserving map $\Phi$ [25] (in particular for any CPTP map), i.e.,

$$
\begin{equation*}
D\left(\Phi\left(\rho_{1}\right), \Phi\left(\rho_{2}\right)\right) \leq D\left(\rho_{1}, \rho_{2}\right) \tag{9}
\end{equation*}
$$

Suppose that Alice prepares a quantum system in either the state $\rho_{1}$ or $\rho_{2}$. She then hands the system to Bob, and Bob measures the system and decides whether the system was in the state $\rho_{1}$ or $\rho_{2}$. The probability that Bob can successfully identify the state of the system is given by $\frac{1}{2}\left(1+D\left(\rho_{1}, \rho_{2}\right)\right)$ [15]. Thus we can interpret the trace-norm distance between two quantum states as a measure of distinguishability between the two. Because we are interested in the change of distinguishability over time, the following quantity is of particular interest:

$$
\begin{equation*}
\sigma\left(t, \rho_{1,2}(0)\right)=\frac{d}{d t} D\left(\rho_{1}(t), \rho_{2}(t)\right) \tag{10}
\end{equation*}
$$

where $\rho_{1,2}(0)$ denotes the initial states. Following [15], we will say a process is Markovian if for all pairs of initial states $\sigma\left(t, \rho_{1,2}(0)\right) \leq 0$ for all times. Therefore, we will say a process is non-Markovian if there exists any pair of initial states $\rho_{1,2}(0)$ and a time $t$ for which $\sigma\left(t, \rho_{1,2}(0)\right)>0$. However, there is some ambiguity as to whether the process is necessarily Markovian when $\sigma\left(t, \rho_{1,2}(0)\right) \leq 0$. For instance, an example exists, which we review in the Appendix, where $\sigma\left(t, \rho_{1,2}(0)\right) \leq 0$ for all $t$ and $\rho_{1,2}(0)$, but the quantum dynamical map associated with the evolution is non-divisible [13].

We note that very recent work [26] uses an updated witness of information backflow instead of Eq. (10). It is
calculated by considering the trace of the so-called Helmstrom matrix (essentially a weighted average between two different dynamically evolved initial states), which was shown to also admit an information backflow interpretation. However, for our purposes, the measure given by Eq. (10) suffices.

## B. The post-Markovian master equation

Here we give a brief review of the quantum master equation that is the focus of this paper. Recall that for a quantum system $S$ coupled to a bath $B$ evolving unitarily under the total system-bath Hamiltonian $H_{S B}$, the dynamics of the quantum system have a measurement picture interpretation [10]. Essentially, the exact system dynamics

$$
\begin{equation*}
\rho(t)=\operatorname{Tr}_{B}\left[U(t) \rho_{S B}(0) U^{\dagger}(t)\right] \tag{11}
\end{equation*}
$$

can be derived by performing a single projective measurement on identical ensembles initially prepared in the state $\rho_{S B}(0)$. In the Markovian case where the quantum dynamics can be written in the form (3) with $\gamma_{k} \geq 0 \forall k$, there again exists a measurement interpretation. In the Markovian case the bath functions as a probe coupled to the system while being subjected to a continuous series of measurements at an infinitesimal time interval $\tau$. This is related to the well known quantum jump process [27].

The PMME interpolates between these two measurement pictures. In the single measurement picture, exact dynamics are seen as an evolution of the coupled systembath followed by a single generalized measurement at time $t$. The Markovian dynamics are represented as a series of measurements interrupting the joint evolution after each short time interval $\tau$. The idea is that by relaxing the many-measurements process one is led to a less restricted approximation than the Markovian one. We skip to the conclusion of the derivation contained in [10] and give the final form of the PMME:

$$
\begin{equation*}
\frac{d \rho}{d t}=\mathcal{L} \int_{0}^{t} k\left(t^{\prime}\right) \exp \left(\mathcal{L} t^{\prime}\right) \rho\left(t-t^{\prime}\right) d t^{\prime} \tag{12}
\end{equation*}
$$

where $k(t)$ is the memory kernel and $\mathcal{L}$ is the Markovian generator. In the derivation, the memory kernel $k(t)$ is introduced phenomenologically to assign weights to different measurements performed on the bath. While $k(t)$ is left unspecified, it can in principle be determined by an appropriate quantum state tomography experiment.

Another important feature of the PMME is the dynamical map $\Phi_{t}: \rho(0) \rightarrow \rho(t)$ that governs it. The quantum map corresponding to Eq. (12) is

$$
\begin{equation*}
\Phi(t): X \rightarrow \sum_{i} \xi_{i}(t) \operatorname{Tr}\left[L_{i} X\right] R_{i} \tag{13}
\end{equation*}
$$

where the left and right eigenoperators $\left\{L_{i}\right\}$ and $\left\{R_{i}\right\}$ of the generator $\mathcal{L}$ are known as the damping basis [28] of
$\mathcal{L}$, and

$$
\begin{equation*}
\xi_{i}(t)=\operatorname{Lap}^{-1}\left[\frac{1}{s-\lambda_{i} \tilde{k}\left(s-\lambda_{i}\right)}\right] \tag{14}
\end{equation*}
$$

where $\lambda_{i}$ are the eigenvalues from solving $\mathcal{L} \rho=\lambda \rho$ and the tilde over the kernel represents its Laplace transform. The following condition ensures complete positivity of this dynamical map [10]:

$$
\begin{equation*}
\sum_{k} \xi_{k}(t) L_{k}^{T} \otimes R_{k} \geq 0 \tag{15}
\end{equation*}
$$

which results in a condition on the memory kernel $k(t)$. Also, we can expand $\rho(t)$ in the damping basis as

$$
\begin{equation*}
\rho(t)=\sum_{i} \xi_{i}(t) \alpha_{i} R_{i} \tag{16}
\end{equation*}
$$

where the $\left\{\alpha_{i}\right\}$ can be obtained by expanding $\rho(0)$ in the basis $\left\{R_{i}\right\}$. It was shown in the original derivation that for a qubit dephasing with a bath, the solution of this equation indeed interpolates between the exact and Markovian solutions [10].

## III. PREVIOUS EXAMPLES OF THE NON-MARKOVIANITY OF THE PMME

The non-Markovianity of the PMME and memory kernel master equations more generally were studied by Mazzola et al. [13]. They detailed a specific example (re-derived in the Appendix) where the PMME leads to non-divisible quantum dynamics, yet has zero measure for non-Markovianity under Eq. (10). They thus included these nondivisible processes which have unidirectional information flow into the class of time-dependent Markovian processes. This, of course, does not rule out the possibility of the PMME including non-Markovian effects, given that this analysis was done for a specific example. In fact, in later work by Budini [14] it was shown that for a similar example to the one in Ref. [13], if the system Hamiltonian does not commute with the dissipative term in Eq. (3) then there indeed is backflow of information, and thus the PMME includes non-Markovian effects. More concretely, there is indeed information backflow in the PMME for the generator

$$
\begin{align*}
\mathcal{L}(\rho) & =-i \frac{\Omega}{2}\left[\sigma_{x}, \rho\right]+\frac{\gamma}{2} \mathcal{C}(\rho) \\
& =-i \frac{\Omega}{2}\left[\sigma_{x}, \rho\right]+\frac{\gamma}{2}\left(\left[\sigma_{-}, \rho \sigma_{+}\right]+\left[\sigma_{-} \rho, \sigma_{+}\right]\right) \tag{17}
\end{align*}
$$

with exponential memory kernels. The analysis in Ref. [14] is particularly useful because it also gives firstprinciples derivations for the memory kernels used. Also, in Ref. [8] it was shown that for so-called collisional models, i.e., scenarios where the dissipative term $\mathcal{C}$ can be written as

$$
\begin{equation*}
\mathcal{C}(\rho)=\sum_{\alpha} V_{\alpha} \rho V_{\alpha}^{\dagger}-I \tag{18}
\end{equation*}
$$

where $V_{\alpha}$ is unitary, that using an approximate version of the PMME can lead to non-Markovian effects in the case of qubit dephasing. These two examples give a clear indication for non-Markovian effects present in the PMME.

We provide an additional perspective in the next section, where we study qubit dephasing with the PMME given by Eq. (12), for two choices of memory kernels. We show that the solutions obtained include non-Markovian effects by analyzing both nondivisibility and information backflow.

## IV. NON-MARKOVIANITY OF THE PMME VIA QUBIT DEPHASING

Borrowing the example from Ref. [10], let us consider the problem of single-qubit dephasing. The GKSL generator is

$$
\begin{equation*}
\mathcal{L} \rho=-\frac{a}{2}\left[\sigma_{z},\left[\sigma_{z}, \rho\right]\right] \tag{19}
\end{equation*}
$$

where $a>0$. Using the damping basis method [28], we have the following eigenvalues and left and right eigenoperators for the generator $\mathcal{L}$ :

$$
\begin{align*}
& \left\{\lambda_{i}\right\}_{i}^{3}=\{0,-a,-a, 0\}  \tag{20}\\
& \left\{R_{i}\right\}_{i=0}^{3}=\left\{L_{i}\right\}_{i=0}^{3}=\frac{1}{\sqrt{2}}\left\{I, \sigma_{x}, \sigma_{y}, \sigma_{z}\right\} \tag{21}
\end{align*}
$$

It follows immediately from Eq. (14) that $\xi_{0}(t)=\xi_{z}(t)=$ $\operatorname{Lap}^{-1}[1 / s]=1$ and $\xi_{x}(t)=\xi_{y}(t) \equiv f(t)$ where $f(t)$ can be given explicitly once we have chosen a kernel. From Eq. (16) we have

$$
\begin{equation*}
\rho(t)=\frac{1}{2}\left(I+f(t) \alpha_{x}(0) \sigma_{x}+f(t) \alpha_{y}(0) \sigma_{y}+\alpha_{z}(0) \sigma_{z}\right) \tag{22}
\end{equation*}
$$

To proceed we must make a choice for the kernel function. Consider the following simple memory kernels [10]:

$$
\begin{align*}
& k_{1}(t)=A e^{-\gamma t}  \tag{23}\\
& k_{2}(t)=A e^{-(\gamma-a) t}\left[\cos (\mu t)-\frac{\gamma}{\mu} \sin (\mu t)\right] . \tag{24}
\end{align*}
$$

The rather specific form of $k_{2}(t)$ is because the associated solution is known to lead to damped oscillatory dynamics with a non-zero asymptotic coherence, which is a feature of the exact solution for a single qubit dephasing in the presence of a boson bath [29].

We are now in a position to analyze these solutions with the non-Markovianity measure given by Eq. (10). To do so, we first expand two evolved density matrices $\rho_{u}(t)$ and $\rho_{v}(t)$ as in Eq. (22) and take their difference to obtain the matrix

$$
\begin{align*}
& A=\rho_{u}-\rho_{v} \\
& =\left(\begin{array}{cc}
\Delta_{z}^{(u, v)} & \left(\Delta_{x}^{(u, v)}-i \Delta_{y}^{(u, v)}\right) f(t) \\
\left(\Delta_{x}^{(u, v)}+i \Delta_{y}^{(u, v)}\right) f(t) & -\Delta_{z}^{(u, v)}
\end{array}\right) \tag{25}
\end{align*}
$$

where we use $\Delta_{i}^{(u, v)}=\alpha_{i}^{(u)}(0)-\alpha_{i}^{(v)}(0), i=x, y, z$ to denote the difference of Bloch vector coefficients between $\rho_{u}(0)$ and $\rho_{v}(0)$. Computing the trace of $\frac{1}{2}\left|\rho_{u}-\rho_{v}\right|=$ $\frac{1}{2} \sqrt{A^{\dagger} A}=\frac{1}{2} \sqrt{A^{2}}$ gives

$$
\begin{align*}
& \frac{1}{2} \operatorname{Tr}\left|\rho_{u}-\rho_{v}\right| \\
& \quad=\sqrt{f(t)^{2}\left[\left(\Delta_{x}^{(u, v)}\right)^{2}+\left(\Delta_{y}^{(u, v)}\right)^{2}\right]+\left(\Delta_{z}^{(u, v)}\right)^{2}} \tag{26}
\end{align*}
$$

Finally, by taking the time derivative derivative of this quantity, we arrive at

$$
\begin{equation*}
\sigma_{1,2}\left(t, \rho_{u, v}(0)\right)=\frac{\left(\Delta_{x}^{2}+\Delta_{y}^{2}\right) f_{1,2}(t) \frac{d}{d t} f_{1,2}(t)}{\sqrt{\left(\Delta_{x}^{2}+\Delta_{y}^{2}\right)\left(f_{1,2}(t)\right)^{2}+\Delta_{z}^{2}}} \tag{27}
\end{equation*}
$$

where

$$
\begin{align*}
f_{1}(t) & =e^{-t(a+\gamma) / 2}[\cos (\omega t)+\sin (\omega t)(a+\gamma) / 2 \omega]  \tag{28}\\
f_{2}(t) & =1-\frac{A a}{\gamma^{2}+\Omega^{2}}\left[1-e^{-\gamma t}\left(\cos \Omega t+\frac{\gamma}{\Omega} \sin \Omega t\right)\right] \tag{29}
\end{align*}
$$

$\omega=\sqrt{4 a A-(\gamma+a)^{2}} / 2, \Omega=\sqrt{\mu^{2}+A a}$, and $\Delta_{i}^{(u, v)}=$ $\Delta_{i}$ to simplify notation. Note that the condition for complete positivity [Eq. (15)] results in $\left|f_{1,2}(t)\right| \leq 1$ [10], which imposes restrictions on the allowed values of the various parameters appearing here, but we are mainly interested in the damped oscillatory nature of the solutions. We choose the various parameters such that $\omega$ is real, which ensures that $f_{1}(t)$ is oscillatory. To demonstrate non-Markovianity from information backflow from the bath to the system it is sufficient to show that $f_{1,2}(t) \frac{d}{d t} f_{1,2}(t)$ can become positive. This is illustrated in Fig. 1.

We can go further by explicitly checking whether the dynamical map $\Phi_{t}$ associated with this evolution is CPdivisible or not. Upon inspection of Eq. (22), we see that for any $t_{1}>0, \Phi_{t_{1}}$ must have the following form:

$$
\begin{equation*}
\rho\left(t_{1}\right)=\Phi_{t_{1}}(\rho(0))=a_{1} \rho(0)+b_{1} \sigma_{z} \rho(0) \sigma_{z} \tag{30}
\end{equation*}
$$

where $a_{1}>0$ and $b_{1}>0$ satisfy $a_{1}+b_{1}=1$. By comparing the Bloch vector expansions of both $\rho(0)$ and $\rho(t)$ we can solve for the coefficients $a_{1}, b_{1}$ :

$$
\begin{equation*}
a_{1}=\frac{1+f\left(t_{1}\right)}{2}, \quad b_{1}=\frac{1-f\left(t_{1}\right)}{2} . \tag{31}
\end{equation*}
$$

Now consider the map $\Phi_{t_{2}, t_{1}}$ for $t_{2}>t_{1}$. This map acting on $\rho\left(t_{1}\right)$ yields

$$
\begin{align*}
\rho\left(t_{2}\right) & =a_{2} \rho\left(t_{1}\right)+b_{2} \sigma_{z} \rho\left(t_{1}\right) \sigma_{z} \\
& =\left(a_{2} a_{1}+b_{2} b_{1}\right) \rho(0)+\left(a_{2} b_{1}+b_{2} a_{1}\right) \sigma_{z} \rho(0) \sigma_{z} \tag{32}
\end{align*}
$$

Therefore

$$
\begin{equation*}
a_{2} a_{1}+b_{2} b_{1}=\frac{1+f\left(t_{2}\right)}{2}, \quad a_{2} b_{1}+b_{2} a_{1}=\frac{1-f\left(t_{2}\right)}{2} \tag{33}
\end{equation*}
$$



FIG. 1. The non-Markovianity measure given by Eq. (27) corresponding to the two different choices of kernels $k_{1}(t)$ (left) and $k_{2}(t)$ (right). Only $f_{1,2}(t) \frac{d}{d t} f_{1,2}(t)$ is plotted since it characterizes the behaviour of $\sigma_{1,2}$ and we can ignore discontinuities induced by the denominator. Note the non-Markovianity regions shown by the shaded regions in both plots. Both solutions exhibit damped oscillations, and hence an infinite number of non-Markovianity regions, however the plot parameters are chosen so that only one such region is displayed. For $\sigma_{1}$, the zeroes are given by $r_{n}=\frac{2}{\omega}(\pi n-\arctan [\omega /(a+\gamma)])$ and $s_{n}=\frac{n \pi}{\omega}$ where $\omega=\sqrt{4 a A-(a+\gamma)^{2}}$. For $\sigma_{2}$ the zeroes are given by $t_{n}=n \pi / \Omega$ where $\Omega=\sqrt{\mu^{2}+A a}$. The parameters $A$, $a$, and $\gamma$ are chosen so that $\omega$ is real or else no non-Markovian effects would be present. The values used for these plots are $A=6, a=1, \gamma=1.1$, and $\mu=\pi$.
and by plugging this solution into Eq. (31) and solving for $a_{2}, b_{2}$ we arrive at

$$
\begin{equation*}
a_{2}=\frac{1}{2}\left(1+\frac{f\left(t_{2}\right)}{f\left(t_{1}\right)}\right), \quad b_{2}=\frac{1}{2}\left(1-\frac{f\left(t_{2}\right)}{f\left(t_{1}\right)}\right) . \tag{34}
\end{equation*}
$$

Now consider the case where $t_{2}=t_{1}+h$ where $h>0$ is small. Then we can rewrite $f\left(t_{2}\right)=f\left(t_{1}+h\right) \approx f\left(t_{1}\right)+$ $\frac{d}{d t} f\left(t_{1}\right) h$, and Eq. (34) becomes

$$
\begin{equation*}
a_{2}=1+\frac{1}{2} \frac{\frac{d}{d t} f\left(t_{1}\right)}{f\left(t_{1}\right)} h, \quad b_{2}=-\frac{1}{2} \frac{\frac{d}{d t} f\left(t_{1}\right)}{f\left(t_{1}\right)} h \tag{35}
\end{equation*}
$$

From this we see that if $\frac{d}{d t}\left[f\left(t_{1}\right)\right] / f\left(t_{1}\right)>0$, then $\Phi_{t_{2}, t_{1}}$ is not a valid Kraus map. Indeed, we can infer from Fig. 1 that there exist time intervals for which this inequality holds for both choices of kernel. Hence we do not have CP-divisible dynamics, as expected from our analysis of $\sigma_{1,2}$.

Furthermore, we can write down a quantum master equation of the form given by Eq. (7) for these dynamics generated by the PMME. We follow the method given in Ref. [30] for how to do this in general when the solution to the system evolution is known. From Eq. (22), we see that

$$
\begin{equation*}
\dot{\rho}(t)=\frac{1}{2} \frac{d}{d t} f(t)\left(\alpha_{x}(0) \sigma_{x}+\alpha_{y}(0) \sigma_{y}\right) \tag{36}
\end{equation*}
$$

If we denote the vector of Bloch coefficients of $\rho(t)$ by $\vec{\alpha}(t)$, then it can be easily checked that

$$
\begin{equation*}
\frac{d}{d t} \vec{\alpha}(t)=Q \vec{\alpha}(t) \tag{37}
\end{equation*}
$$

where

$$
Q=\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{38}\\
0 & \frac{d}{d t}[f(t)] / f(t) & 0 & 0 \\
0 & 0 & \frac{d}{d t}[f(t)] / f(t) & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

Now we can find the superoperator corresponding to $Q$. Note that there are 16 basis elements $\sigma_{i}[\cdot] \sigma_{j}$ for the superoperator which we denote by $s_{i j}$. The basis elements

$$
s_{z z}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{39}\\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \quad s_{00}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

allow us to write $Q=-\frac{1}{2} \frac{d}{d t}[f(t)] / f(t)\left(s_{z z}-s_{00}\right)$. Therefore the quantum master equation of the form given by Eq. (7) for these dynamics is

$$
\begin{equation*}
\dot{\rho}=\frac{\gamma(t)}{2}\left(\sigma_{z} \rho \sigma_{z}-\rho\right) \tag{40}
\end{equation*}
$$

where $\gamma(t)=-\frac{d}{d t}[f(t)] / f(t)$ (note the negative sign). As expected, there exist time intervals where $\gamma(t)<0$ for both memory kernels (as can be inferred from Fig. 1), which is consistent with the extended GKSL theorem [23] and our non-Markovian analysis thus far.

## V. WHICH KERNELS GIVE RISE TO CP-DIVISIBLE DYNAMICS?

A natural question to ask is what are the classes of kernels $k(t)$ that give rise to CP-divisible dynamics for the PMME? Given a general Markovian generator $\mathcal{L}$ (and hence the eigenoperators $\left\{L_{i}, R_{i}\right\}$ and eigenvalues $\left.\left\{\lambda_{i}\right\}\right)$, the condition on the kernel $k(t)$ for the associated dynamics to be CP divisible can be derived from Eq. (15). First we derive the quantum map which maps $\rho(t)$ to $\rho(t+d t)$. Multiplying both sides of Eq. (13) by $L_{j}$ and taking the trace, we have $\operatorname{Tr}\left[L_{j} \rho(t)\right]=$ $\sum_{i} \xi_{i}(t) \operatorname{Tr}\left[L_{i} \rho(0)\right] \operatorname{Tr}\left[L_{j} R_{i}\right]=\xi_{j}(t) \operatorname{Tr}\left[L_{j} \rho(0)\right]$, where in the second equality we used the fact that $\operatorname{Tr}\left[L_{j} R_{i}\right]=\delta_{i j}$. Therefore

$$
\begin{equation*}
\operatorname{Tr}\left[L_{j} \rho(0)\right]=\frac{\operatorname{Tr}\left[L_{j} \rho(t)\right]}{\xi_{j}(t)} \tag{41}
\end{equation*}
$$

for all $t$ where $\xi_{j}(t) \neq 0$. Note that from Eq. (13) we also have

$$
\begin{equation*}
\rho(t+d t)=\sum_{i} \xi_{i}(t+d t) \operatorname{Tr}\left[L_{i} \rho(0)\right] R_{i} \tag{42}
\end{equation*}
$$

so combining this with Eq. (41) gives

$$
\begin{equation*}
\rho(t+d t)=\sum_{i} \frac{\xi_{i}(t+d t)}{\xi_{i}(t)} \operatorname{Tr}\left[L_{i} \rho(t)\right] R_{i} . \tag{43}
\end{equation*}
$$

For CP-divisible dynamics, this map must be completely positive. By applying Eq. (15) to Eq. (43), we arrive at the condition for CP-divisible dynamics:

$$
\begin{equation*}
\sum_{i} \frac{\xi_{i}(t+d t)}{\xi_{i}(t)} L_{i}^{T} \otimes R_{i} \geq 0 \tag{44}
\end{equation*}
$$

Because the functions $\xi_{i}$ are given in terms of the memory kernel $k(t)$ through Eq. (14), this inequality gives a condition on $k(t)$ that can be checked to verify that the given kernel produces CP divisible dynamics. Given our analysis so far, we expect Eq. (44) to be violated for the qubit dephasing example studied in Section IV. The left-hand side of Eq. (44) for this example becomes

$$
\begin{equation*}
\frac{1}{2}\left(I+\left(1+\frac{\frac{d}{d t} f(t)}{f(t)}\right)\left(\sigma_{x} \otimes \sigma_{x}+\sigma_{y}^{T} \otimes \sigma_{y}\right)+\sigma_{z} \otimes \sigma_{z}\right) \tag{45}
\end{equation*}
$$

The eigenvectors of this operator are given by the Bell basis, and from a straightforward calculation we see that the eigenvalues are

$$
\begin{equation*}
\left\{\lambda_{i}\right\}_{i=1}^{4}=\{0,0, \gamma(t), 2+\gamma(t)\} \tag{46}
\end{equation*}
$$

where $\gamma(t)=-\frac{d}{d t}[f(t)] / f(t)$. Since $\lambda_{3}<0$ when $\gamma(t)<$ 0 (which corresponds precisely to the non-Markovianity region in Fig. 1), the CP-divisibility condition given by Eq. (44) is violated for both memory kernels, as expected.

## VI. CONCLUSIONS AND FUTURE WORK

In conclusion, we have shown through a simple example that the post Markovian master equation (PMME) can describe non-Markovian effects. We did this by analyzing the change of distinguishability of quantum states, and by checking the divisibility of the associated quantum maps. This complements the much more general non-Markovian analysis of the PMME given in Ref. [14].

Quantum non-Markovianity is a good metric for judging whether solutions obtained from the PMME really do interpolate between the Markovian master equation and the exact (Nakajima-Zwanzig) equation. Ultimately, being able to describe as many different physical scenarios as possible, with different bath characterizations (memory kernels) and an easily solvable master equation is an important step towards modeling of open system quantum dynamics that is both rich and tractable. Future work should will this analysis in more physically motivated scenarios.
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## Appendix: An example with no information backflow but with a non-divisible map

We review an example due to Ref. [13] that illustrates the subtlety of defining non-Markovianity purely via information backflow from the environment.

Consider the dynamics of a spin- $1 / 2$ particle interacting with a bosonic reservoir at temperature $T$. The Markovian generator associated with this process is

$$
\begin{align*}
\mathcal{L} \rho= & \frac{\gamma_{0}}{2}(N+1)\left(2 \sigma_{-} \rho \sigma_{+}-\sigma_{+} \sigma_{-} \rho-\rho \sigma_{+} \sigma_{-}\right) \\
& +\frac{\gamma_{0}}{2} N\left(2 \sigma_{+} \rho \sigma_{-}-\sigma_{-} \sigma_{+} \rho-\rho \sigma_{-} \sigma_{+}\right) \tag{A.1}
\end{align*}
$$

where $\gamma_{0}$ is the dissipation rate, $N$ is the mean number of excitations of the reservoir, and $\sigma_{ \pm}$are the raising and lowering operators. Using the kernel function $k(t)=$ $\gamma e^{-\gamma t}$ we can solve the PMME by following the procedure
given in Sec. II B. The result is:

$$
\begin{align*}
& \rho(t)=\frac{N}{1+2 N}\left(\begin{array}{cc}
\frac{1+N}{N} & 0 \\
0 & 1
\end{array}\right)+\xi(A, B, t)\left[b^{*}\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)\right. \\
& \left.+b\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)+\left(1-a-\frac{N}{1+2 N}\right)\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right)\right] \tag{A.2}
\end{align*}
$$

where the initial state is $\rho(0)=\left(\begin{array}{cc}a & b \\ b^{*} & 1-a\end{array}\right)$, where $A=$ $(1+2 N) \gamma \gamma_{0}, B=\gamma+(1+2 N) \gamma_{0}$, and where

$$
\begin{align*}
\xi(A, B, t)= & e^{-\frac{B t}{2}}\left[\cosh \left(\frac{t}{2} \sqrt{B^{2}-4 A}\right)\right. \\
& \left.+\frac{B}{\sqrt{B^{2}-4 A}} \sinh \left(\frac{t}{2} \sqrt{B^{2}-4 A}\right)\right] \tag{A.3}
\end{align*}
$$

We can now compute the non-Markovianity measure given by Eq. (10). For initial states $\rho_{1}(0)=\left(\begin{array}{cc}a & 0 \\ 0 & 1-a\end{array}\right)$ and $\rho_{2}(0)=\left(\begin{array}{cc}c & 0 \\ 0 & 1-c\end{array}\right)$ we have

$$
\begin{equation*}
\sigma\left(t, \rho_{1,2}(0)\right)=-\frac{4 A e^{-\frac{B t}{2}}|a-c| \sinh \left(\frac{t}{2} \sqrt{B^{2}-4 A}\right)}{\sqrt{B^{2}-4 A}} \tag{A.4}
\end{equation*}
$$

which is always negative since $B^{2}-4 A=\left(\gamma+(1+2 N) \gamma_{0}\right)^{2}$ is a perfect square. It is straightforward to verify that this is in fact true for all initial states $\rho_{1}$ and $\rho_{2}$. Hence the solution contains no information backflow from the bath to the system, and so one might be tempted to conclude that it is Markovian. However, as shown in Ref. [13], the associated time-local quantum master equation of the form given by Eq. (7) has a negative rate coefficient, i.e., $\gamma_{3} \leq 0$. Therefore the dynamical map $\Phi$ corresponding to the master equation is nondivisible, in contrast to Markovian processes. This example highlights the subtlety in defining quantum non-Markovianity via the concept of information backflow.
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