Signatures of autoionization in the angular electron distribution in two-photon double ionization of Ar
Phys. Rev. A 98, 033408 — Published 17 September 2018
DOI: 10.1103/PhysRevA.98.033408
Signatures of Auto-Ionization in the Angular Electron Distribution in Two-Photon Double Ionization of Ar

S. Augustin\textsuperscript{1}, M. Schulz\textsuperscript{2}, G. Schmid\textsuperscript{1}, K. Schnorr\textsuperscript{1}, E.V. Gryzlova\textsuperscript{3}, H. Lindenblatt\textsuperscript{1}, S. Meister\textsuperscript{1}, Y.F. Liu\textsuperscript{1}, F. Trost\textsuperscript{1}, L. Fechner\textsuperscript{1}, A.N. Grum-Grzhimailo\textsuperscript{3}, S.M. Burkov\textsuperscript{4}, M. Braune\textsuperscript{5}, R. Treusch\textsuperscript{5}, M. Gisselbrecht\textsuperscript{6}, C.D. Schröter\textsuperscript{1}, T. Pfeifer\textsuperscript{1}, R. Moshammer\textsuperscript{1}

\textsuperscript{1}Max-Planck-Institut für Kernphysik, Saupfercheckweg 1, 69117 Heidelberg, Germany

\textsuperscript{2}Physics Department and LAMOR, Missouri University of Science & Technology, Rolla, Missouri 65409, USA

\textsuperscript{3}Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, 119991 Russia

\textsuperscript{4}Pacific National University, Tihookeanskaya Str. 139, Khabarovsk 680035, Russia

\textsuperscript{5}DESY, Notkestrasse 85, 22607 Hamburg, Germany

\textsuperscript{6}Lund University, Sölvegatan 14A, Lund, Sweden

A kinematically complete experiment on two-photon double ionization of Ar by free-electron laser radiation with a photon energy of 27.93 eV was performed. The electron energy spectra show that double ionization is dominated by the sequential process. Comparison of the electron angular distributions to our data for single ionization and to theory confirms that even in the sequential process the electrons from both ionization steps are correlated with each other through polarization of the intermediate Ar\textsuperscript{+} state. Furthermore, a very important role of auto-ionization in both ionization steps is found.
Introduction

Until about 10 to 20 years ago experimental studies of non-linear interactions between light and matter were limited to the relatively small photon energies of optical lasers. Synchrotron radiation has been used for a long time to study photon-atom interactions for photon energies as large as keV's [1]. However, the achievable intensities are smaller by orders of magnitudes compared to conventional lasers so that non-linear effects are insignificant. For such large photon energies and small intensities transitions in the target atom are predominantly induced by the absorption of a single photon. One process that has been studied extensively is double ionization of the target, which for single photon-absorption can only occur in the presence of strong electron-electron correlations [2-5]. With the development of free-electron lasers (FELs) [6] photon intensities comparable to conventional lasers are now available in the extreme ultra-violet (EUV) and vacuum ultra-violet (VUV) regime. At sufficiently large intensities two-photon double ionization (TPDI) can dominate over double ionization by single-photon absorption even when the latter is energetically possible [7].

Two different TPDI channels can be distinguished: in one, dubbed direct double ionization (DDI), two photons are absorbed simultaneously leading to a doubly ionized final state through a virtual intermediate state. This process relies on correlation between the two active electrons. DDI has a threshold energy which is equal to half the double-ionization potential $I_{2^+} = I' + I^+$ of the target atom. The second channel, called sequential double ionization (SDI), can be viewed as two successive (and to a large extent independent) single ionization events: the absorption of one photon leads to the formation of a real intermediate state of the singly charged ion which then absorbs a second photon resulting in a doubly charged ion. The threshold energy for SDI is equal to the ionization potential of the singly charged ion $I^+$, which is larger than $\frac{1}{2} I_{2^+}$. Therefore, for photon energies between $\frac{1}{2} I_{2^+}$ and $I^+$ TPDI is only possible through the correlated DDI process. In this energy regime double ionization by
three-photon absorption has also been observed [8]. In contrast, for photon energies larger than $I^+$ TPDI is dominated by SDI [7].

At first glance, one might expect that in SDI the two ionization steps are completely independent of each other. This would imply that the first electron ejected in double ionization behaves exactly like the electron ejected in single ionization of the neutral target atom and the second electron like the electron ejected in single ionization of a singly charged, unpolarized target ion. For example, the angular distributions of each of the electrons ejected in double ionization, measured relative to the FEL polarization vector, would then be identical to those of the distributions of electrons ejected in the corresponding single ionization events. The latter is given in terms of the differential cross section by the standard dipole expression as

$$d\sigma_1/d\Omega = \sigma_1/4\pi \left(1 + \beta_2 P_2(\cos \theta)\right)$$

(1)

Here, $\sigma_1$ is the partial photo-ionization cross section, $P_2$ is the second Legendre polynomial, and $\beta_2$ is the so-called asymmetry parameter, which is a measure of the final-state target anisotropy and is expressed in terms of photoionization amplitudes. However, it was pointed out that even in SDI the two electrons are not completely uncorrelated [9] and that equation (1) does not hold for the two ionization steps in SDI. The reason is that equation (1) only holds for an unpolarized initial target state, but the first ionization step in SDI generally leaves the intermediate singly charged target state polarized, i.e. its magnetic sub-states are not populated uniformly. For example, the ground state of $\text{Ar}^+$, the $3p^5 2p 3/2$ state, has sub-states with $M_J = \pm 1/2$ and $\pm 3/2$, but the ionization cross sections for $|M_J| = 1/2$ and $3/2$ are not the same. It is not surprising that this polarization modifies the angular distribution of the second ejected electron. However, if both electrons are detected in a coincidence experiment, even when the second electron signal is integrated over all angles, the detection of the latter has a feedback effect on the first electron and its angular distribution is also modified as a result of
entanglement between the first electron and the singly charged ion [9]. To illustrate this point let’s consider an extreme scenario. Imagine that ionization of Ar$^+$ is only possible if the initial vacancy is in an $m_j = \pm 3/2$ sub-state, but single ionization of Ar$^0$ leads to a uniform population of the $m_j = \pm 1/2$ and $\pm 3/2$ sub-states. If both electrons ejected in SDI are detected in coincidence only electrons ejected from an $m_j = \pm 3/2$ substate in the first step will be observed because if the electron was ejected from an $m_j = \pm 1/2$ substate the second ionization step could not occur. Therefore, the polarization of the intermediate state of SDI is different from the polarization of the final state in single ionization. The corresponding modification of $\beta_2$ merely accounts for the statistical population of the intermediate sub-states. However, in addition for both electrons ejected in SDI a higher-order Legendre term has to be added in the angular distribution. This term is a direct reflection of entanglement between the first electron and the singly charged ion. The modified angular electron distribution can be expressed as

$$d\sigma/d\Omega = \sigma/4\pi (1 + i\beta_2 P_2(\cos \theta) + i\beta_4 P_4(\cos \theta)) \tag{2}$$

where the index $i=1,2$ refers to the two electrons.

These predictions by theory were tested by several experimental studies [10-14] (for a review see [15]). The angular distribution of the second electron ejected in SDI from the np$^6$ shells of Ne, Ar, Kr, Xe was measured for various photon energies by Braune et al. [10]. Generally, experiment and theory are in satisfactory agreement, although there are deviations between them in some cases. Furthermore, disagreement among various calculations [9,14,16] based on non-relativistic and relativistic Hartree-Fock approaches and on the random phase approximation with exchange (RPAE) exist. The fine-structure np$^5$ $^2P_j$ doublet of the intermediate singly charged ion was considered both coherently and incoherently. To the best of our knowledge only one experiment was performed in which the angular distribution of both electrons was measured in coincidence. There, TPDI of Ne for a photon energy of 44 eV was studied by Kurka et al. [11]. Within the experimental uncertainties the $^{(2)}\beta$-parameters of
both electrons were consistent with theory. However, the differences between the theoretical β-parameters for a polarized and unpolarized intermediate singly charged target state was too small to be conclusively observable within the experimental error bars. Also, the \( \beta_4 \) parameters measured in the experiments reported in Refs. [10] and [11] were very different from each other, which was quite surprising considering that there was not a large difference in the photon energies.

In this article we report on a coincidence experiment and on theoretical calculations on TPDI of Ar by an FEL pulse with a photon energy of 27.93 eV. Small, but significant differences between the angular distributions of the first electron in TPDI and of the electron ejected in single ionization were established. Furthermore, the comparison between experiment and theory reveals a very important role of auto-ionization in each step of TPDI.

**Experiment**

The experiment was performed at the beamline BL2 of the FEL in Hamburg (FLASH). The set-up was very similar to the one described in [17,18]. The FEL beam, with a photon energy of \( 27.93 \pm 0.25 \) eV, was linearly polarized and pulsed with an effective repetition rate of 600 Hz and a single pulse duration of approximately 50 fs. The bandwidth is not known with high accuracy, which introduces substantial uncertainties which should be kept in mind when comparing experiment with theory. The averaged peak intensity was about \( 3 \times 10^{13} \) W/cm\(^2\) with an uncertainty of \( \pm 2 \times 10^{13} \) W/cm\(^2\). The beam was focused to a size of about 25 \( \mu \)m in diameter and crossed with a collimated neutral Ar beam from a supersonic jet with the intersection point of both beams located at the focal point. The propagation direction of the target beam was parallel to the polarization of the FEL beam.

The ejected electrons and the recoil ions were momentum-analyzed with a Reaction Microscope (ReMi) [19] located in an ultra-high vacuum chamber with a base pressure of ~
Uniform weak electric and magnetic fields of 1.52 V/cm and 8.2 G were applied to extract the electrons and recoil ions in opposite directions along an axis perpendicular to both the photon and target beam directions to guide them onto time- and two-dimensional position-sensitive multi-channel plate detectors. The recoil-ion detector, with a size of 110 mm in active diameter, consisted of two channel plates (chevron stack) and a delay-line anode with two pairs of wires (quadanode). The electron detector consisted of three channel plates (z-stack) and a delay-line anode with three pairs of wires (hexanode). Both detectors were multi-hit capable so that two electrons ejected in the same double ionization event could be detected and momentum-analyzed. Although only one recoil ion is generated for each ionization event the multi-hit capability is nevertheless crucially important because of the large instantaneous recoil-ion detection rate due to the intense photon beam. Without multi-hit capability there would be a very large probability that a false recoil ion (i.e. one resulting from a different ionization event than the electrons), but not the true recoil ion would be detected. Both detectors were set in coincidence.

The electric field was large enough to reverse the direction of electrons with an energy of up to 22 eV initially ejected away from the detector. The magnetic field forced the electrons into cyclotron orbits. For electron momenta perpendicular to the electric field of up to 1.35 a.u. (corresponding to an energy of 25 eV) the cyclotron radius was small enough for the electrons to be guided onto the detector. Therefore, all electrons with energies smaller than 22 eV and practically all recoil ions (because their kinetic energy was less than 200 μeV) were detected with 4π solid angle. From the position and time-of-flight information, contained in the coincidence times, all three momentum components of each detected particle were deduced. The electron energy resolution depends on the energy itself and is estimated to be about 0.02 eV full width at half maximum (FWHM) for the slow (second) electron and about 0.8 eV FWHM for the fast (first) electron.
Results and Discussion

The threshold energies for DDI and sequential TPDI are 21.7 and 27.63 eV [20], respectively, so that both are energetically possible for the photon energy used in this experiment. However, the coincident two-dimensional energy spectrum of both electrons, plotted in Fig. 1, demonstrates that TPDI is completely dominated by SDI. The signature of SDI is an electron energy combination of \( E_f = E_\gamma - I^o \approx 12.2 \) eV and \( E_s \approx E_\gamma - I^+ \approx 0.3 \) eV (where \( E_\gamma \) is the photon energy and the subscripts stand for fast and slow, respectively), both broadened by the energy spread in the FEL beam (the energy spectrum of the fast electron is further broadened by the experimental resolution). Indeed, the two main structures are found exactly at these energy combinations. The signature of DDI, on the other hand, is \( E_f + E_s = 2E_\gamma - (I^o + I^+) \approx 12.5 \) eV, i.e. the diagonal line connecting the two maxima representing DSI. Virtually no intensity is found along this line illustrating that DDI is essentially absent. A very weak maximum is found for \( E_1 = E_2 \approx 12 \) eV (where \( E_1 \) and \( E_2 \) are the two detected electron energies), which is due to false coincidences between two single ionization events of two different Ar atoms.

Angular distributions of both ejected electrons were analyzed with a condition on the main maxima in Fig. 1 thus cleaning the SDI contributions from any background due to separate single ionization events. The angular distribution of the electron ejected in the first ionization step, measured relative to the polarization vector of the FEL light, is plotted in the left panel of Fig. 2, where the final states of the Ar\(^+\) ion (i.e. the intermediate states of the TPDI process) could not be resolved. For comparison, the center panel shows the angular distribution for single ionization measured in coincidence with Ar\(^+\) ions. It should be noted that for the fast electron ejected at angles smaller than -45° and larger than 45° it has completed nearly one cycle of the cyclotron motion generated by the magnetic field of the ReMi. In this region the electron momentum resolution is poor so that information about the ejection angle can only be
obtained in the range from $-45^\circ$ to $45^\circ$. Both angular distributions appear to be very similar and this is supported by fits of equation (2) to the measured spectra shown as black dashed curves. For single ionization this fit yields $\beta_2 = 1.4 \pm 0.035$ and $\beta_4 = -0.024 \pm 0.035$, which is consistent with the expectation that $\beta_4$ should be exactly zero for single ionization. Furthermore, these values agree very well both with theory [21] and experimental data [22,23]. For the first step of double ionization the fit yields $^{(1)}\beta_2 = 1.39 \pm 0.1$ and $^{(1)}\beta_4 = 0.13 \pm 0.11$.

Within experimental uncertainties $\beta_2$ is identical for the fast electron in SDI and single ionization. For $\beta_4$ a small difference is found, which is barely outside the error bars. The confidence level that this difference is real is less than 70% and the data cannot be regarded as conclusive in this regard. However, more significant results are obtained from the analysis of the ratios $R$ between the angular distributions of both cases, which are shown in the right panel of Fig. 2. Since both angular distributions are recorded simultaneously under identical experimental conditions systematic uncertainties cancel to a large extent in these ratios. The data reveal a pronounced peak structure at about $90^\circ$ and $R$ becomes smaller than 1 on both sides of the maximum. All data points except for one depart from $R = 1$ within the statistical error bars. Furthermore, the ratio between the fits of equation (2) to the angular distributions (black dashed curve) agrees very well with the measured ratios. The structure in $R$ is mainly caused by the difference in $\beta_4$; the effect due to the very small difference in $\beta_2$ would barely be visible in the plots of Fig. 2.

The blue dashed – open circles curves show our calculations, averaged over all Ar$^+$ states as described in Refs. [9,21]. The theoretical description is based on the standard statistical tensor and density matrix of angular momentum formalism [24]. This approach separates geometrical and dynamical parts in the equations describing the process, with only the latter part depending on the photoionization amplitudes. These amplitudes were calculated within
first-order perturbation theory in the dipole approximation by the multi-configuration Hartree-Fock (MCHF) approximation [25]. In the MCHF description of the ground state wave function, we mixed the configurations $3p^m + 3p^{m-1}4s + 3p^{m-1}3d + 3p^{m-2}3d^2 + 3p^{m-2}4s3d + 3p^{m-2}4s^2$, where $m=6$ for the neutral atom and $m=5$ for the singly charged ion. The Hartree-Fock term-dependent $3p^m$ continuum wave functions with the frozen $3p^m$ core were used for describing the final state, where $E$ and $l$ are the energy and orbital angular momentum of the photoelectron, respectively. The MCHF calculation yields $^{(1)}\beta_2 = 1.45$ and $^{(1)}\beta_4 = -0.08$ for the fast electron ejected in SDI and $\beta_2 = 1.35$ for single ionization. Although the differences between these theoretical parameters and those obtained from the fit to the experimental data are rather small, they nevertheless lead to some visible discrepancies in the angular distributions. The experimental ratios, on the other hand, are not even qualitatively reproduced by theory, which shows a pronounced minimum at $90^\circ$, where the measured ratios have a maximum. While theory and experiment agree that even the first electron in SDI is affected by the polarization of the intermediate state, they do not agree on how it is affected.

In the left panel of Fig. 3 we present the angular distribution of the second electron ejected in SDI averaged over all electron energies between 0 and 1 eV. For such very small energies the electrons only complete a small fraction of one cyclotron cycle so that here we obtained angular information with sufficient resolution over the entire range from $-90^\circ$ to $90^\circ$. At first glance, the angular distribution of the slow electron looks quite similar to the one of the first electron. However, a fit of equation (2) to the measured spectrum (black dashed curves in Fig. 3) yields a substantially smaller $^{(2)}\beta_2$ parameter ($^{(2)}\beta_2 = 0.82 \pm 0.053$) for the slow electron, while the $^{(2)}\beta_4$ parameter ($^{(2)}\beta_4 = 0.06 \pm 0.07$) has, within experimental uncertainties, the same value as for the fast electron. The blue dashed – open circles curve in the left panel of Fig. 3 shows our calculation for the second electron averaged over all Ar$^{2+}$ states, which yields $^{(2)}\beta_2 = 1.3$ and $^{(2)}\beta_4 = -0.06$. As expected, the change of the $\beta$-parameters relative to
those for an unpolarized intermediate state is larger than for the first electron. However, the theoretical \( (2)\beta_2 \) parameter is in poor agreement with the experimental value.

The magnitude of the discrepancies between the experimental and theoretical value of \( (2)\beta_2 \), as well as the poor agreement in the ratio between the angular distributions of the first electron and single ionization (Fig. 2), suggests that something qualitatively important may be missing in our theoretical model. One aspect which is not accounted for at all in the MCHF calculation is transitions of the electron to the continuum through auto-ionizing intermediate states. For example, instead of directly lifting the first electron to the continuum, the absorption of the first photon can lead to a transition to the \( 3s3p^65p \, ^1P_1 \) state. This is a particle-hole state with an energy (27.997 eV [20]) larger than the ground state of \( \text{Ar}^+ \) and it can therefore auto-ionize to the \( 3s^23p^5 \, ^2P_{1/2} \) or \( 3s^23p^5 \, ^2P_{3/2} \) states. The excitation energy of the \( 3s3p^65p \, ^1P_1 \) state is accessible within the FEL bandwidth of approximately ± 0.25 eV. For the second electron a multitude of Rydberg auto-ionizing states can contribute to the ionization of the intermediate \( \text{Ar}^+ \) ion. Such auto-ionizing states are known to crucially influence the angular distributions of photoelectrons in single ionization of neutral atoms by synchrotron radiation (see e.g. Refs. [26-28]).

The energy spectrum of the second (slow) electron, plotted in Fig. 4, confirms that auto-ionization resonances can play an important role. The black dashed curve shows the theoretical energy spectrum incorporating the auto-ionizing states within the R-matrix approach (which is one standard method of incorporating auto-ionizing states in the theoretical treatment of photo-ionization) [29,30] and without accounting for the FEL bandwidth and the electron energy resolution. We performed the non-relativistic R-matrix calculations independently for the first and the second ionization steps, the latter accounting for the alignment of the intermediate ionic state. In the calculations of the first step the states \( (3p^5 \, ^2P), (3s3p^6 \, ^2S), (3p^4(^3P)4s \, ^2P), (3p^4(^3P)3d \, ^2P,^2D,^2F), (3p^4(^1D)3d \, ^2D) \) of \( \text{Ar}^+ \) were used and
for the second step the states (3s²3p⁴3P, 1D, 1S) and (3s3p⁵1P, 3P) of Ar²⁺. The fine-structure of
the residual ion was taken into account by using statistical weights of the fine-structure levels,
defined by their angular momentum, and shifting the theoretical curves in accordance with
experimental values of the energy splitting [20]. Six series of auto-ionizing states lie
energetically between the Ar²⁺ 3p⁴ 3P and 3p⁴ 1D thresholds and can be excited by
photoabsorption from the Ar⁺ 3p⁵2P state: (3p⁴1D nd ²D), (3p⁴1D nd ²P), (1D nd ²S), (3p⁴1D ns
²D), (3p⁴1S nd ²D), (3p⁴1S ns ²S). However, only the first two series of this list, each for
n=6,7,8, affect the energy spectrum of the slow electron in the region of interest. The ²D
resonances are sharp and only decay by emission of d-wave electrons, while the ²P resonances
are broad and decay by emission of both, s- and d-waves.

The resonance energies in this calculation are consistent with photo-ionization spectra of Ar⁺
measured and calculated in the Breit-Pauli R-matrix approximation by Covington et al. [31].
These predicted resonances seem to coincide with corresponding structures in the
experimental spectrum, most notably at an electron energy of 0.51 eV. The solid red curve
shows the calculation multiplied by the spectral profile of the FEL beam, using a bandwidth
of ± 0.22 eV, and convoluted with an electron energy resolution of 0.018 eV FWHM, which
is in reasonably good agreement with the experimental spectrum. The values used for the
FEL bandwidth and the electron energy resolution are slightly smaller than the estimated
numbers provided in the experimental section. However, they yield the best agreement with
the measured energy spectrum and are well within the uncertainties of these estimated values.

In Fig. 5 we show (²)β₂ calculated with the auto-ionization resonances included as a function
of the energy of the second electron. The three curves represent different photon energies
within the FEL bandwidth (27.6 eV, black dashed curve; 27.9, red solid curve; and 28.2
eV, blue dash-dotted curve). The sharp structures in these plots illustrate the high sensitivity
of (²)β₂ on the energy of the second electron, while without accounting for auto-ionization the
energy dependence of $^{(2)}\beta_2$ is rather smooth [9,21]. Furthermore, significant variations between different photon energies are found. Since the experimental electron energy resolution and the spread in the photon energy are significantly larger than the width of some of the structures in the theoretical $^{(2)}\beta_2$ the calculations have to be multiplied by the FEL spectral profile and convoluted with the experimental electron energy resolution.

The red solid curves in Figs. 2 and 3 show the theoretical calculations with auto-ionization resonances included. At first glance the changes in the $\beta$-parameters of the first electron ($^{(1)}\beta_2 = 1.3$ and $^{(1)}\beta_4 = 0.05$) introduced by the inclusion of auto-ionization may not appear particularly significant. However, in the ratios between the angular distributions of the first electron in SDI and the electron in single ionization considerably improved agreement with the experimental data is obtained. The minimum obtained when auto-ionization is not included is now turned into a maximum, in accord with the experimental data.

At present, we cannot offer a conceptual explanation for this switch from a minimum to a maximum. However, some additional comments on the formalism might be helpful. Let us assume that a specific channel with fixed orbital angular momentum $L$ ($L = 1, 2$) of the final Ar$^{++}$ state (e.g. $3p^4 \, ^3P + e^- (\epsilon s, \epsilon d)$) dominates (note that $L=0$ is forbidden in the LS-coupling approximation for the final Ar$^{++}(3p^4 \, ^3P)$ state). Furthermore, we assume that the partial cross section for the first ionization step ($Ar(3p^6) \rightarrow Ar^{+}(3p^5) + e^- (\epsilon s$ or $\epsilon d)$) leading to d-wave photoelectron emission is much larger than for s-wave emission. This is fulfilled very well for our photon energy [32]. Then the procedure described in [33] leads to $^{(1)}\beta_4$ which for fixed $L$ are just constants: $^{(1)}\beta_4^{L=1} = -\frac{108}{203}$ and $^{(1)}\beta_4^{L=2} = +\frac{108}{1057}$, where the right superscript indicates the dominant L-channel. While numerical MCHF calculations without accounting for resonances and with all channels included give negative value for $^{(1)}\beta_4$, the R-matrix calculations accounting for strong auto-ionizing D resonances change the sign of $^{(1)}\beta_4$, which brings $^{(1)}\beta_4$ in agreement with experiment.
For the second electron the inclusion of auto-ionization has an even larger impact than for the first electron, especially on \( (2) \beta_2 \), which is now smaller by about 30\% \((1) \beta_2 = 0.9\). In \( (2) \beta_4 \) the sign is reversed \((2) \beta_4 = 0.03\), as for the first electron, however, in absolute terms this difference is too small to be experimentally verifiable. These modified \( \beta \)-parameters result in excellent agreement between the experimental and theoretical angular distributions of both electrons ejected in SDI (cf. Fig. 3, left panel).

As mentioned above the inclusion of auto-ionization leads to pronounced structures in the electron energy dependence of the \( \beta \)-parameters. More specifically, in the energy interval for the slow electron from 0.2 to 0.4 eV the averaged \( (2) \beta_2 \) parameter is 0.9 and \( (2) \beta_4 \) is 0.03, while in the interval 0.4 to 0.6 eV it changes to 0.6 and \( (2) \beta_4 \) changes from 0.03 to -0.02. We have therefore analyzed the experimental angular distributions for these energy intervals, which are shown in the center and right panels of Fig. 3, respectively. From these data parameters of \( (2) \beta_2 = 0.94 \pm 0.06 \) and \( (2) \beta_4 = 0.08 \pm 0.078 \) for 0.2 to 0.4 eV and \( (2) \beta_2 = 0.56 \pm 0.075 \) and \( (2) \beta_4 = 0.09 \pm 0.1 \) for 0.4 to 0.6 eV were extracted, in very good agreement with theory.

As a final note we point out that the contributions from auto-ionization may also be able to explain the discrepancies in \( (2) \beta_4 \) between the data of Braune et al. for Ne [10] and theory not accounting for auto-ionization [11,16] as well as the differences to the data of Kurka et al. [11] for a slightly different photon energy. For SDI of Ar at a photon energy of 27.93 eV \( (2) \beta_4 \) remains very close to 0 when auto-ionization is included. However, for Ne and a much larger photon energy this could be very different since the \( \beta \)-parameters are very sensitive to both the photon energy and the atomic structure.

**Conclusions**

In summary, we have performed a coincidence experiment on two-photon double ionization of Ar by free electron laser radiation for a photon energy of 27.93 eV. As expected, only
signatures of sequential double ionization were observed. The measured angular distributions of both photo-electrons were analyzed and compared to calculations. A theoretically predicted correlation between both electrons, resulting from the polarization of the intermediate state of the Ar\(^+\) ion, was confirmed by the experimental data. Furthermore, the comparison between experiment and theory clearly shows the importance of auto-ionization resonances in both steps of sequential double ionization. This channel might also explain differences between theory and experiment as well as between two different experimental data sets reported earlier for Ne [10,11].
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**Figure Captions**

**Fig. 1:** Two-dimensional energy spectrum of two electrons measured in coincidence in TPDI of Ar.

**Fig. 2:** Angular distribution of the fast electron ejected in the first step of TPDI (left panel) and of the electron ejected in single ionization (center panel). The right panel shows the ratio between both angular distributions. Black dashed curves, fit of equation (2) to the data; blue dashed - open circle curves, calculations not accounting for auto-ionization; red solid curves, calculations accounting for auto-ionization.
Fig. 3: Angular distribution of the slow electrons ejected in the second step of sequential two-photon double ionization averaged over all energies smaller than 1 eV (left panel). The center and right panels show the same angular distributions averaged over the energy intervals 0.2 to 0.4 eV and 0.4 to 0.6 eV, respectively. Curves: same as in Fig. 2.

Fig. 4: Energy spectrum of the slow electron ejected in the second step of sequential TPDI. The black dashed curve shows the calculated energy spectrum not accounting for the FEL spectral profile or the electron energy resolution. The red solid curve represents the same calculation multiplied by the spectral profile and convoluted with the electron energy resolution.

Fig. 5: Electron energy dependence of the $^2\beta_2$ parameter for the electron ejected in the second step of sequential two-photon double ionization calculated with auto-ionization included for three different photon energies within the FEL bandwidth.
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