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Abstract 

Laser-induced dissociation of a photoionized oxygen molecule is studied employing an extreme 

ultraviolet (EUV) pump – near-infrared (NIR) probe technique. A combination of a narrow-band 

11th harmonic pump centered at 17.3 eV and a moderate-intensity NIR probe restricts the 

dissociation dynamics to the pair of low-lying cationic states, the 
4

ua  and the 4

gf  . The 

measured kinetic energies of the O+ fragments reveal contributions from one-, two- and three-

photon dissociation pathways (1  , 2  and 3 ) involving these two states. While the yields of 

the two- and three-photon channels initially rise and then decrease as a function of EUV-NIR 

delay, the yield of the single-photon pathway rises slower but keeps increasing over the whole 

delay range studied. This behavior reflects the evolving probability density of the ionic nuclear 

wave packet at the internuclear distances, where it can undergo resonant 3  and 1  transitions 

from the 
4

ua   to the 4

gf   state of O2
+. 

 

I. INTRODUCTION 

The development of ultrafast laser technology has enabled time-resolved studies of 

femtosecond molecular dynamics and provided tools to control them. Many of the suggested 

control schemes are based on the modification of molecular potential curves by the electric field 

of an optical or infrared laser pulse [1-6]. This requires the field to be strong enough to be achieved. 

For these reasons, molecular response to intense, short laser pulses has been the subject of active 

experimental and theoretical investigations over last three decades. Since describing the behavior 

of a molecule irradiated by an intense laser field still represents a major challenge for theory, most 

of the early investigations focused on accessible model systems such as hydrogen and its 

isotopologues. Although the exact full-dimensional ab initio treatment involving both electrons is 

still challenging even for such simple targets, a detailed quantitative understanding of molecular 

dynamics driven by the intense femtosecond optical or near-infrared (NIR) pulses has been 

achieved (see [7-9] for reviews). Recently, considerable progress has been made to extend this 

understanding to more complex systems. The first step in this direction is to address larger diatomic 

molecules like N2, CO and O2 (see e.g., Ref. [10-19] for some illustrative examples). Since the 
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exact ab initio calculations of molecular dynamics in the presence of strong external field are out 

of reach, theoretical modelling involving certain level of approximation and benchmarked by the 

experimental data is needed to achieve this goal. 

Experimentally, time-resolved characterization of ultrafast molecular dynamics is typically 

realized in a pump-probe experiment. Within this approach, a pump pulse initiates a reaction of 

interest (in other words, launches a molecular wave packet on certain neutral or ionic states, bound 

or continuum), that is mapped by a synchronized probe pulse arriving after a variable time delay. 

Depending on the particular states involved, the common probe schemes include absorption or 

fluorescence measurement, dissociation, ionization and Coulomb explosion of the molecule. Both, 

the pump and the probe steps are sensitive to the wavelength of the laser pulses used. Numerous 

pump-probe experiments focusing on ultrafast aspects of molecular dynamics in strong laser fields 

employ 800 nm pulses of a Ti:Sa laser for both steps (see, e.g., Ref. [9,12,13,20-26]). This 

arrangement, while nowadays routinely providing sub-10 fs temporal resolution, has two 

significant drawbacks. First, since both pulses interact with the molecule in a similar way, 

disentangling processes that are initiated and observables that are produced by either pulse is often 

a challenge. Second, more importantly, the typical interaction mechanism for 800 nm is a 

multiphoton or strong-field ionization or excitation, which makes a pump pulse at this wavelength 

non-selective, i.e., it essentially populates all states accessible at that intensity. A natural way to 

address both of these issues is to use pulses of different wavelengths in each step, and restrict the 

variety of channels initiated (or, in other words, the number of states populated) by the pump pulse. 

Depending on a particular process of interest, this can be efficiently achieved by employing 

ultraviolet (UV) or extreme ultraviolet (EUV) radiation for either step. The latter wavelength range 

is particularly attractive since it enables using single-photon transitions as a pump or a probe, 

which often significantly simplifies theoretical description of the corresponding step. 

Typical sources of EUV radiation employed in ultrafast pump-probe experiments include those 

based on high-order harmonic generation (HHG) [27,28] and free-electron lasers (FEL) [29]. Both 

approaches usually deliver broad-band light, as a consequences of the desired ultrashort pulse 

durations. At the FEL facilities, the lower limit of the bandwidth is usually given by the self-

amplified spontaneous emission process used to generate the FEL light. For the HHG sources, 

many harmonic orders are typically combined to achieve femtosecond or even sub-femtosecond 

pulses. Despite obvious advantages provided by using short pulses, because of their large 

bandwidth such sources, similar to the NIR pulses, are not well-suited for state-selective excitation. 

Therefore, considerable effort is made to generate rather narrow-band light pulses with both, FELs 

[30-32] and HHG sources [32-36], while still maintaining femtosecond pulse duration, short 

enough to resolve molecular dynamics of interest. 

Here we present the results of a time-resolved study of the interaction of a moderately intense 

(~1013 W/cm2) NIR laser pulse with a molecular wave packet generated by the photoionization of 

an oxygen molecule with a narrow-band single harmonic pulse. We employ a recently developed 

setup based on a double-grating monochromator briefly described in Ref. [36]. Specifically, we 
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launch an ionic wave packet using an 11th harmonic EUV pulse of ~130 fs duration (FWHM in 

intensity), with a central photon energy of 17.3 eV and a bandwidth of ~300 meV. Under these 

conditions, in contrast to earlier experiments employing NIR or broad-band EUV pulses, we 

predominantly populate a small sub-set of O2
+ states, namely, the ground state and the metastable 

4

ua   excited state (see Fig. 1). We probe the dynamics of the created wave packet by dissociating 

the O2
+ ion by a 35 fs, 790 nm, ~1013 W/cm2 probe pulse, which at these intensities almost 

exclusively dissociates the excited state.  

By measuring the delay-dependent yields 

and kinetic energies of the O+ fragments, we 

identify three different fragmentation pathways 

resulting from the net absorption of one, two or 

three NIR photons. Our findings are consistent 

with the dissociation process proceeding via 

either single- or three-photon coupling to the 

dissociative 4

gf   state, which has been 

invoked to interpret earlier results obtained 

with a single, more intense NIR laser pulses 

[17-19] or using different pump-probe schemes 

[13,40]. Dominant pathways observed in our 

experiment closely resemble 1  and 2   

channels well known for H2
+ dissociation in the 

NIR laser field ([41-46], see also [7,8] for 

review). For the case of oxygen, we observe a 

very different dependence on the EUV-NIR 

delay for these channels, reflecting different 

times after photoionization at which ionic 

nuclear wave packet propagating in the bound 
4

ua   state of O2
+ reaches internuclear 

distances corresponding to resonant one- and 

three-photon transitions to the 4

gf   state. Our 

results complement recent experimental study 

of similar dynamics in O2
+ molecular ion 

triggered by ultrashort but broadband harmonic 

pulses [40]. 

 

  

FIG. 1. (Color online) A sketch of potential energy 

curves (PECs) for the ground state of O2 (taken from 

Ref. [37]) and selected low-lying states of O2
+ 

(adapted from Ref. [38]). The purple arrow depicts the 

EUV-induced photoionization at the equilibrium 

distance of the neutral molecule, whereas the red 

arrows indicate the positions of  and  resonant 

transitions between to the  states [39]. 

Dashed tick marks on the right indicate the energies of 

accessible vibrational levels for the and  

ionic states. The most abundant vibrational levels in 

the Franck-Condon region are highlighted with 

thicker black lines for both states. 
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II. EXPERIMENTAL 

The setup used here is similar to the one described in [36,47] and is sketched in Fig. 2. A 2 mJ, 35 

fs, 790 nm NIR pulse from a Ti:Sapphire laser system known as Kansas Light Source (KLS) at 2 

kHz repetition rate is split by a beam splitter. 80 % of the pulse energy is focused into a semi-

infinite gas cell filled with argon for high 

order harmonic generation. A grating 

based monochromator consisting of a 

pair of identical holographic blazed 

gratings (3600 lines/mm) followed by an 

adjustable slit is installed after the 

harmonic generation cell. The 

combination of grating pair and slit 

allows the selection of a single 

harmonic. The slit width is used to fine–

tune the bandwidth of the harmonic 

pulse. In this experiment, the selected 

11th harmonic is then focused onto an 

effusive atomic or molecular beam in the 

center of a “reaction microscope” 

(ReMi) spectrometer by a toroidal mirror (TM). After the TM, the harmonic beam passes through 

a hole in a recombination mirror that combines it with the NIR beam. The other part of the laser 

beam is sent through a delay stage used to adjust the path and is independently focused onto the 

same target by a 1m focal length lens. The peak intensity of NIR probe is set to ~1013 W/cm2 such 

that it alone does not yield any observable dissociative ionization signal from O2. Ions and 

electrons created by the interaction of the two light pulses with the target are guided in opposite 

directions onto two time– and position-sensitive delay-line detectors by electric and magnetic 

fields applied along the spectrometer axis. During the pump-probe measurement, focused mainly 

on ion detection, we applied an electric field of 1.26 V/cm. In contrast, to obtain high-resolution 

electron spectra, field-free conditions were employed. From the measured time-of-flight and 

positions of the hits on the detector the full momentum vectors of each detected charged particle 

are calculated. 

The central wavelength and the bandwidth of the 11th harmonic pulse were determined using 

the photoelectron spectrum resulting from the photoionization of argon atoms. The central 

wavelength of 11th harmonic selected for this pump-probe study was 17.3 eV. Even though the 

smallest bandwidth achievable with our setup can be well below 200 meV [47], for the time-

resolved experiment described here it was set to ~300 meV by adjusting the slit width in the 

monochromator in order to increase the EUV photon flux. The corresponding bandwidth 

difference can be clearly seen in the O2 photoelectron spectra for both configurations presented in 

Fig. 3. While the overall shape of both distributions is pretty similar, the individual vibrational 

levels of the resulting O2
+ ion can be clearly resolved only if the 11th harmonic is optimized for a 

FIG. 2. (Color online) Sketch of the experimental setup.       
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smallest bandwidth (< 200 meV, Fig. 3a). For somewhat larger EUV bandwidth, which we later 

employed in our pump-probe measurement, the vibrational structure is washed out (Fig. 3b).  

The corresponding 11th harmonic pulse duration was estimated to be ~130 fs based on the 

EUV-NIR cross-correlation signal measured using the delay-dependent sidebands in the 

photoelectron spectrum resulting from the NIR-assisted photoionization of argon. The delay at 

which this cross-correlation signal reaches its maximum was set as a zero delay for our pump-

probe measurement.  

 

III. RESULTS AND DISCUSSION 

A. EUV-only photoelectron spectra: Identification of relevant ionic states 
 

As illustrated in Fig. 1, ionization of a neutral O2 molecule via absorption of an 11th harmonic 

photon (17.3 eV) predominantly results in the population of one of the two lowest electronic states 

of the O2
+ cation: The 2

gX   ground state or the 
4

ua   excited state, usually associated with the 

removal of an electron from the g  highest 

occupied molecular orbital (HOMO) or the 

3 g   HOMO-1, respectively. The population 

of both states is reflected in the kinetic energy 

distribution of emitted photoelectrons as 

shown in Fig. 3. The spectrum displayed in 

Fig. 3(a), which was obtained with the EUV 

pulse of sub-200 meV bandwidth, shows that 

a broad distribution of vibrational states 

(resolved up to 13 = ) is populated in the 

ground electronic state of the ion. The results 

shown in Fig. 3(b), for a somewhat broader 

bandwidth, resemble the data of Fig. 3(a), but 

individual vibrational states are not resolved. 

For the 
4

ua   state, the highest vibrational 

level energetically accessible by the 17.3 eV 

photon is 10 =  (considering the bandwidth, 

states with 11 = and 11,12 =  can also be 

populated for the conditions of Fig. 3(a) and 

3(b), respectively). Even though single 

vibrational levels are not clearly resolved for 

the 
4

ua   state even for narrow-bandwidth 

pulses (most likely because of the smaller 

vibrational spacing), the observed low-energy 

FIG. 3. (Color online) The measured photoelectron 

energy distribution for photoionization of O2 by the 11th 

harmonic EUV with a bandwidth of ≤ 200 meV (a) and 

~300 meV (b). The inset in (a) shows the enlarged view 

of the region corresponding to the  ground state. 

For this state, contributions from individual vibrational 

levels are clearly resolved with the narrow-bandwidth 

EUV pulse. The positions of the individual vibrational 

levels shown as tick marks are taken from Ref. [48] and 

[49] for  and  states, respectively. 
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peak in the photoelectron spectrum of Fig. 3 indicates that a significant fraction of O2
+ ions end up 

in this state. It should be noted that because of the limited photoelectron collection efficiency under 

field-free conditions employed to obtain the spectra shown in Fig. 3, the energy distribution 

presented here does not directly reflect the branching ratio of the populations of the corresponding 

electronic and vibrational states. 

As sketched in Fig. 1, the vibrational levels of the 
4

ua   state accessible under our 

experimental conditions overlap in energy with high-lying ( 21 = to 31 = ) vibrational levels of 

the 2

gX   ground cationic state. However, according to the Franck-Condon factors for the 

photoionization of O2 [50,51], the populations of these high vibrational levels of the 2

gX   state 

are expected to be considerably smaller than for the low (up to 12 = ) vibrational levels of the 
4

ua   state. 

In addition to the contributions from the two dominant electronic states discussed above, some 

ionization events at our photon energy might in principle populate the lowest vibrational levels of 
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the 
2

uA   state of O2
+, as indicated in Fig. 1. The 

corresponding contribution in the photoelectron 

spectra would be indistinguishable from that of 

higher vibrational states of 
4

ua  . However, 

from earlier experiments employing threshold 

photoelectron spectroscopy [44,45] or 

fluorescence measurements [52], as well as from 

the calculation of the corresponding partial 

ionization cross sections [53] we can conclude 

that the population of the 
2

uA   state at 17.3 eV 

is negligibly small compared to that of the 
4

ua   

state.   

 

B. Dissociation pathways and kinetic 

energy release spectra  

 

Since our EUV photon energy lies well below 

the lowest dissociative ionization limit (18.733 

eV [49]), the 11th harmonic alone does not create 

any O+ fragments. However, if the NIR pulse is 

combined with the 11th harmonic, the molecular 

ion can dissociate. Figure 4(a) depicts the yields 

of O2
+ (dotted red line) and O+ (solid blue line) 

ions measured in a two-color 11th harmonic pump 

– NIR probe experiment as a function of EUV – 

NIR delay. The O2
+ signal contains ions 

produced by either single-photon EUV or 

multiphoton NIR ionization, and does not show any pronounced delay dependence. The deviation 

of the delay-dependent O2
+ yield from the flat line mainly reflects the instability of the flux of 

generated harmonics. On the contrary, the O+ yield increases significantly at positive delays, where 

the NIR pulse arrives after the EUV. In order to account for long-term laser instabilities, we plot 

the delay-dependent ratio of the O+ and the O2
+ ion yields in Fig. 4(b). The O+ signal at large 

negative delays essentially represent the delay-independent background, mainly originating from 

two sources. The first one is the dissociative ionization of water from the residual gas. The other, 

and more important one, originates from O2 dissociative ionization by the harmonics orders higher 

than the 11th, mainly from the second diffraction order of the 21st and 23rd harmonics as they also 

pass through the slit (see Ref. [47] for details). In a region of ±100 fs around zero delay the 

measured yield rises, reflecting the increased production of O+ fragments due to the combined 

FIG. 4. (Color online) (a) The measured yields of O2
+ 

(dotted red line) and O+ (solid blue line) ions as a 

function of EUV-NIR delay. (b) The measured ratio 

of O+ / O2
+ yields as a function of EUV-NIR delay. 

The shaded grey line depicts the Gaussian cumulative 

distribution function (CDF) corresponding to the 

overlap between the EUV and NIR pulses defined 

form their measured cross-correlation (see text). 
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action of the EUV and the NIR pulses. It exhibits a broad maximum between 100 and 150 fs, and 

then slightly decreases.  

Qualitatively, the enhanced O+ fragments production at positive delays can be readily 

understood as NIR-induced dissociation of the O2
+ cations produced by the ionization of the neutral 

O2 molecule by 11th harmonic photons. The time scale for the rise of the O+ yield, which starts 

well before zero delay, essentially reflects a rather broad region where the NIR and EUV pulses 

overlap. In order to visualize the influence of the combined pulse widths on the delay-dependent 

O+ signal, we plot in Fig. 4b the Gaussian Cumulative Distribution Function (CDF) given by 

 
2

( ) 1
2 2

h t
Y t erf l





  −
= + +   

  
  (1)  

Here, h and l are the asymptotic high and low limits of the signal, respectively; 0 =  is the center 

position and 57 =  fs – the Gaussian width of the experimentally determined EUV – NIR cross 

correlation (135 ± 20 fs FWHM). The CDF with the above parameters, which essentially reflects 

a convolution of a step-function yield with the temporal resolution of the experiment, matches well 

the rising part of the measured curve shown in Fig. 4(b).  

In order to understand in detail the mechanisms of two-color dissociative ionization leading to 

the non-monotonic delay-dependent signal shown in Fig. 4, we analyze the kinetic energies of the 

O+ fragments. Fig. 5(a) displays the measured kinetic energy release (KER) distribution of O+ + O 

pairs integrated over all EUV-NIR delays. Note that since the sum momentum of all absorbed 

photons and the emitted electron is much smaller than the momenta of the nuclei, for each 

dissociative ionization event the neutral and ionic oxygen fragments carry the same energy due to 

momentum conservation. Therefore, the KER values shown in Fig. 5 are calculated from the 

measured O+ kinetic energies simply by multiplying by 2.   
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The KER spectrum peaks at zero energy and exhibits a broader structure between 0.6 eV and 

3 eV. The lowest dissociation limit of O2
+ (18.733 eV) is energetically accessible by a single-790 

nm photon transition from the 
4

ua   state 

starting from 10 =  vibrational level [19]. 

Even though the 9 =  state lies below the 

dissociation threshold for our central NIR 

wavelength, given the 65 nm bandwidth of 

the NIR pulse, it might dissociate 

contributing to the region of the lowest 

KER. The KER values corresponding to the 

absorption of two NIR photons from 

different vibrational levels of the 
4

ua   state 

match the broad structure centered at ~1.5 

eV, whereas the events with the KER 

beyond 1.9 eV need at least three-photon 

absorption from the same electronic state. 

There, the measured fragment yield 

decreases fast with the increasing energy. 

As indicated in Fig. 5, we refer to these 

regions as 1 , 2  and 3  respectively.  

Dissociation of the O2
+ molecules that 

are left in the 2

gX   ground state after the 

EUV pulse requires absorption of one NIR 

photon for levels 28  , at least two NIR 

photons for levels with 17  , at least three 

photons for 9  , and at least four photons 

for lower vibrational states. However, as 

indicated in Fig. 1, the Franck-Condon 

factors for O2 strongly favor the population 

of the lower vibrational states [50,51]. 

Correspondingly, at the rather low NIR 

intensity used in our experiment one would 

expect the transitions from the 
4

ua   state 

involving fewer NIR photons to dominate the dissociation process, even though we could not 

exclude some contributions from the cationic ground state, especially in the low-energy region. It 

should be noted that in earlier experiments [13, 17-19], no clear signatures of the 2

gX   state 

contributions to the dissociation dynamics has been reported even for much higher NIR intensities 

(up to 1015 W/cm2). 

FIG. 5. (Color online) (a) Kinetic energy release (KER) 

distribution of the O+O+ channel integrated over all 

EUV-IR delays. Vertical dashed lines indicate the KER 

values expected for O2
+ dissociation via ,  and 

 transitions from different vibrational levels of the 

 to the  state at 790 nm. Shadowed areas 

depict the range of KER expected for each transition 

considering the bandwidth of the NIR probe pulse. (b) 

KER distributions for three different EUV-NIR delay 

regions.  
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The KER spectrum presented in Fig. 5(a) can be understood under the assumption that the 

dominant contribution to the NIR dissociation of O2
+ originates from the transition between the 

4

ua   state and the 4

gf   state. Indeed, as can be seen in Fig. 1, one NIR photon can directly 

couple these two curves, resulting in 1  channel. The dipole selection rules forbid the direct two 

photon transition between the 
4

ua  and 4

gf   states. Therefore, as discussed in Ref. [13,17-

19,54-56], the 2  pathway most likely occurs via one of the two following pathways. The first 

one proceeds via the resonant absorption of three NIR photons from the 
4

ua  to the 4

gf   state, 

and subsequent stimulated emission of one NIR photon as the wave packet passes through the 

position of the resonant 1  transition between the two states as shown in Fig. 1. An alternative 

possible two-photon pathway, which will be discussed in Section IIID, involves a one-photon 

transition from the 
4

ua  to the 4

gf   state, and subsequent one-photon transition from the 4

gf   

to the 
4

u

+  state [18]. 

Similar one-photon and (net) two-photon (1  and 2 ) dissociation pathways are well 

documented for H2 and D2 fragmentation in intense NIR fields [7,8,41-46]. In Fig. 5 we also clearly 

observe high-energy tail formed by the 3  channel, i.e., by the events which were triggered by a 

three-photon transition and did not undergo stimulated emission at a larger internuclear distance 

corresponding to one-photon resonance. In many experiments with H2/D2 target at 800 nm this 

channel is hidden beneath the low-energy tail of Coulomb explosion pathway. However, it was 

clearly observed in earlier measurements on H2 dissociation with 532 nm laser [57], and in the 

experiment employing H2
+ ion beam target and few-cycle 800 nm pulses [58,59]. Since in the 

present study we do not observe any Coulomb explosion events due to the selected NIR intensity, 

the tail of our high KER spectrum is in accord with the expectation for 3  channel. 

 

  



11 
 

C. Delay-dependent dynamics 
 

As can be seen from Fig. 1, the 3  transition 

between the 
4

ua   and 4

gf   states occurs close 

to the Franck-Condon region, whereas the 

single-photon transition between these two 

states requires considerably larger internuclear 

distance. This should be reflected in the time 

evolution of the corresponding dissociation 

channels. From Fig. 5b, where the KER 

distributions for three different EUV-NIR delay 

regions are shown, it is clear that the branching 

ratio of different dissociation channels changes 

with the delay. In particular, the spectrum in the 

range of 70-120 fs contains significantly higher 

fraction of high-energy fragments ( 2  and 3

channels) compared to large positive or negative 

delays. In order to investigate this in more detail, 

we plot in Fig. 6 the KER of all O+ + O dissociation channels as a function of the delay between 

11th harmonic EUV pump and NIR probe pulses. Since our EUV pulse duration is considerably 

longer than the O2
+ vibrational period, we do not resolve signatures of the vibrational motion here. 

Nevertheless, different KER regions exhibit different delay dependence, as can be clearly seen 

from Fig. 6. Specifically, while the yield of low-energy fragments reaches its maximum at the 

largest EUV-NIR delays, the yield of high-energy fragments peaks just before 100 fs and then 

decreases. 

In order to quantify this difference, we plot the delay-dependent yields of 3  (a), 2  (b) and 

1  (c) channels in Fig. 7. Similar to the data of Fig. 4(b), all three curves are divided by the delay-

dependent O2
+ yield. To obtain a clean delay dependence, while selecting the data for the three 

curves shown in Fig. 7, we excluded the energy regions where different channels overlap. All three 

channels in Fig. 7(a), (b) and (c) manifest a pronounced rise in the region of the time overlap 

between the EUV pump and NIR probe pulses. To estimate the time scale of this rise, we fit all 

three distributions with the Gaussian CDF. While the rising yields of 3  and 2  channels (Fig. 

7(a) and 7(b)) exhibit time constants similar to each other and to the cross-correlation of the EUV 

and NIR pulses within the precision of our experiment (Gaussian width of the CDF fit 46 12 =   

fs and 57 5 =  fs for 3  and 2 , respectively), the 1  signal rises considerably slower (

89 7 =   fs). Furthermore, there is a pronounced qualitative difference: while the yield of 1  

channel increases continuously, becoming flat at the largest delays studied, the yields of the other 

two channels drop down after reaching their maximum around 100 fs. This behavior can be 

qualitatively understood by considering the internuclear distances for three-photon and one-photon 

transitions between the 
4

ua   and 4

gf   states, as discussed below.  

FIG. 6. (Color online) The measured KER 

distribution for O+O+ dissociation fragments as a 

function of EUV-IR delay. The dashed lines separate 

the contributions from different channels 

corresponding to the KER regions indicated in Fig. 

5.  
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 After the vertical transition 

corresponding to the EUV ionization of the 

neutral molecule, part of the molecular wave 

packet contributing to the NIR dissociation 

propagates outwards on the 
4

ua   potential 

well. As discussed above, both 3  and 2  

channels likely result from the three-photon 

excitation, which occurs rather close to the 

Franck-Condon region (see Fig. 1). 

Correspondingly, this NIR-driven transition 

can occur right after the EUV 

photoabsorption, and, thus, the yields of the 

resulting dissociation channels rise on the 

same time scale as the Gaussian CDF with 

the parameters defined form the measured 

cross-correlation between the EUV and the 

NIR pulses (shaded grey lines in Fig. 7). In 

contrast, the one-photon transition between 

the two states involved can happen only at 

larger internuclear distances and, thus, at 

later times after the EUV absorption. This 

results in the slower rise of 1  channel. The 

time the wave packet needs to travel on the 
4

ua   state between the positions where the 

three-photon and one-photon transitions are 

resonant is estimated to be of order of 10 fs. 

The observed difference in the rise time of 

the delay-dependent 3  / 2  and 1  yields 

is noticeably larger, and is comparable to the 

full vibrational cycle (~35 fs for the lowest 

vibrational levels of the 
4

ua   state; ~40-45 

fs for the vibrational states accessible with one NIR photon). Even though the temporal resolution 

of the present experiment does not allow us to determine the origin of this difference 

unambiguously, we consider two potential reasons for this behavior. First, since the repulsive 
4

gf   curve is considerably flatter in the vicinity of the 1  resonance, the nuclear wave packet 

can undergo a one-photon transition over a broader range of internuclear distances than a three-

photon transition. This makes the time when the wave packet passes the region of the 1  coupling 

less well defined, broadening the rise time of the 1  channel. Second, a single photon transition 

responsible for the 1  channel does not require the highest laser intensity within the NIR probe 

FIG. 7. (Color online) Delay-dependent ratio of O+ to O2
+ 

yields for three different KER regions associated with , 

 and  transitions, respectively: (a) 2-3.3 eV; (b) 0.7-

1.7 eV; (c) 0-0.2 eV. Dashed lines represent the Gaussian 

CDF fits to the data. Shaded gray line in all panels depicts 

the CDF with the Gaussian width of fs 

corresponding to the measured cross-correlation of the 

EUV and NIR pulses (identical to the CDF shown in Fig. 

4(b). 
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pulse, which makes the effective NIR laser pulse duration longer than its FWHM, potentially 

contributing to the slower rise time of this channel. 

After the initial EUV absorption, a portion of the vibrating nuclear wave packet will return to 

the position of the three-photon resonance after each vibrational cycle. Nevertheless, since the 

three-photon transition lies in the inner, steeper part of the 
4

ua   potential well, the probability to 

find the wave packet in a rather narrow window accessible for this transition in the later cycles 

will be smaller than its initial value right after the EUV absorption. This behavior has been shown 

in the nuclear wave packet simulations for other diatomics, where, similar to our case, the wave 

packet propagation started close to the inner turning point of the asymmetric potential well [60-

62]. Correspondingly, the yields of both channels resulting from the three-photon transition 

decrease with the increasing delays between the EUV and NIR pulses beyond their temporal 

overlap region. As was shown in Refs. [61,62], the probability density for the portion of the wave 

packet reaching the inner turning point flattens after a couple of vibrational cycles. This is 

consistent with the observed fall-off time of our 2  and 3  signals. Correspondingly, the delay-

dependent yield of 1  channel flattens on a similar time scale after the EUV-NIR temporal overlap 

region. In order to achieve more quantitative understanding of the observed delay dependence of 

different dissociation channels, a detailed wave packet propagation simulation taking into account 

R-dependent transition probabilities between the 
4

ua   and 4

gf   states is needed.  

 

D. Comparison with previous work 
 

The results we present here complement a variety of earlier experiments studying the O2
+ 

dissociation by intense NIR laser fields (e.g., [13,17-19,40]). Those can be separated into single-

pulse experiments starting with either a neutral O2 target [17,19] or with O2
+ ion beam [18,19], and 

pump-probe experiments employing either two NIR pulses [13] or EUV pump – NIR probe 

configuration [40]. The most straightforward comparison can be made with the latter experiment 

[40]. The main difference between the two experiments is that Cörlin et al. [40] used a much 

broader spectrum of the EUV pump pulse (harmonic train), but had considerably shorter temporal 

duration as compared to the present one. Correspondingly, the vibrational motion of the created 

ionic wave packet could be resolved in time, but many states were directly populated by the pump 

pulse, including several dissociating states. In order to simplify the analysis of the time-dependent 

data, the NIR probe pulse intensity in [40] was chosen rather low ( 125 10 W/cm2), such that only 

one-photon NIR transitions could play a role. Therefore, Cörlin et al. concluded that the observed 

dissociation dynamics for the low-energy region can be fully accounted for by considering single-

photon transition from the 
4

ua   to 4

gf   state induced by the probe, which is consistent with our 

observations. In Ref. [40] no data for higher O+ energies corresponding to our 2  and 3  

channels were presented, most likely because this region is dominated by the direct single-photon 

dissociation induced by the broadband EUV pump. 
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For the pump-probe experiment with two sub-10 fs NIR pulses [13], the measured KER-

resolved Fourier spectra were interpreted in terms of one- and two-photon transitions from the 
4

ua   to 4

gf   states, and no clear contributions from the ground ionic state had been observed 

even though the probe intensity was more than an order of magnitude higher than in the present 

experiment. The authors of Ref. [13] pointed out a certain discrepancy between their measured 

frequencies of the wave packet vibrational motion and the expected frequencies for the 

corresponding vibrational levels of the 
4

ua   state. In a recent theoretical analysis [56] this 

discrepancy was attributed to the contribution from the higher-lying 4

gb −  state of O2
+. Since this 

state is not accessible by our 17.3 eV pump photon, this state is unlikely to contribute significantly 

to the dissociation signal observed in our work.  

It is interesting to compare our observations with the results obtained in a single pulse 

experiments starting with ionic targets [18,19]. Since the ionic target for these experiments is 

produced predominantly in the 2

gX   ground and 
4

ua   excited electronic states, this arrangement 

to a large extent resembles the conditions for the probe step of our experiment. In the KER spectra 

obtained in Ref. [18] contributions from all three dissociation channels discussed in this work were 

identified. In addition, a few other dissociation pathways starting from the 
4

ua   state and 

involving one-photon coupling to the 4

gf   state followed by sequential one- or two-photon 

transitions to some higher lying states were found to contribute to the KER spectra at the high-

energy part of our 2  channel. These contributions were identified by their specific angular 

distributions, considered in combination with the measured KER values and the corresponding 

selection rules. In particular, the dominant contribution to the 2  channel was found to come from 

the pathway involving a one-photon transition from the 
4

ua   to the 4

gf   state, and subsequent 

one-photon transition from the 4

gf   to the 
4

u

+  state. This assignment was based on a 

characteristic four-lobe angular distribution resulting from a combination of the parallel and the 

perpendicular transitions [18]. 

Even though we cannot derive a definite conclusion from the angular distributions of the 

fragment ions, a very similar delay dependence we observe for the 2  and 3  channels suggests 

that in our measurement the dissociation proceeding via net two- and three-photon absorption 

predominantly occurs via three-photon resonant transition from the 
4

ua   to the 4

gf   state. 

Following this transition, a certain fraction of the wave packet just dissociates along the 4

gf   

curve ( 3 ), and another part ends up on the 
4

ua   curve via stimulated emission of one photon at 

larger internuclear distances, energetically corresponding to the net two-photon absorption ( 2 ). 

The absence of clear signatures of the alternative 2  pathway identified in Ref. [18] in our data 

is likely due to a different initial vibrational distribution of the 
4

ua   state population, which is 

centered at v = 2 for the ion beam target used in Ref. [18], and is expected to be shifted towards 

higher v in our case (see Fig. 1 and Ref. [50,51]). This hypothesis, which implies that resonant 3
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transition played a lesser role for the results of Ref. [18,19] than for the present experiment, is 

further supported by the fact that the peak associated with the 3  transition in Ref. [18] was not 

observed at all the NIR pulse intensities below 141.6 10 W/cm2, which is more than an order of 

magnitude higher than the NIR intensity used in the present experiment. Nevertheless, a certain 

contribution from the 44 4

u g ua f +→ →    pathway can be present in our 2  channel. 

Finally, the interpretation of the results of single-pulse experiments on the NIR-induced 

dissociation of a neutral O2 target [17,19] needs to take into account the anisotropy of the molecular 

ensemble created by the initial ionization step. Nevertheless, the outcome of these experiments 

also seems to be consistent with our findings. Vibrationally-resolved analyses of the 1  channel 

for the neutral O2 target performed in [19] at the NIR intensity of 1014 W/cm2 indicated that the 

observed low-energy O+ fragments are produced via the 
4

ua  excited state of the O2
+ ion rather 

than the cationic ground state. On the other hand, the angular distributions of the O+ ions measured 

in Ref. [17] at the intensity of 142 10 W/cm2 suggest that the dissociation process proceeds 

predominantly via parallel transitions for all 1 , 2  and 3  channels. This indicates that the 

most likely dissociation pathways in that experiment are driven by the one- or three-photon 

couplings between the 
4

ua   and the 4

gf  cationic states. 

 

IV. CONCLUSION AND OUTLOOK 

In this work, the dynamics of dissociative ionization of O2 molecule is investigated in a 

time-resolved experiment employing 11th harmonic EUV pump and NIR probe pulses. The 

selection of single-order, narrow-band 11th harmonic pulse allows preparing the O2
+ molecular ion 

in two specific cationic states, the ground 2

gX   and excited 
4

ua  , whereas the choice of rather 

low NIR probe intensity almost exclusively restricts the dissociation pathways to the ions created 

in the excited state. Moreover, despite the abundance of dissociating cationic states, which might 

be accessible by sequential few-photon transitions, under our conditions both, the kinetic energy 

spectra and the delay dependence of all three dissociation channels observed are consistent with 

dissociation processes involving only a single low-lying curve, the 4

gf   state. This behavior to 

a large extent mimics the NIR-induced dissociation mechanisms for H2
+ / D2

+ molecular ion 

governed by the dynamics on the 1 gs  ground and 2 up  excited states, which has served as main 

test grounds for studying laser-molecule interactions and developing theoretical models during last 

three decades [7,8]. 

The experimental technique employed here allows one to restrict the number of 

fragmentation pathways of a multielectron molecule like O2 to a few states. This can be efficiently 

exploited for benchmarking molecular dynamics calculations and to visualizing the modification 

of molecular potential curves in the external light field [6]. Selecting different harmonic orders, 

one can adapt this experimental arrangement to studies of either highly excited states of neutral 

molecules, or a variety of ionic states. Two key modifications of the present experimental setup 
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would make it a powerful tool for these applications. The first one is improving the present ion 

momentum resolution, which is mainly limited by the use of the effusive molecular beam target. 

The corresponding uncertainty in the initial target momentum is the most likely reason for our 

inability to resolve the contributions from individual vibrational levels in the KER spectra of O2
+ 

ions shown in Fig. 5 and 6, which were clearly resolved in [13,19].  

The second modification is the implementation of 3D momentum-resolved coincident ion-

electron detection. Even though the latter feature can be to some extent realized for the conditions 

of the present experiment, our current combination of target geometry and imaging system makes 

it difficult to achieve reasonable resolution for ions and electrons simultaneously (recall that the 

high-resolution electron spectra presented in Fig. 3 were obtained under field-free conditions). 

Since the effusive target was used to increase the event rate by increasing the target density, both 

of the modifications mentioned above can be readily implemented if a few-mJ, multi-10 kHz laser 

system would be used for such experiments. The increased repetition rate would allow replacing 

the effusive target with a supersonic molecular beam and make coincident measurements more 

efficient. This, in turn, would enable the so-called kinematically complete experiments on 

dissociation of molecular cations, where the momentum of the undetected neutral fragment is 

reconstructed from the measured ion and electron momentum employing momentum conservation 

[63].  

Finally, rather narrow EUV bandwidth (~300 meV), which enables the state-selective 

excitation, can be combined with a pulse duration much shorter than the one used in this work. 

The Fourier-transform limit (FTL) of such EUV pulse is shorter than 10 fs. Even though 

compression to the FTL value is not feasible, by using a time-delay compensated monochromator 

with our current bandwidth one could achieve pulse durations shorter than the vibrational period 

of the relevant molecular states (for the price of reduced EUV photon flux) [32,33]. This would 

allow combining state-selectivity with time resolution better than the vibrational period, thus, 

enabling KER vs frequency analysis similar to the one presented in [13,22]. Along with the 

coincident photoelectron detection mentioned above, this would deliver a set of experimental tools 

for comprehensive characterization of the structure and dynamics of molecular states of interest, 

either field-free, or laser-dressed. 
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