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When quantum information is spread over a system through non-classical correlation, it makes
retrieving information by local measurements difficult—making global measurement necessary for
optimal parameter estimation. In this paper, we consider temperature estimation of a system in a
Gibbs state and quantify the separation between the estimation performance of the global optimal
measurement scheme and a greedy local measurement scheme by diagonal quantum discord. In a
greedy local scheme, instead of global measurements, one performs sequential local measurement on
subsystems, which is potentially enhanced by feed-forward communication. We show that for finite
dimensional systems, diagonal discord quantifies the difference in the quantum Fisher information
quantifying the precision limits for temperature estimation of these two schemes, and analytically
obtain the relation in the high-temperature limit. We further verify this result by employing the
examples of spins with Heisenberg’s interaction.

I. INTRODUCTION

Quantum metrology [1–3] utilizes quantum resources,
such as entanglement and coherence to improve the pre-
cision of measurements beyond classical limits. The ul-
timate precision of estimating a parameter λ from a
quantum state ρ(λ) is given by the quantum Cramer-
Rao bound [4–6], which bounds the estimation variance
δλ2 ≥ 1/F (λ, ρ(λ)), by the quantum Fisher information
(QFI): F (λ, ρ(λ)) ≡ −2 limε→0 ∂

2εF [ρ (λ) , ρ (λ+ ε)],
where F [ρ, σ] is the fidelity between states ρ, σ.

Applications range from clock synchronization [7],
to quantum illumination [8–10], super-dense measure-
ment of quadratures [11–13] and range-velocity [14], dis-
tributed sensing [15–17], point separations sensing [18–
21] and magnetic fields sensing [22, 23].

The most common sensing protocols aim at estimating
parameters, with extension to quantum system identifi-
cation, including Hamiltonian identification [24–26] and
dimension estimation [27, 28]. All the schemes above
can be seen as various kinds of channel parameters es-
timation, where the channels are given as a black-box
with unknown parameters. There are however other im-
portant sensing tasks that go beyond the framework of
channel parameter estimation, most notably temperature
estimation.

Temperature is an essential quantity in thermodynam-
ics. As the study of thermodynamics extends to the
nanoscale, temperature estimation also requires a fully
quantum treatment [29–40]. L. Correa et al. [32] showed
that QFI for temperature estimation is proportional to
the heat capacity C(T ). Then, the optimal measure-
ment strategy involves projective measurements of the
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energy eigenstates, since heat capacity corresponds to en-
ergy fluctuations. Unfortunately, performing projective
measurements of (global) energy eigenstates is typically
hard, as eigenstates usually contain non-classical corre-
lations among different parts of the system.

Recent works [41, 42] considered measurements on a
single subsystem, finding that the local QFI [43] bounds
the ultimate achievable precision. We can however ex-
pect that a more general measurement scheme, with
sequential local measurements on multiple subsystems
and (classical) feed-forward from previous measurements,
could improve the estimate precision. This scheme still
remains practical, and belongs to the class of local oper-
ation and classical communication (LOCC) [44]. A prac-
tical LOCC protocol is the greedy local scheme, where
we sequentially measure each subsystem with a local op-
timal measurement (see Fig. 1). We call the constrained
QFI of the greedy local scheme as the LOCC QFI.

For systems with classical Gibbs states, given by prod-
uct states among subsystems, such local greedy schemes
are optimal. However, for generic quantum systems,
Gibbs states can be highly non-classical. Thus, tem-
perature as a global property requires global measure-
ments to be optimally estimated, while local sequential
schemes cannot achieve the optimal precision due to the
non-classical correlations in the system. The local QFI
has been recently shown to depend on the correlation
length at low temperature [45]. In a related metrology
task, channel parameter estimation, the correlation met-
ric for pure quantum states based on the local QFI was
shown [46] to coincide with the geometric discord [47].
Also, the relation between the decreasing QFI due to the
measurements on the total system and the disturbance
has been considered [48].

In order to explore the relation between precision
loss—the difference between QFI for the global measure-
ment scheme and the LOCC QFI—and non-classical cor-
relation more broadly, we focus on temperature estima-
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FIG. 1. Greedy local scheme: We first measure a sub-
system A and then measure the other subsystem B. The
measurement on A is optimum in the sense of local QFI.
The constrained QFI of this greedy local scheme is given
as FA→B(T ) = FA(T ) + FB|A(T ), and we explore how the
quantum discord DA→B affects the loss of precision loss, i.e.
FAB(T )−FA→B(T ).

tion and seek a relation between precision loss and quan-
tum discord [49], which quantifies non-classical correla-
tions in a quantum system.

We focus on the high-temperature limit and analyti-
cally found that the precision loss can be exactly quan-
tified by a quantum correlation metric in this regime,
despite that entanglement or non-classical correlations
are expected to play lesser roles. In addition, tem-
perature estimation at high temperature is a practically
important task as the capability of performing coherent
operations at room-temperature is a desirable feature for
quantum information processing devices. Also, quantum
phenomena such as superconductivity [50, 51] survive at
temperature as high as 165K.

In this paper, we explore the contribution of non-
classical correlations to the ultimate precision limit of
temperature estimation by comparing a greedy local
scheme (see Fig. 1) to the optimal global measurement
on the total system. We prove that for a bipartite sys-
tem in the Gibbs state at high temperature, precision
loss defined in terms of QFI is quantified by the diago-
nal discord [52], which is the upper bound of the quan-
tum discord and recently has been shown to play an
important role in thermodynamic process, such as en-
ergy transport [53]. We further generalize this relation
to multi-partite systems, showing that the precision loss
is quantified by a multi-partite generalization of the di-
agonal discord.

II. THERMOMETRY IN BIPARTITE SYSTEMS

Consider temperature estimation from a Gibbs state
ρ = Z−1 exp(−H/T ) at temperature T , where H is the
Hamiltonian of the system, Z ≡ Tr[exp(−H/T )] is the
partition function and we set the Boltzmann’s constant
kB = 1. QFI is given as [32] (see also Appendix A):

F(T ) = C(T )/T 2. (1)

Given C(T ) = ∂T 〈H〉 = δH2/T 2, energy measurement—
projection to energy eigenstates—is optimal. However,

global measurements are usually hard to implement. The
more practical way is to estimate the temperature T
by measuring a subsystem. Suppose that a bipartite
system is composed of subsystems A and B, and we
measure A. The local QFI FA(T ) ≡ F (T, ρA), where
ρA = TrB(ρAB), quantifies the ultimate precision limit
of any possible local measurement on a single subsystem
A. Since the reduced state ρA is usually not a Gibbs
state, FA(T ) does not follow Eq. (1).

In addition to measurement on a subsystem A, one
can proceed to perform measurement on the reminder
of the system, B, in order to estimate the tem-
perature. In the greedy local scheme (see Fig. 1),
the measurement on A is the local optimum mea-
surement operators {Mx}A. Then, the quantum
state of B conditioned on measurement result x is
ρB|Mx

= 1/pxTrA
[
(Mx ⊗ 11B) ρAB

(
M†x ⊗ 11B

)]
, with

px = Tr
[
(Mx ⊗ 11B)ρA(M†x ⊗ 11B)

]
the measurement

probability. The conditional local QFI is given by
FB|Mx

(T ) = F(T, ρB|Mx
) and the unconditional QFI is

FB|A(T ) =
∑
x px(T )FB|Mx

(T ). Note that the measure-
ment achieving FB|Mx

(T ) may depend on x; thus feed-
forward is required. The LOCC QFI FA→B from the
above consecutive local optimal measurements on A and
B quantifies the precision of the local greedy tempera-
ture measurement protocol. Then, the LOCC QFI can
be written as:

FA→B(T ) = FA(T ) + FB|A(T ), (2)

which is derived from the additivity of Fisher informa-
tion [54, 55]. (In Appendix B, we also provide our
proofs.)

By definition, FA→B(T ) ≤ FAB(T ), with equality sat-
isfied for ρAB in a product state. Then, the precision loss
∆F(T ) ≡ FAB(T )−FA→B(T ) is generally related to bi-
partite non-classical correlations with a proper measure.
Here in particular, we demonstrate a link to quantum
discord.

Let IAB be the quantum mutual information between
A and B: IAB = SA+SB−SAB , where Si = −Tr[ρi ln ρi]
is the entropy of the state ρi. Suppose that we mea-
sure subsystem A with projective measurements {ΠA

j }
(i.e. ΠA

i ΠA
j = δijΠ

A
j ). The classical correlation is de-

fined as JB|A = SB −min{ΠAj } SB|{ΠAj }, with SB|{ΠAj } =∑
j pjSB|ΠAj , where SB|ΠAj is the entropy of the post-

measurement state ρB|ΠAj . Then, the quantum discord

of ρAB as A being measured is defined as DA→B =
IAB − JB|A, or explicitly

DA→B = −SAB + SA + min
{ΠAj }

SB|{ΠAj }. (3)

Suppose that, instead of performing the minimization, we
choose ΠA

j ≡ |j〉A〈j| as the eigenbasis of ρA in Eq. (3),

i.e. ρA =
∑
j rj |j〉〈j| =

∑
j rjΠ

A
j . In this case, it be-

comes the diagonal discord DA→B [52]. Note that di-
agonal discord has an alternative expression DA→B =
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infπA S(πA(ρAB)) − S(ρAB), where πA ≡
∑
j ΠA

j ⊗ 11B
and inf is due to possible degeneracy of the eigenbases.

In the high-temperature limit, for the finite dimen-
sional bipartite systems in the Gibbs state at temper-
ature T , we find that the precision loss is given by

∆F(T ) = −(1/T )∂TDA→B(T ) +O(T−5). (4)

This relation can be proved by realizing that in the
high-temperature limit, the partial states are still well-
approximated by the Gibbs states. Then relation Eq. (1)
is still approximately valid and one can relate the local
QFI to the entropy of the subsystem and thus to diagonal
discord. Let us write the total Hamiltonian as

H = HA +HB +HAB ,

where HA and HB are the system Hamiltonian of A and
B, respectively, and HAB is the interaction Hamiltonian
between A and B. The Gibbs state of the total system
is then ρAB = Z−1

AB exp
(
− β(HA +HB +HAB)

)
, where

β = 1/T . From Eq. (1), since the heat capacity is given
by CAB(T ) = T∂TSAB(T ), we can write:

FAB(T ) = CAB(T )/T 2 = (1/T )∂TSAB(T ). (5)

For a general finite-dimensional system, in the high-
temperature limit β � 1, ρAB can be written as

ρAB =
1

dAB

(
11AB − β

(
H − Tr[H]

dAB

))
+O(β2). (6)

Within the same approximation, the reduced state ρA =
TrB [ρAB ] is ρA ∝ (11A − βHA − βΩA) + O(β2), where

ΩA = Const. + 1
dB

∑
k〈E

(B)
k |HAB |E(B)

k 〉, which is inde-

pendent of the temperature T (here Ek, |E(B)
k 〉 are B’s

energy eigenvalues and eigenstates). Note that when the
interaction between A and B is absent, i.e. HAB = 0, due
to [HA, HB ] = 0, the Gibbs’ state of the total system
can be written as the product Gibbs’ state of the sub-
systems, which are only relevant to their system Hamil-
tonians. Therefore, in this case, we have ΩA = 0 for any
temperature T . In the high-temperature limit, in general,
Heff
A = HA + ΩA behaves as an effective Hamiltonian for

subsystem A. Therefore, at high temperature, ρA is ap-
proximated by a Gibbs state, ρA ' Z−1

A exp
(
− βHeff

A

)
,

with ZA ≡ Tr[exp
(
− βHeff

A

)
]. Then, the local QFI still

follows Eq. (1) and can be written, within this approxi-
mation, as

FA(T ) ' (1/T )∂TSA(T ). (7)

The measurement that saturates this local QFI is the
projectors ΠA

j onto local eigenstates of ρA, since they are
also eigenstates of the effective Hamiltonian HA + ΩA.

Similar to ρA, the conditional state ρB|ΠAj after mea-

suring A can be also approximated by a Gibbs state,
ρB|ΠAj ' Z

−1
B|ΠAj

exp
(
− βHeff

B|ΠAj

)
, with effective Hamil-

tonian Heff
B|ΠAj

= HB + ΩB|ΠAj , where ΩB|ΠAj = Const. +

〈j|HAB |j〉. This allows us to relate the corresponding
local QFI to entropy

FB|ΠAj (T ) ' (1/T )∂TSB|ΠAj (T ), (8)

where SB|ΠAj (T ) is the entropy of subsystem B af-

ter the measurement ΠA
j . By selecting a set of pro-

jection measurements that minimize B’s entropy, we
can relate the entropies to diagonal discord. More
precisely, let {ΠA

j∗} be the set of projection measure-
ments on subsystem A such that

∑
i pi∗(T )SB|ΠAj∗(T ) =

min{ΠAj }
∑
j pj(T )SB|ΠAj (T ).

From Eq. (5-8), we have

− ∂TDA→B(T ) ' T∆F(T )−
∑
k

∂T pk∗(T )SB|ΠAk∗(T ).

(9)
Note that for finite dimensional system we have (see Ap-
pendix C)

(1/T )
∑
k

∂T pk∗(T )SB|ΠAk∗(T ) = O(T−5). (10)

Then we have two cases. A trivial case is when the greedy
local method is asymptotically optimal at high temper-
ature, i.e., limT→∞ ∆F(T )/F(T ) = 0, as the deviation
∆F is no longer important. If instead ∆F(T )/F(T )
remains finite at high temperature, since QFI (see Ap-
pendix D)

F(T ) ' O(T−4), (11)

we must also have ∆F(T ) = O(T−4), which is then the
dominant term in the right-hand-side of Eq. (9) and we
recover Eq. (4).

We can make these ideas more concrete
by presenting an example given by a two-
qubit X state [56–58]. We consider the gen-
eral Heisenberg’s interaction Hamiltonian H =
(1/2) (B1ZA +B2ZB + JxXAXB + JyYAYB + JzZAZB),
where Xk, Yk and Zk are the Pauli’s matrices acting
on k-th qubit. The Gibbs state of this system is the
two-qubit X state. In the high-temperature limit, the
quantum mutual information is −(1/T )∂T IAB(T ) =
−
(
J2
x + J2

y + J2
z

)
/(4T 4) + O(T−5) and the classical

correlation −(1/T )∂TJB|A(T ) = J2
z /(4T

4) + O(T−5).
We can also find an analytical expression for ∆F(T ) and
−(1/T )∂TDA→B

∆F(T ) =
(
J2
x + J2

y

)
/(4T 4) +O(T−5)

−(1/T )∂TDA→B(T ) =
(
J2
x + J2

y

)
/(4T 4) +O(T−5),

(12)

which agrees with Eq. (4).
We note that ∆F does not depend on B1, B2 and

Jz. This can be intuitively understood since Jx = Jy =
0 yields a classical Ising model, where the Gibbs state
is a classical state with zero quantum discord. In this
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FIG. 2. ∆F and−(1/T )∂TDA→B , for Heisenberg system with
two qubits at (a) B1/Jx = 3, B2/Jx = 1, Jz/Jx = 2, Jy/Jx =
1 and (b) B1 = B2 = 0, Jz/Jx = 2, Jy = 0.

case, Eq. (4) is exact for any temperature as trivially
∆F(T ) = −(1/T )∂TDA→B(T ) = 0 at any temperature.
The other case for ∆F(T ) = −(1/T )∂TDA→B(T ) to be
exact at any temperature is B1 = B2 = 0 and either
Jy = 0 or Jx = 0. In this case, we can obtain ∆F(T ) =

−(1/T )∂TDA→B(T ) = J2
k sech2

(
Jk
2T

)
/(4T 4), k = x or y

for Jy = 0 or Jx = 0.
We can further numerically evaluate these quantities

for arbitrary temperature, with results given in Fig. 2
for representative parameters. To understand the non-
trivial parameter region better, since our model is sym-
metric between Jx and Jy, without loss of generality,
we fix Jx and vary Jy/Jx, B1/Jx, B2/Jx. We find that
for various parameters, at high temperature ∆F(T ) and
−(1/T )∂TDA→B(T ) agree well. At intermediate and low
temperature, however, we find that the behavior of the
quantities depends strongly on the system parameters.
The relationship between ∆F(T ) and non-classical cor-
relation at low temperature is still an open problem.

III. MULTIPARTITE SYSTEMS

We now extend these ideas to multi-partite systems.
Suppose that we have a finite dimensional system com-
posed of N subsystems. We index each subsystem with
an integer 1 ≤ k ≤ N . We want to quantify the differ-
ence in QFI between the sequential greedy measurement
scheme on each subsystem and the global measurement.
We can sequentially apply the bipartite result in Eq. (4)
to derive the difference of QFI between the local and
global scheme in the multi-partite case.

Let σ1:N ≡ (σ1, σ2, · · · , σN ), where σk ∈ {1, 2, · · · , N},
denote the measurement order of the local greedy scheme.
At step k = 1, there is no prior measurement re-
sults yet. By treating the system σ1:N as a bipar-
tite composition of σ1 and σ2:N , Eq. (4) gives the dif-
ference between global and LOCC QFI, i.e. Fσ1:N

−
Fσ1→σ2:N

' −(1/T )∂TDσ1→σ2:N
. At step 2 ≤ k ≤

N − 1, conditioned on previous measurement results
M1:k−1 ≡

(
Mσ1

,Mσ2
, · · · ,Mσk−1

)
, by treating the

rest of system as a bipartite composition of σk and
σk+1:N , Eq. (4) gives the difference between global and

LOCC QFI, i.e. Fσk:N |M1:k−1
− Fσk→σk+1:N |M1:k−1

'
−(1/T )∂TDσk→σk+1:N |M1:k−1

, where Fσk→σk+1:N |M1:k−1
=

Fσk|M1:k−1
+ Fσk+1:N |M1:k

.
Now we consider the uncondi-

tional QFI Fσk→σk+1:N |σ1:k−1
≡∑

M1:k−1
P (M1:k−1)Fσk→σk+1:N |M1:k−1

, we have

Fσk:N |σ1:k−1
− (Fσk|σ1:k−1

+ Fσk+1:N |σ1:k
) '

−(1/T )∂TDσk→σk+1:N |σ1:k−1
, where Dσk→σk+1:N |σ1:k−1

≡∑
M1:k−1

P (M1:k−1)Dσk→σk+1:N |M1:k−1
. By adding

the equation above from k = 1 to k = N − 1
and noting that the difference in QFI is ∆Fσ1:N

≡
Fσ1:N

−
∑N
k=1 Fσk|σ1:k−1

,

∆Fσ1:N
(T ) ' −(1/T )∂TDσ1:N

(T ) +O(T−5), (13)

where

Dσ1:N
(T ) =

N−1∑
k=1

Dσk→σk+1:N |σ1:k−1
(T ), (14)

is a multi-partite generalization of the bipartite diagonal
discord defined in Eq. (3) with respect to the ordering
σ1:N . Therefore, Eq. (13) is valid for finite dimensional
systems in the Gibbs state at high temperature.

The simplicity of this expression masks the
fact that Dσ1:N

is complicated since in each term
Dσk→σk+1:N |M1:k−1

, the optimal measurement may de-
pend on the previous measurement results M1:k−1. We
can still get further insight by considering systems where
the optimal measurement is the same for all previous
measurement results. Let Πσk

j ≡ |j〉σk〈j| denote the
eigenbasis of ρσk at step k, the optimal measurement
must be πσk =

∑
j Πσk

j , yielding Dσk→σk+1:N |σ1:k−1
=

S (πσk ◦ · · · ◦ πσ1
(ρ1:N )) − S

(
πσk−1

◦ · · · ◦ πσ1
(ρ1:N )

)
,

where ◦ denotes concatenation of operators and ρ1:N is
the state of the entire system.

Note that all measurements πσN , πσN−1
, · · · , πσ1 com-

mute with each other because they are on orthogonal
support. Eq. (14) simplifies to

Dσ1:N
=

N∑
k=1

S (ρk)− S (ρ1:N ) , (15)

and the measurement order does not change the differ-
ence in QFI, because each of them commute and does
not depend on previous measurements.

For example, consider the three-qubit
Heisenberg system: H = B

2

∑3
k=1 Zk +

J
2

∑2
k=1 (XkXk+1 + YkYk+1 + αZkZk+1). It has

translational symmetry, and there are only three local
measurement schemes to choose from, 1 → 2 → 3,
1 → 3 → 2, and 2 → 3 → 1. However, we find
that all three path gives the same ∆F and diago-
nal discord. In the high temperature limit we find
∆F = −(1/T )∂TD = J2/T 4 + O

(
T−5

)
(see Fig. 3).

Compared with Eq. (12), we find that the loss is twice
of the two qubit case, which is intuitive as there are two
couplings.
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FIG. 3. ∆F123 and −(1/T )∂TD123, for Heisenberg system
with three qubits at (a) B/J = 1, α = 0.3 and (b) B/J =
2, α = 0.3. Note that the path denoted by subscript 132 and
213 have the same results.

More generally, if the Gibbs state is symmetric un-
der permutation, the measurement order does not mat-
ter. However, even if Dσ1:N

is identical for all se-
quence σ1:N , each measurement may still depend on pre-
vious measurement results. Still, if N is large, we can
show that feed-forward is only required for the first few
steps in a greedy local scheme. Indeed, according to
the quantum de-Finetti theorem [59], after a negligibly
small number K1 � N of measurements, the remaining
N − K1 subsystems becomes a mixture of i.i.d. states,
i.e., ρ1:N−K1

'
∑
x Pxρ

⊗N−K1
x . Because QFI is con-

vex, we have F (T, ρ1:N−K1) ≤
∑
x PxF

(
T, ρ⊗N−K1

x

)
=

(N −K1)
∑
x PxF (T, ρx). This means that for the rest

of the system, one can perform another K2 � N num-
ber of measurements to determine x and then perform
the same local diagonal projection measurements on all
N −K1 −K2 parts in state ρx.

IV. CONCLUSIONS AND OUTLOOK

In conclusion, we have derived a relation between the
diagonal discord and the LOCC QFI by comparing the
global optimal measurement to a greedy local scheme in
the high-temperature limit. We have proved that the
diagonal discord quantifies the loss in temperature esti-
mation precision due to performing a sequence of local
measurements on subsystems of an arbitrary finite di-
mensional system. In other words, the non-classical cor-
relation other than entanglement, such as discord, can
contribute to the precision enhancement in the tempera-
ture estimation. This result demonstrates a close relation
between non-classical correlations and the ultimate pre-
cision limit in temperature estimation.

The relationship between precision loss in estimating
temperature and diagonal discord could be potentially
verified experimentally, exploiting nanoscale quantum
devices. For example, recently, the local temperature
of nanowires was measured [60] through the electron en-
ergy gain and loss spectroscopy from room temperature
to 1600K. In general, predicting the precision loss in lo-
cal measurements could guide experimentalists to select

measurement protocols with the desired performance.
Although we focused on the high-temperature limit,

the exploration of the finite- and low-temperature case
is an interesting open direction. Indeed, for two-qubit
Heisenberg’s model, except for two analytical conditions
for −(1/T )∂TD(T ) = ∆F(T ) (∀T ) given in the main
text, we also numerically observe that these two quan-
tities are close to each other for various choices of the
system parameters even at low temperature (see Ap-
pendix E). We finally note that our derivation is only
valid for finite dimensional systems, the extension to in-
finite dimensional systems is still open, due to the diffi-
culty in the high-temperature expansion.
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Appendix A: Derivation of QFI of temperature
estimation for the Gibbs state

Here, we review the derivation of QFI for the Gibbs
state based on [32]. Let H be the Hamiltonian of a sys-
tem thermalized at temperature T . Let β be the inverse
temperature, i.e. β = 1/T , where we have set the Boltz-
mann constant as kB = 1. Then, the Gibbs state is given
by:

ρ(β) =
1

Zβ
e−βH ,

where Z is the partition function:

Zβ = Tr(e−βH).

Suppose that we have an error ε when estimating β.
Then, the state with this error is given by:

ρ(β + ε) =
1

Zβ+ε
e−(β+ε)H .

Quantum Fisher information (QFI) F(β) to estimate
β is defined by:

F(β) = −2 lim
ε→0

∂2

∂ε2
F[ρ(β), ρ(β + ε)],

where F[ρ(β), ρ(β + ε)] is the fidelity between ρ(β) and
ρ(β + ε):

F[ρ(β), ρ(β + ε)] =
(

Tr
√
ρ1/2(β)ρ(β + ε)ρ1/2(β)

)2

.
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Now, let us calculate the fidelity first. The fidelity is
given by:

F[ρ(β), ρ(β + ε)] =
(

Tr
√
ρ1/2(β)ρ(β + ε)ρ1/2(β)

)2

=
1

ZβZβ+ε

(
Tr
√
e−

1
2βHe−(β+ε)He−

1
2βH

)2

=
1

ZβZβ+ε

(
Tr
√
e−(2β+ε)H

)2

=
1

ZβZβ+ε

(
Tr[e−(β+ ε

2 )H ]
)2

=
Z2
β+ ε

2

ZβZβ+ε

Before calculating QFI, let us show the following fact:

lim
ε→0

∂

∂ε
Zβ+ε =− lim

ε→0
Tr[e−(β+ε)HH] = −Tr[e−βHH]

lim
ε→0

∂2

∂ε2
Zβ+ε = lim

ε→0
Tr[e−(β+ε)HH2] = Tr[e−βHH2]

lim
ε→0

∂

∂ε
Zβ+ ε

2
=− lim

ε→0
Tr
[
e−(β+ ε

2 )HH

2

]
= −1

2
Tr[e−βHH]

lim
ε→0

∂2

∂ε2
Zβ+ ε

2
= lim
ε→0

Tr
[
e−(β+ ε

2 )HH
2

4

]
=

1

4
Tr[e−βHH2]

For two functions f(x) and g(x), where g(x) 6= 0, we
have:

∂2

∂x2

f2

g
=2

∂2f

∂x2

f

g
+

2

g

(∂f
∂x

)2

− 4f

g2

(∂f
∂x

)(∂g
∂x

)
− ∂2g

∂x2
· f

2

g2
+

2f2

g3

(∂g
∂x

)2

.

Therefore, if we define x = ε, f = Zβ+ ε
2

and g = Zβ+ε,
we can obtain:

lim
ε→0

∂2

∂ε2
F = lim

ε→0

∂2

∂ε2

Z2
β+ ε

2

ZβZβ+ε
= lim
ε→0

1

Zβ
∂2

∂ε2

Z2
β+ ε

2

Zβ+ε

= −1

2
Tr
[e−βH
Zβ

H2
]

+
1

2

(
Tr
[e−βH
Zβ

H
])2

= −1

2

(
Tr[ρβH

2]− (Tr[ρβH])2
)

= −1

2

(
〈H2〉 − 〈H〉2

)
= −1

2
δH2.

Therefore, QFI becomes:

F(β) = −2 lim
ε→0

∂2

∂ε2
F = δH2,

which is the variance of the Hamiltonian. Therefore, with
M copies of the system, the variance of β satisfies the
following Cramer-Rao bound:

ε2 ≥ 1

MF(β)
=

1

MδH2

Since β = 1/T , we have:

ε

δT
=
δβ

δT
= − 1

T 2
,

therefore, we can obtain:

δT 2 ≥ T 4

MδH2

Therefore, we can find that QFI to estimate the temper-
ature T can be written as

F(T ) =
δH2

T 4
=
F(β)

T 4
.

By definition, heat capacity C(T ) is given by:

C(T ) =
1

T 2
δH2,

QFI to estimate temperature T ) for the Gibbs state be-
comes:

F(T ) =
C(T )

T 2
.

Here, let us explain the reason why the energy mea-
surement is the optimum for the Gibbs state. The mea-
surement result is 〈H〉(T ) = Tr[ρH], and the the variance
is δH2 = 〈H2〉 − 〈H〉2. In the single-shot scenario, esti-
mation variance δT can be written as

δT =
δH

|∂T 〈H〉|
.

Here, note that for the Gibbs state,

C(T ) = ∂T 〈H〉 =
(δH)2

T 2
,

we have δT = T/
√
C(T ), so that the variance of the

temperature becomes:

δT 2 =
T 2

C(T )
.

Since QFI is F(T ) = C(T )
T 2 , we can find that

δT 2 = δT 2
min =

1

F(T )
,

which indicates that the energy measurement is the op-
timum.

Appendix B: Derivation of FA→B(T )

QFI is simply the classical Fisher information over the
optimal quantum measurement. Consider arbitrary con-
secutive measurement result (X,Y ) on A and B. De-
spite the quantum nature of the measurement, a classical
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derivation suffices. The joint distribution is a Markovian
chain X → Y and thus the joint distribution

PX,Y (x, y;T ) = PX (x;T )PY |X (y|x;T ) .

We consider the most general scenario where the mea-
surement result is continuous. The discrete case in the
main paper can be seen as a special case. The greedy
local measurement scheme has constrained Fisher infor-
mation

FA→B(T ) =

∫
dxdyPX,Y (x, y;T ) (∂T logPX,Y (x, y;T ))

2

=

∫
dxdyPX (x;T )PY |X (y|x;T )

(
∂T logPX (x;T ) + ∂T logPY |X (y|x;T )

)2
=

∫
dxdyPX (x;T )PY |X (y|x;T )

[
(∂T logPX (x;T ))

2
+
(
∂T logPY |X (y|x;T )

)2]
=

∫
dxPX (x;T ) (∂T logPX (x;T ))

2
+

∫
dxPX (x;T )

∫
dyPY |X (y|x;T )

(
∂T logPY |X (y|x;T )

)2
= FA(T ) + FB|A(T ).

Note the cross term ∂T logPX (x;T ) ∂T logPY |X (y|x;T )
integrates to zero in the second step. To obtain the last
line, we have used the fact that the greedy local measure-
ment scheme saturates the local QFI on A.

Appendix C: Proof of Eq. (10)

Here, we consider pj∗(T ). Let dA and dB be the di-
mension of the subsystem A and B, respectively, and
the dimension of the total system dAB is written as
dAB = dAdB . By definition, from Eq. (6), in the high-
temperature limit, we can obtain

pj∗(T ) = Tr
[
(ΠA

j∗ ⊗ 11B)ρAB(ΠA
j∗ ⊗ 11B)

]
=

1

dA
+O(T−1),

where we use the fact that Tr[11B ] = dB .
Therefore, we have:

∂T pj∗(T ) = O(T−2).

Also, because
∑
j∗ pj∗(T ) = 1, we have∑

j∗
∂T pj∗(T ) = 0

and also the order of magnitude of the entropy is given
by:

SB|ΠAj (T ) = ln (dB) +O(T−2).

Therefore, we can obtain

1

T

∑
j∗
∂T pj∗(T )SB|ΠAj∗(T )

=
1

T

∑
j∗
∂T pj∗(T ) ln (dB) +O(T−5) = O(T−5).

Appendix D: Proof of Eq. (11)

Let H be the Hamiltonian for the finite dimensional
system. Then, the partition function can be written as

Z = Tr[e−βH ] =

d∑
k=1

e−βhk .

where d is the dimension of the Hamiltonian (i.e. number
of eigenvalues of H), and {hk}dk=1 are the eigenvalues of
the Hamiltonian H. Then, the heat capacity C(β) at
high temperature (β � 1) can be written as:

C(β) =
[ 1

d

d∑
k=1

h2
k −

(1

d

d∑
k=1

hk

)2 ]
β2 +O(β3)

= δh2β2 +O(β3),

where

δh2 =
1

d

d∑
k=1

h2
k −

(1

d

d∑
k=1

hk

)2

is the variance of the eigenvalues. Since β = 1/T , we
have:

C(T ) =
δh2

T 2
+O(T−3).

For the Gibbs state, QFI of estimating temperature is

F(T ) =
C(T )

T 2
.

Therefore, the order of magnitude of F(T ) is

F(T ) = O(T−4).
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In our approach, in the high-temperature limit, the
subsystem can be regarded as the Gibbs state, FA(T ),
FB|A(T ) and FAB(T ) all have the order of magnitude

O(T−4). Therefore, if the greedy local method is not
asymptotically optimal at the high temperature, i.e.,

lim
T→∞

∆F(T )

F(T )
> 0,

then we have

∆F(T ) = O(T−4),

which shows that ∆F(T ) is more dominant in the high-
temperature limit, i. e.

∆F(T )� 1

T

∑
j∗
∂T pj∗(T )SB|ΠAj∗(T ).

Appendix E: More numerical results at low
temperature

We consider the two-qubit Heisenberg’s interaction
Hamiltonian in absence of external fields

H = (1/2) ((J + λ)XAXB + (J − λ)YAYB + JzZAZB)

To demonstrate the consistency between ∆F(T )
and −(1/T )∂TDA→B(T ), we plot the relative differ-
ence | (∆F + (1/T )∂TDA→B) / (∆F − (1/T )∂TDA→B) |
in Fig. 4. We see that except for a small region, the rela-
tive difference is small for both T/J = 0.4 and T/J = 2.

0

1
2

≥1

FIG. 4. | (∆F + (1/T )∂TDA→B) / (∆F − (1/T )∂TDA→B) |.
(a) T/J = 0.4. Note that the increase of relative error at the
edges is due to larger coupling amplitude making T/|J ± λ|
smaller. (b) T/J = 2.
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105, 190502 (2010).

[48] L. Seveso and M. G. A. Paris, Phys. Rev. A 97, 032129
(2018).

[49] H. Ollivier and W. H. Zurek, Phys. Rev. Lett 88, 017901
(2001).

[50] B. Keimer, S. Kivelson, M. Norman, S. Uchida, and
J. Zaanen, Nature 518, 179 (2015).

[51] E. Fradkin, S. A. Kivelson, and J. M. Tranquada, Rev.
Mod. Phys. 87, 457 (2015).

[52] Z.-W. Liu, R. Takagi, and S. Lloyd, arXiv:1708.09076 .
[53] S. Lloyd, Z.-W. Liu, S. Pirandola, V. Chiloyan, Y. Hu,

S. Huberman, and G. Chen, arXiv:1510.05035v2 .
[54] X.-M. Lu, S. Luo, and C. Oh, Phys. Rev. A 86, 022342

(2012).
[55] K. Micadei, D. A. Rowlands, R. M. S. F A Pollock,
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