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With the rapid growth of quantum technologies, knowing the fundamental characteristics of quan-
tum systems and protocols is essential for their effective implementation. A particular communica-
tion setting that has received increased focus is related to quantum key distribution and distributed
quantum computation. In this setting, a quantum channel connects a sender to a receiver, and
their goal is to distill either a secret key or entanglement, along with the help of arbitrary local
operations and classical communication (LOCC). In this work, we establish a general theory of
energy-constrained, LOCC-assisted private and quantum capacities of quantum channels, which are
the maximum rates at which an LOCC-assisted quantum channel can reliably establish secret key
or entanglement, respectively, subject to an energy constraint on the channel input states. We prove
that the energy-constrained squashed entanglement of a channel is an upper bound on these capac-
ities. We also explicitly prove that a thermal state maximizes a relaxation of the squashed entan-
glement of all phase-insensitive, single-mode input bosonic Gaussian channels, generalizing results
from prior work. After doing so, we prove that a variation of the method introduced in [Goodenough
et al., New J. Phys. 18, 063005 (2016)] leads to improved upper bounds on the energy-constrained
secret-key-agreement capacity of a bosonic thermal channel. We then consider a multipartite set-
ting and prove that two known multipartite generalizations of the squashed entanglement are in
fact equal. We finally show that the energy-constrained, multipartite squashed entanglement plays
a role in bounding the energy-constrained LOCC-assisted private and quantum capacity regions of
quantum broadcast channels.

I. INTRODUCTION

Modern communications from simple web browsing to
high-security, governmental discussions rely on encryp-
tion protocols that use a private key to secure and in-
terpret messages. The strength of the encryption is di-
rectly tied to the security of the key, and the security
of most systems currently in use rests on computational
assumptions. In contrast, quantum communication al-
lows for generating an information-theoretically secure
key, shared among trusted parties, via a method known
as quantum key distribution (QKD) [1–3].

The rate (bits of key per channel use) at which QKD
can be accomplished using a variety of protocols is known
to fall off exponentially with distance [1–4]. This ob-
served rate-loss trade-off previously suggested the ques-
tion of whether some other protocols could be designed
to outperform the exponential fall-off. However, the ex-
ponential rate-loss trade-off has been established to be
a fundamental limit for bosonic loss channels [5], and a
number of works [6–15] have now considered this problem
and generalizations of it after [5] appeared. The tightest
known non-asymptotic bounds for the pure-loss bosonic
channels have been given in [5, 11, 16].

An important notion in addressing this question is the
capacity of a quantum channel, which is a fundamen-
tal characteristic of the channel and is independent of
any specific communication protocol. In the setting of
quantum key distribution, it is natural to allow for an
authenticated, public classical channel to assist the quan-
tum channel connecting two parties, and so the quantum
channel is said to be assisted by local operations and clas-
sical communication (LOCC). The secret-key-agreement
capacity is the maximum rate at which classical bits can
be privately and faithfully transmitted through many
uses of a channel, while allowing for free classical com-
munication [5, 17]. Similarly, the LOCC-assisted quan-
tum capacity is the maximum rate at which qubits can
be transmitted faithfully through many uses of a chan-
nel and with free classical communication [18–20]. Ul-
timately, the capacity of a quantum channel limits the
usefulness of the channel, and so these LOCC-assisted
private and quantum capacities of a quantum channel
are important factors in determining any practical use of
the channel.

Given that current communications (particularly
quantum communication experiments) utilize photons, it
is important to consider capacities of bosonic, Gaussian
channels [21]. Expressions for the unassisted quantum
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capacities of channels such as the single-mode quantum-
limited amplifier and attenuator have been presented in
[21, 22], but the expressions therein suppose that the
transmitters in question have no constraint on their en-
ergy consumption. While these bounds have been shown
to depend only on fundamental characteristics of the
channel, any real transmitter will not have unbounded
energy available, and so these expressions may have lim-
ited applicability to practical scenarios, as argued in [23].
More recently, strides have been made to bound capaci-
ties in energy-constrained scenarios [5, 7, 23].

In the effort to bound these capacities, several informa-
tion measures of quantum channels have been proposed,
each of which is based on correlation measures for bi-
partite quantum states. Among these, an entanglement
measure [24] known as the squashed entanglement [25]
has played a critical role, as shown in [5–7, 17]. This
is due in part to the fact that it possesses several desir-
able properties, such as additivity, monotonicity under
LOCC, uniform (asymptotic) continuity, and faithfulness
[25–27]. Most recently, squashed entanglement has been
shown to retain several of these attributes for infinite-
dimensional states, which allows for its use in rather gen-
eral scenarios [28].

In this paper, we formally define the task of energy-
constrained, LOCC-assisted private and quantum com-
munication, and we show that the energy-constrained
squashed entanglement of a channel is an upper bound
on its corresponding capacities. We prove this bound
in a rather general, infinite-dimensional setting, allowing
for applications to physical situations other than those
specifically considered in this paper. In this sense, this
paper is complementary to the developments from [23]
and generalizes those from [5–7, 17]. We then prove that
a thermal state is the optimal input to a relaxation of
the energy-constrained squashed entanglement of phase-
insensitive, single-mode input, bosonic Gaussian chan-
nels, which extends various statements from prior work.
After doing so, we prove that a variation of the method
introduced in [7] leads to improved upper bounds on
the energy-constrained secret-key-agreement capacity of
a bosonic thermal channel. In particular, these improved
upper bounds have the property that they converge to
zero in the limit as the thermal channel becomes entan-
glement breaking. We finally prove that the two most
common multipartite generalizations of the squashed en-
tanglement from [29, 30] are in fact equal to one another,
and we show how the general framework developed in
this paper applies to energy-constrained capacity regions
of quantum broadcast channels.

We begin in Section II by giving an introduction to
notation, tools, and terminology, as well as defining the
important quantities used in the following sections. In
Section III we prove two useful lemmas about the condi-
tional quantum mutual information (CQMI) of infinite-
dimensional states. Section IV formally defines the task
of energy-constrained secret key agreement. We go on
to show that the squashed entanglement of a channel is

an upper bound on its energy-constrained LOCC-assisted
private and quantum capacities in Section V. Section VI
shows that the bosonic thermal state is the optimal in-
put to particular bosonic Gaussian channels in order
to maximize relaxations of their squashed entanglement.
A subsection of Section VIpresents the improved upper
bounds on the energy-constrained secret-key-agreement
capacity of a bosonic thermal channel. Sections VII A
and VII C begin the multipartite segment of this pa-
per by proving the duality of two different multipartite
generalizations of conditional quantum mutual informa-
tion, which implies the equivalence of two multipartite
squashed entanglements that have appeared in the liter-
ature [6, 29, 30] and were previously thought to be differ-
ent. In Section VII D more tools for working in a multi-
partite setting are defined. Broadcast channels are intro-
duced, and the private communication protocol from Sec-
tion IV is recast with multiple receivers in Section VIII.
The energy-constrained multipartite squashed entangle-
ment is shown in Section VIII A to upper bound the
energy-constrained LOCC-assisted capacities of broad-
cast channels with squashed entanglements depending on
the partitions of systems. Finally, a calculation of the
rate bounds is presented in Section VIII B before closing
thoughts are given in Section IX.

II. BACKGROUND: QUANTUM
INFORMATION PRELIMINARIES

A. Quantum Systems, States, and Channels

In order to study the quantum aspects of information
and communication, we first review foundational aspects,
consisting of terms and measures which serve to describe
and quantify key features of the systems in question, as
well as the operations performed on those systems. The
reader can find background other than that presented
here by consulting [31–34].

We denote some first Hilbert space as HA and another
one as HB . Throughout, the Hilbert spaces we consider
are generally infinite-dimensional and separable, unless
stated otherwise. The tensor product of HA and HB is
itself a Hilbert space, represented as HA ⊗ HB = HAB .
Let L(HA) denote the set of bounded linear operators
acting on HA, and let L+(HA) denote the subset of pos-
itive, semi-definite operators acting on HA. Let L1(H)
denote the set of trace-class operators, those operators X
for which the trace norm is finite: ‖X‖1 ≡ Tr{|X|} <∞,

where |X| ≡
√
X†X. The set of states (also called

density operators) D(HA) ⊂ L+(HA) contains all op-
erators ρA ∈ L+(HA) such that Tr{ρA} = 1. The
state ρAB ∈ D(HAB) is called an extension of a state
ρA ∈ D(HA) if ρA = TrB{ρAB}, where TrB denotes the
partial trace over HB .

Every density operator ρ ∈ D(H) can be expressed in
terms of a spectral decomposition of a countable number
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of eigenvectors and eigenvalues:

ρ =
∑
i

pi|φi〉〈φi|, (1)

where the probabilities {pi}i are the eigenvalues and
{|φi〉}i are the eigenvectors. A state ρ ∈ D(H) is called
a pure state if there exists a unit vector |ψ〉 ∈ H such
that ρ = |ψ〉〈ψ|. When this is not the case, we say that
the state is a mixed state, because a spectral decompo-
sition indicates that any state can be interpreted as a
probabilistic mixture of pure states.

We can purify a state ρA =
∑
i pi|φi〉〈φi|A by introduc-

ing a set of orthonormal vectors {|i〉R}i and extending it
to a pure state in the tensor-product space HRA. Then

|ψ〉RA =
∑
i

√
pi|φi〉A|i〉R (2)

is a unit vector in HRA, and ρRA = |ψ〉〈ψ|RA is a pure
state in D(HRA). A state purification is a special kind
of extension, given that ρA = TrR{ρRA}.

A key feature of quantum systems is the phenomenon
of entanglement [24]. A state made up of multiple sys-
tems is said to be entangled if it cannot be written as
a probabilistic mixture of product states. For example,
ρAB =

∑
z pZ(z)|ψz〉〈ψz|A⊗ |φz〉〈φz|B represents an un-

entangled, separable state in D(HAB) [35], where pZ(z)
is a probability distribution and {|ψz〉A}z and {|φz〉B}z
are sets of unit vectors.

The Schmidt decomposition theorem gives us a tool
for simplifying the form of pure, two-party (bipartite)
states and particularly for determining whether a pure,
bipartite state is entangled. An arbitrary bipartite unit
vector |ψ〉AB can be written as |ψ〉AB =

∑
i

√
pi|i〉A|i〉B

where {|i〉A}i and {|i〉B}i are orthonormal bases in the
Hilbert spaces HA and HB , respectively, and {pi}i are
strictly positive, real probabilities. The set {√pi}i is
the set of Schmidt coefficients. For finite-dimensional
|ψ〉AB , the number d of Schmidt coefficients is called the
Schmidt rank of the vector, and it satisfies the following
inequality: d ≤ min [dim(HA),dim(HB)]. For infinite-
dimensional |ψ〉AB , the Schmidt rank d can clearly be
equal to infinity. The state |ψ〉AB is an entangled state
if and only if d ≥ 2. For finite-dimensional HA and HB ,
such thatHA is isomorphic toHB , we define a maximally
entangled state in terms of the following unit vector:

|Φ〉AB =
1√
d

d∑
i=1

|i〉A|i〉B . (3)

According to the Choi-Kraus theorem, a linear map
NA→B from L1(HA) to L1(HB) is completely positive
and trace preserving (CPTP) if and only if it can be
written in the following way:

NA→B(XA) =
∑
l

VlXAV
†
l , (4)

where XA ∈ L1(HA), Vl is a bounded linear operator

mapping HA → HB , and
∑
l V
†
l Vl = IA. This is called

the Choi-Kraus representation, and {Vl}l is called the set
of Kraus operators. Such a linear map is referred to as a
quantum channel, and it takes quantum states to other
quantum states. Quantum channels can be concatenated
in a serial or parallel way, and such a combination is also
a quantum channel.

An isometric extension UNA→BE of a quantum chan-
nel NA→B is a linear isometry taking HA to HB ⊗ HE ,
satisfying

NA→B(XA) = TrE{UNA→BE(XA)}, (5)

for all XA ∈ L1(HA), where the isometric channel
UNA→BE is defined in terms of the isometry UNA→BE as

UNA→BE(XA) = UNA→BEXA(UNA→BE)†. (6)

We can construct a canonical isometric extension of a
quantum channel in the following way:

UNA→BE =
∑
l

Vl ⊗ |l〉E , (7)

where {|l〉E}l is an orthonormal basis. One can check
that (5) is satisfied for this choice.

An isometric extension of a quantum channel shows
that we can think of a channel as involving not only a
sender and receiver but also a passive environment rep-
resented by system E above. In order to determine the
output of the extended channel UNA→BE to the environ-
ment, we simply trace over the output system B instead
of the environment E. The resulting channel is known as
a complementary channel [36–38] (sometimes “conjugate
channel”), with the following action on an input state ρA:

N̂A→E(ρA) = TrB{UNA→BE(ρA)}. (8)

A channel complementary toNA→B is a CPTP map from
L1(HA) to L1(HE) and is unique up to an isometry act-
ing on the space HE (see, e.g., [32, 34]).

The quantum instrument formalism provides the most
general description of a quantum measurement [39]. A
quantum instrument is a set of completely positive, trace
non-increasing maps {Mx

A→B}x such that the sum map∑
xMx

A→B is a quantum channel [39]. One can equiva-
lently think of it as a quantum channel that takes as input
a quantum system and gives as output both a quantum
system and a classical system:

MA→BX(ρA) =
∑
x

Mx
A→B(ρA)⊗ |x〉〈x|X . (9)

Here {|x〉}x is a classical orthonormal basis identified
with the outcomes of the instrument. Throughout this
paper, we consider only the case when the measurement
has a finite or countable number of outcomes.

In discussing quantum systems corresponding to
tensor-product Hilbert spaces, it is useful to consider
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which parties can influence which subsystems, and we
give names to the parties corresponding to the label on
their subsystem. For example, it is conventional to say
that Alice has access to system A, Bob to system B, and
Eve to system E, which we often refer to as the environ-
ment as well. Eve is so named because the third party
is regarded as a passive adversary or eavesdropper in a
cryptographic context. By taking system E to encom-
pass anything not in another specified system, we can
consider the most general cases of Eve’s participation.

In what follows, we consider the use of a quantum chan-
nel interleaved with rounds of local operations and classi-
cal communication (LOCC). These rounds of LOCC can
be considered channels themselves as follows:

1. Alice performs a quantum instrument on her sys-
tem, resulting in both quantum and classical out-
puts.

2. Alice sends a copy of the classical output to Bob.

3. Bob performs a quantum channel on his system
conditioned on the classical data that he receives
from Alice.

4. Bob then performs a quantum instrument on his
system and forwards the classical output to Alice.

5. Finally, Alice performs a quantum channel on her
system conditioned on the classical data from Bob.

6. Iterate the above steps an arbitrarily large, yet fi-
nite number of times.

The sequence of actions in the first through third steps
is called “local operations and one-way classical commu-
nication,” and they can be expressed as a quantum chan-
nel of the following form:

SAB ≡
∑
z

GzA ⊗ J zB , (10)

where {GzA}z is a countable set of completely positive,
trace non-increasing maps, such that the sum map

∑
z GzA

is trace preserving, and {J zB}z is a set of channels. These
conditions imply that SAB is a channel. The fourth and
fifth steps above can also take the form of (10) with the
system labels reversed.

As indicated above, a full round of LOCC consists of
the concatenation of some number of these channels back
and forth between Alice and Bob [19, 40]. This concate-
nation is a particular kind of separable channel and takes
the form

LAB ≡
∑
y

EyA ⊗F
y
B , (11)

where {EyA}y and {FyB}y are countable sets of completely
positive, trace non-increasing maps such that LAB is
CPTP. We stress again that we only consider LOCC
channels with a finite or countable number of classical
values, and we refer to them as countably decomposable
LOCC channels.

B. Trace Distance and Quantum Fidelity

We defined the trace norm ‖X‖1 of an operator X pre-
viously. Being a norm, it is homogeneous, non-negative
definite, and obeys the triangle inequality. It is also
convex and invariant under multiplication by isometries;
i.e., for λ ∈ [0, 1], we have that ‖λX + (1 − λ)Y ‖1 ≤
λ‖X‖1 + (1 − λ)‖Y ‖1, and for isometries U and V †, we
have that ‖UXV †‖1 = ‖X‖1.

The trace norm of an operator leads to the trace dis-
tance between two of them. The trace distance between
two density operators ρ and σ quantifies the distinguisha-
bility of the two states [41–43] and satisfies the inequal-
ity: 0 ≤ ‖ρ − σ‖1 ≤ 2. From the triangle inequality, we
see that the trace distance is maximized for orthogonal
states; i.e., when ρσ = 0, then ‖ρ−σ‖1 = ‖ρ‖1+‖σ‖1 = 2.
Note that sometimes we employ the normalized trace dis-
tance, which is equal to half the usual trace distance:
0 ≤ 1

2‖ρ− σ‖1 ≤ 1.
Another way to measure the closeness of quantum

states is given by the quantum fidelity [44]. The pure-
state fidelity for pure-state vectors |ψ〉A and |φ〉A is given
by

F (ψA, φA) ≡ |〈ψ|φ〉A|2, (12)

from which we conclude that 0 ≤ F (ψA, φA) ≤ 1. The
general definition of the fidelity for arbitrary density op-
erators ρA and σA is as follows:

F (ρA, σA) ≡ ‖√ρA
√
σA‖21. (13)

Uhlmann’s theorem is the statement that the following
equality holds [44]:

F (ρA, σA) = sup
UR

|〈φρ|RAUR ⊗ IA|φσ〉RA|2 , (14)

where |φρ〉RA and |φσ〉RA are purifications of ρA and σA
with purifying system R and UR is a unitary acting on
system R.

C. Entropy and Information

In order to study the information contained and trans-
mitted in various systems and operations, we now recall
a number of common measures used to quantify informa-
tion. With these measures defined below, we also focus
on generalizations of the quantities as functions of op-
erators acting on infinite-dimensional, separable Hilbert
spaces, as considered in, e.g., [28]. The first and most
common measure is the quantum entropy and is defined
for a state ρ ∈ D(H) as

H(ρ) ≡ Tr{η(ρ)}, (15)

where η(x) = −x log2 x if x > 0 and η(0) = 0. The
trace in the above equation can be taken with respect to
any countable orthonormal basis of H [45, Definition 2].
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The quantum entropy is a non-negative, concave, lower
semicontinuous function on D(H) [46]. It is also not nec-
essarily finite (see, e.g., [47]). When ρA is the state of a
system A, we write

H(A)ρ ≡ H(ρA). (16)

The entropy is a familiar thermodynamic quantity and is
roughly a measure of the disorder in a system. One prop-
erty of quantum entropy that we use here is its duality:
for a pure state |ψ〉〈ψ|RA, quantum entropy is such that
H(A)ψ = H(R)ψ.

For a positive semi-definite, trace-class operator ω such
that Tr{ω} 6= 0, we extend the definition of quantum
entropy as

H(ω) ≡ Tr{ω}H
(

ω

Tr{ω}

)
. (17)

Observe that H(ω) reduces to the definition in (15) when
ω is a state with Tr{ω} = 1.

The quantum relative entropy D(ρ‖σ) of ρ, σ ∈ D(H)
is defined as [48, 49]

D(ρ‖σ)

≡ [ln 2]−1
∑
i,j

|〈φi|ψj〉|2[p(i) ln

(
p(i)

q(j)

)
+ q(j)− p(i)],

(18)

where ρ =
∑
i p(i)|φi〉〈φi| and σ =

∑
j q(j)|ψj〉〈ψj | are

spectral decompositions of ρ and σ with {|φi〉}i and
{|ψj〉}j orthonormal bases. The prefactor [ln 2]−1 is
there to ensure that the units of the quantum relative
entropy are bits. We take the convention in (18) that
0 ln 0 = 0 ln

(
0
0

)
= 0 but ln

(
c
0

)
= +∞ for c > 0. Each

term in the sum in (18) is non-negative due to the in-
equality

x ln(x/y) + y − x ≥ 0 (19)

holding for all x, y ≥ 0 [48]. Thus, by Tonelli’s theorem,
the sums in (18) may be taken in either order as discussed
in [48, 49], and it follows that

D(ρ‖σ) ≥ 0 (20)

for all ρ, σ ∈ D(H), with equality holding if and only
if ρ = σ [48]. If the support of ρ is not contained in
the support of σ, then D(ρ‖σ) = +∞. The converse
statement need not hold in general: there exist ρ, σ ∈
D(H) with the support of ρ contained in the support of
σ such that D(ρ‖σ) = +∞. Thus, for states ρ and σ, we
have that

D(ρ‖σ) ∈ [0,∞]. (21)

It is also worth noting that relative entropy is not gener-
ally symmetric; i.e., there exist states ρ and σ for which

D(ρ‖σ) 6= D(σ‖ρ). (22)

One of the most important properties of the quantum
relative entropy D(ρ‖σ) is that it is monotone with re-
spect to a quantum channel N : L1(HA)→ L1(HB) [50]:

D(ρ‖σ) ≥ D(N (ρ)‖N (σ)). (23)

The above inequality is often called the “data processing
inequality.” This inequality implies that the quantum
relative entropy is invariant under the action of an isom-
etry U :

D(ρ‖σ) = D(UρU†‖UσU†). (24)

The quantum mutual information of a bipartite state
ρAB is defined in terms of the relative entropy [49] as

I(A;B)ρ ≡ D(ρAB‖ρA ⊗ ρB). (25)

Note that, with the definition in (25), we have that

I(A;B)ρ ∈ [0,∞] (26)

as a consequence of (21). The following inequality applies
to quantum mutual information [49]:

I(A;B)ρ ≤ 2 min{H(A)ρ, H(B)ρ} (27)

and establishes that it is finite if one of the marginal
entropies is finite. For a general positive semi-definite
trace-class operator ωAB such that Tr{ωAB} 6= 0, we
extend the definition of mutual information as in [51]

I(A;B)ω ≡ Tr{ω}I(A;B) ω
Tr{ω}

. (28)

Note that, while the relative entropy is not generally sym-
metric, mutual information is symmetric under the ex-
change of systems A and B

I(A;B)ρ = I(B;A)ρ, (29)

due to (24) and by taking the isometry therein to be a
unitary swap of the systems A and B. For a state ρAB
such that the entropies H(A)ρ and H(B)ρ are finite, the
mutual information reduces to

I(A;B)ρ = H(A)ρ +H(B)ρ −H(AB)ρ. (30)

For a state ρAB such that H(A)ρ <∞, the conditional
entropy is defined as [52]

H(A|B)ρ ≡ H(A)ρ − I(A;B)ρ, (31)

and the same definition applies for a positive semi-
definite trace-class operator ωAB , by employing the ex-
tended definitions of entropy in (17) and mutual infor-
mation in (28). Thus, as a consequence of the definition
and (27), we have that

H(A|B)ρ ∈ [−H(A)ρ, H(A)ρ] . (32)

If H(B)ρ is also finite, then the conditional entropy sim-
plifies to the following more familiar form:

H(A|B)ρ = H(AB)ρ −H(B)ρ. (33)
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For a tripartite pure state ψABC such that H(A)ψ <
∞, the conditional entropy satisfies the following duality
relation [52]:

H(A|B)ψ = −H(A|C)ψ. (34)

[52, Proposition 1] states that conditional entropy is sub-
additive: for a four-party state ρABCD, we have that

H(AB|CD)ρ ≤ H(A|C)ρ +H(B|D)ρ. (35)

This in turn is a consequence of the strong subadditivity
of quantum entropy [53, 54].

The conditional quantum mutual information (CQMI)
of tripartite states ωABE ∈ D(HABE), with HABE a sep-
arable Hilbert space, was defined only recently in [51], as
a generalization of the information measure commonly
used in the finite-dimensional setting. The definition
from [51] involves taking a supremum over all finite-rank
projections PA ∈ L(HA) or PB ∈ L(HB), in order to
write CQMI in terms of the quantum mutual informa-
tion in the following equivalent ways:

I(A;B|E)ω

= sup
PA

I(A;BE)QAωQA − I(A;E)QAωQA (36)

= sup
PB

I(AE;B)QBωQB − I(E;B)QBωQB , (37)

where QA = PA ⊗ IBE and QB = PB ⊗ IAE . Due to
the data-processing inequality in (23), with the channel
taken to be a partial trace, we have that

I(A;B|E)ω ∈ [0,∞]. (38)

The conditional mutual information, as defined above, is
a lower semi-continuous function of tripartite quantum
states [51, Theorem 2]; i.e., for any sequence {ωnABE}n
of tripartite states converging to the state ω0

ABE , the
following inequality holds

lim inf
n→∞

I(A;B|E)ωn ≥ I(A;B|E)ω0 . (39)

If I(A;BE)ω, I(A;E)ω < ∞, as is the case if H(A)ω <
∞, then the definition reduces to the familiar one from
the finite-dimensional case:

I(A;B|E)ω = I(A;BE)ω − I(A;E)ω. (40)

D. Squashed Entanglement

The information measure of most concern in our paper
is the squashed entanglement. Defined and analyzed in
[25], and extended to the infinite-dimensional case in [28],
the squashed entanglement of a state ρAB ∈ D(HAB) is
defined as

Esq(A;B)ρ =
1

2
inf
ωABE

I(A;B|E)ω, (41)

where ωABE ∈ D(HABE) satisfies TrE{ωABE} = ρAB ,
with HE taken to be an infinite-dimensional, separa-
ble Hilbert space. (See [55, 56] for discussions related
to squashed entanglement.) An equivalent definition is
given in terms of an optimization over squashing chan-
nels, as follows:

Esq(A;B)ρ =
1

2
inf
SE→E′

I(A;B|E′)τ , (42)

where τABE′ = SE→E′(φρABE), with φρABE a purifica-
tion of ρAB . The infimum is with respect to all squash-
ing channels SE→E′ from system E to a system E′ cor-
responding to an infinite-dimensional, separable Hilbert
space. The reasoning for this equivalence is the same as
that given in [25]. Due to the expression in (42), squashed
entanglement can be interpreted as the leftover correla-
tion after an adversary attempts to “squash down” the
correlations in ρAB . Squashed entanglement obeys many
of the properties considered important for an entangle-
ment measure, such as LOCC monotonicity, additivity
for product states, and convexity [25]. These properties
are discussed in the next section.

Suppose that Alice, in possession of the systems RA
of a pure state φRA, wishes to construct a shared state
with Bob. If Alice and Bob are connected by a quantum
channel NA→B mapping system A to B, then they can
establish the shared state

ωRB = NA→B(φRA). (43)

Going to the purified picture, an isometric channel
UNA→BE extends NA→B , so that the output state of the
extended channel is φRBE = UNA→BE(φRA) when the in-
put is φRA. Suppose that a third party Eve has access to
the system E, such that she could then perform a squash-
ing channel SE→E′ , bringing system E to system E′. In
this way, she could attempt to thwart the correlation
between Alice and Bob’s systems, as measured by condi-
tional mutual information. Related to the above physical
picture, the squashed entanglement of the channelNA→B
is defined as the largest possible squashed entanglement
that can be realized between systems R and B [5, 17]:

Esq(N ) ≡ sup
φRA

Esq(R;B)ω, (44)

where the supremum is with respect to all possible pure
bipartite input states φRA, with system R isomorphic to
system A, and ωRB is defined in (43).

If specific requirements are placed on the channel in-
put states, such as an energy constraint as discussed in
Section IV A below, the optimization should reflect those
stipulations, leading to the energy-constrained squashed
entanglement of a channel N :

Esq(N , G, P ) ≡ sup
φRA:Tr{GφA}≤P

Esq(R;B)ω. (45)

Here G is an energy observable acting on the channel
input system A, the positive real P ∈ [0,∞) is a con-
straint on the expected value of that observable such
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that Tr{GφA} ≤ P , and the supremum is with respect
to all pure input states φRA to the channel that obey the
given constraint. It suffices to optimize the quantity in
(45) with respect to pure, bipartite input states, follow-
ing from purification, the Schmidt decomposition theo-
rem, and LOCC monotonicity of squashed entanglement.
These notions are discussed in more detail in Section IV.

As discussed in [17], the squashed entanglement of a
channel can be written in a different way by considering
an isometric channel VSE→E′F extending the squashing
channel SE→E′ . Let ϕRBE′F denote the following pure
output state when the pure state φRA is input:

ϕRBE′F =
(
VSE→E′F ◦ UNA→BE

)
(φRA). (46)

By taking advantage of the duality of conditional entropy
and in the case that the entropy H(B)ϕ is finite, the
alternate way of writing follows from the equality

I(R;B|E′)ϕ = H(B|E′)ϕ −H(B|RE′)ϕ (47)

= H(B|E′)ϕ +H(B|F )ϕ. (48)

Thus, we can write the energy-constrained squashed en-
tanglement of a channel as

Esq(N , G, P ) = sup
ρA:Tr{GρA}≤P

Esq(ρA,NA→B), (49)

where

Esq(ρA,NA→B) ≡ inf
VS
E→E′F

1

2
[H(B|E′)ω +H(B|F )ω]

(50)

ωBE′F =
(
VSE→E′F ◦ UNA→BE

)
(ρA), (51)

and we take advantage of the representation in (49) in
our paper.

E. Entanglement Monotones and Squashed
Entanglement

In this section, we review the notion of an entangle-
ment monotone [24] and how squashed entanglement [25]
and its extended definition in [28] satisfies the require-
ments of being an entanglement monotone. Let E(A;B)ω
be a function of an arbitrary bipartite state ωAB . Then
E(A;B)ω is an entanglement monotone if it satisfies the
following conditions:

1) E(A;B)ω = 0 if and only if ωAB is separable.
2) E is monotone under selective unilocal operations.

That is,

E(A;B)ω ≥
∑
k

pkE(A;B)ωk , (52)

where

pk = Tr(N k
A(ωAB)), ωkAB = p−1

k N
k
A(ωAB) (53)

for any state ωAB and any collection {N k
A} of unilocal

completely positive maps such that the sum map
∑
k

N k
A

is a channel.
3) E is convex, in the sense that for states ρ0

AB , ρ1
AB ,

and ρλAB = (1− λ)ρ0
AB + λρ1

AB , where λ ∈ [0, 1],

E(A;B)ρλ ≤ (1− λ)E(A;B)ρ0 + λE(A;B)ρ1 . (54)

When the condition in 3) holds, then the condition in
2) is equivalent to monotonicity under LOCC.

An entanglement monotone is additionally considered
an entanglement measure if, for any pure state ψAB , it
is equal to the quantum entropy of a marginal state:

E(A;B)ψ = H(A)ψ = H(B)ψ. (55)

Other desirable properties for an entanglement mono-
tone include

• additivity for a product state ωAB ⊗ θA′B′ :

E(AA′;BB′)ω⊗θ = E(A;B)ω + E(A′;B′)θ, (56)

• subadditivity for a product state ωAB ⊗ θA′B′ :

E(AA′;BB′)ω⊗θ ≤ E(A;B)ω + E(A′;B′)θ, (57)

• strong superadditivity for a state ωAA′BB′ :

E(AA′;BB′)ω ≥ E(A;B)ω + E(A′;B′)ω, (58)

• monogamy for a state ωABC :

E(A;BC)ω ≥ E(A;B)ω + E(A;C)ω, (59)

• asymptotic continuity:

lim
n→∞

E(ρnAB)− E(σnAB)

1 + log2(dimHnAB)
= 0, (60)

which should hold for any sequences {ρnAB}n and
{σnAB}n of states such that ‖ρnAB−σnAB‖1 converges
to zero as n→∞.

As discussed in [28], for states in infinite-dimensional
Hilbert spaces, global asymptotic continuity is too re-
strictive. For example, the discontinuity of the quantum
entropy means that any entanglement monotone that
possesses property (55) is necessarily discontinuous. It
is therefore reasonable to require instead that E is lower
semi-continuous [28]:

lim inf
n→∞

E(ωnAB) ≥ E(ω0
AB) (61)

for any sequence {ωnAB} of states converging to the
state ω0

AB .
The squashed entanglement, as defined in (41), obeys

all of the above properties [25–28, 57–59]. Regarding
the last property, the squashed entanglement defined in
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(41) has been proved to be lower semicontinuous on the
set of states having at least one finite marginal entropy
[28]. It additionally satisfies the following uniform con-
tinuity inequality: Given states ρAB and σAB satisfying
1
2 ‖ρAB − σAB‖1 ≤ ε for ε ∈ [0, 1] then

|Esq(A;B)ρ − Esq(A;B)σ|
≤
√

2ε log2 min[dim(HA),dim(HB)] + g(
√

2ε) (62)

where

g(x) ≡ (1 + x) log2(1 + x)− x log2(x). (63)

This follows by combining the well known Fuchs–van de
Graaf inequalities [60], Uhlmann’s theorem for fidelity
[44], and the continuity bound from [61, Corollary 1] for
conditional mutual information.

F. Private States

The main goal of any key distillation protocol is for
two parties Alice and Bob to distill a tripartite state as
close as possible to an ideal tripartite secret-key state,
which is protected against a third-party Eve. An ideal
tripartite secret-key state γABE is such that local projec-
tive measurements MA and MB on it, in the respective
orthonormal bases {|i〉A}i and {|i〉B}i, lead to the fol-
lowing form:

(MA⊗MB)(γABE) =
1

K

K∑
i=1

|i〉〈i|A⊗|i〉〈i|B⊗σE . (64)

The key systems are finite-dimensional, but the eaves-
dropper’s system E could be described by an infinite-
dimensional, separable Hilbert space. The tripartite key
state γABE contains log2K bits of secret key. By in-
specting the right-hand side of (64), we see that the key
value is uniformly random and perfectly correlated be-
tween systems A and B, as well as being in tensor prod-
uct with the state of system E, implying that the results
of any experiment on the AB systems will be indepen-
dent of those given by an experiment conducted on the
E system. While a perfect ideal tripartite key state may
be difficult to achieve in practice, a state that is nearly
indistinguishable from the ideal case is good enough for
practical purposes. If a state ρABE satisfies the following
inequality:

F (γABE , ρABE) ≥ 1− ε, (65)

for some ε ∈ [0, 1] and γABE an ideal tripartite key state,
then ρABE is called an ε-approximate tripartite key state
[11, 62, 63].

By purifying a tripartite secret-key state γABE with
“shield systems” A′ and B′ and then tracing over the
system E, the resulting state is called a bipartite private
state, which takes the following form [62, 63]:

γABA′B′ = UABA′B′(|Φ〉〈Φ|AB ⊗ σA′B′)U†ABA′B′ , (66)

where

|Φ〉AB =
1√
K

K∑
i=1

|i〉A|i〉B (67)

is a maximally entangled state with Schmidt rank K
and σA′B′ is an arbitrary state of the shield systems
A′B′. Due to the fact that the system E of the tripar-
tite key state γABE corresponds generally to an infinite-
dimensional, separable Hilbert space, the same is true for
the shield systems A′B′ of γABA′B′ . The unitary oper-
ator UABA′B′ is called a “twisting” unitary and has the
following form:

UABA′B′ =

K∑
i,j=1

|i〉〈i|A ⊗ |j〉〈j|B ⊗ U ijA′B′ , (68)

where each U ijA′B′ is a unitary operator. Note that, due
to the correlation between the A and B systems in the
state ΦAB , only the diagonal terms U iiA′B′ of the twisting
unitary are relevant when measuring the systems A and
B in the orthonormal bases {|i〉A}i and {|i〉B}i, respec-
tively [62, 63]. If a state ρABA′B′ satisfies

F (γABA′B′ , ρABA′B′) ≥ 1− ε, (69)

for some ε ∈ [0, 1] and γABA′B′ an ideal bipartite private
state, then ρABA′B′ is called an ε-approximate bipartite
private state [11, 62, 63].

The converse of the above statement holds as well
[62, 63], and the fact that it does is one of the main
reasons that the above notions are useful in applications.
That is, given a bipartite private state of the form in (66),
we can then purify it by an E system, and tracing over
the shield systems A′B′ leads to a tripartite key state of
the form in (64). These relations extend to the approxi-
mate case as well, by an application of Uhlmann’s theo-
rem for fidelity [44]: purifying an ε-approximate tripar-
tite key state ρABE with shield systems A′B′ and tracing
over system E leads to an ε-approximate bipartite pri-
vate state, and vice versa.

The squashed entanglement of a bipartite private state
of log2K bits is normalized such that [58]

Esq(AA′;BB′)γ ≥ log2K. (70)

This result has recently been extended to the approxi-
mate case: [13, Theorem 2] establishes that, for an ε-
approximate bipartite private state ρABA′B′ , the follow-
ing inequality holds

Esq(AA′;BB′)ρ + 2
√
ε log2K + 2g(

√
ε) ≥ log2K. (71)

III. PROPERTIES OF CONDITIONAL
QUANTUM MUTUAL INFORMATION

In this section, we establish a number of simple
properties of conditional quantum mutual information
(CQMI) for states of infinite-dimensional, separable
Hilbert spaces. These properties will be useful in later
sections of our paper.
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A. CQMI and Duality under a Finite-Entropy
Assumption

Lemma 1 (Duality) Let ψABED be a pure state such
that H(B)ψ <∞. Then the conditional quantum mutual
information I(A;B|E)ψ can be written as

I(A;B|E)ψ = H(B|E)ψ +H(B|D)ψ. (72)

Proof. Begin with the definition of CQMI from (37):

I(A;B|E)ψ = sup
PB

[
I(B;AE)QBψQB − I(B;E)QBψQB

: QB = PB ⊗ IAE
]
, (73)

where we have exploited the symmetry of mutual infor-
mation as recalled in (29). The assumption H(B)ψ <∞
is strong, implying that I(B;AE)ψ, I(B;E)ψ < ∞, so
that we can write I(A;B|E)ψ = I(B;AE)ψ − I(B;E)ψ
[51]. Then we find that

I(A;B|E)ψ

= H(B)ψ −H(B)ψ + I(B;AE)ψ − I(B;E)ψ

= [H(B)ψ − I(B;E)ψ]− [H(B)ψ − I(B;AE)ψ]. (74)

From the definition in (31), it is clear that the last line is
equal to a difference of conditional entropies, leading to

I(A;B|E)ψ = H(B|E)ψ −H(B|AE)ψ. (75)

Finally, we invoke the duality of conditional entropy from
(34) in order to arrive at the statement of the lemma.

B. Subadditivity Lemma for Conditional Quantum
Mutual Information

In this section, we prove a lemma that generalizes one
of the main technical results of [5, 17] to the infinite-
dimensional setting of interest here. This lemma was the
main tool used in [5, 17] to prove that the squashed en-
tanglement of a quantum channel is an upper bound on
its secret-key-agreement capacity. After [5, 17] appeared,
this lemma was later interpreted as implying that amor-
tization does not increase the squashed entanglement of
a channel [64–66].

Lemma 2 Let φA′AB′E′′F ′′ be a pure state, and let
UA→BE′F ′ be an isometric quantum channel. Set

ψA′BB′E′E′′F ′F ′′ ≡ UA→BE′F ′(φA′AB′E′′F ′′), (76)

and suppose that H(B)ψ < ∞. Then the following in-
equality holds

I(A′;BB′|E′E′′)ψ ≤ H(B|E′)ψ +H(B|F ′)ψ
+ I(A′A;B′|E′′)φ. (77)

Note that both sides of the inequality in (77) could be
equal to +∞.

Proof. Let {P kB′}k be a sequence of finite-rank projec-
tors acting on the space HB′ , which strongly converges
to the identity IB′ . Define the sequence {φk

A′AB′kE
′′F ′′
}k

of projected states as

φk
A′AB′kE

′′F ′′
=

λ−1
k [(P kB′ ⊗ I)φA′AB′E′′F ′′(P

k
B′ ⊗ I)], (78)

where

I ≡ IA′ ⊗ IA ⊗ IE′′ ⊗ IF ′′ , (79)

λk ≡ Tr{(P kB′ ⊗ I)φA′AB′E′′F ′′}, (80)

lim
k→∞

λk = 1. (81)

This then leads to the following sequence of projected
states:

ψk
A′BB′kE

′E′′F ′F ′′
≡ UA→BE′F ′(φkA′AB′kE′′F ′′). (82)

Note that each state ψk
A′BB′kE

′E′′F ′F ′′
is pure for all

k ≥ 1. Then the conditional entropy and the conditional
mutual information of the sequence converge to those of
the original state [51, 52]:

lim
k→∞

H(B|E′)ψk = H(B|E′)ψ, (83)

lim
k→∞

H(B|F ′)ψk = H(B|F ′)ψ, (84)

lim
k→∞

I(A′;BB′k|E
′E′′)ψk = I(A′;BB′|E′E′′)ψ, (85)

lim
k→∞

I(A′A;B′k|E
′′)φk = I(A′A;B′|E′′)φ. (86)

The limits in (83)–(84) follow because lim
k→∞

H(B)ψk =

H(B)ψ <∞, by applying [51, Lemma 2] and [52, Propo-
sition 2]. The limits in (85)–(86) follow, with possible
+∞ on the right-hand side, from the lower semicontinu-
ity of conditional quantum mutual information and its
monotonicity under local operations [51, Theorem 2].

Due to the fact that H(BB′k)ψk < ∞ for all k ≥ 1,

we can write the CQMI of the state ψk
A′BB′kE

′E′′F ′F ′′
in

terms of conditional entropies as in (75) and then use the
duality of conditional entropy as in (34) to find that

I(A′;BB′k|E
′E′′)ψk

= H(BB′k|E
′E′′)ψk −H(BB′k|A

′E′E′′)ψk (87)

= H(BB′k|E
′E′′)ψk +H(BB′k|F

′F ′′)ψk . (88)

We then employ the subadditivity of conditional entropy
from (35) to split up each of these two terms and regroup
the resulting terms:

H(BB′k|E
′E′′)ψk +H(BB′k|F

′F ′′)ψk

≤ H(B|E′)ψk +H(B′k|E
′′)ψk +H(B|F ′)ψk

+H(B′k|F
′′)ψk (89)

= H(B|E′)ψk +H(B|F ′)ψk
+H(B′k|E

′′)ψk +H(B′k|F
′′)ψk . (90)
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This is then recognizable as two conditional entropies
from after the channel use added to the conditional mu-
tual information from before the channel use:

I(A′;BB′k|E
′E′′)ψk ≤ H(B|E′)ψk +H(B|F ′)ψk

+ I(A′A;B′k|E
′′)φk (91)

Taking the limit k →∞ of this expression and applying
(83)–(86) gives the inequality stated in (77):

I(A′;BB′|E′E′′)ψ
= lim
k→∞

I(A′;BB′k|E
′E′′)ψk

≤ lim
k→∞

[
H(B|E′)ψk +H(B|F ′)ψk + I(A′A;B′k|E

′′)φk
]

= H(B|E′)ψ +H(B|F ′)ψ + I(A′A;B′|E′′)φ. (92)

This concludes the proof.

IV. ENERGY-CONSTRAINED
SECRET-KEY-AGREEMENT CAPACITY

We now outline a protocol for energy-constrained se-
cret key agreement between two parties Alice and Bob.
The resources available to Alice and Bob in such a pro-
tocol are n uses of a quantum channel N interleaved by
rounds of LOCC. The energy constraint is such that the
average energy of the n states input to each channel use
should be bounded from above by a fixed positive real
number, where the energy is with respect to a given en-
ergy observable. It is sensible to consider an energy con-
straint P for any such protocol in light of the fact that
any real transmitter is necessarily power limited. A third
party Eve has access to all of the classical information
exchanged between Alice and Bob, as well as the envi-
ronment of each of the n uses of the channel N . For a
photon-loss channel, the physical meaning of the latter
assumption is that Eve retains all of the light that is lost
along the way from Alice to Bob.

A. Secret-Key-Agreement Protocol with an
Average Energy Constraint

We first recall the notion of an energy observable:

Definition 1 (Energy Observable) For a Hilbert
space H, let G ∈ L+(H) denote a positive semi-definite
operator, defined in terms of its action on a vector |ψ〉
as

G|ψ〉 =

∞∑
j=1

gj |ej〉〈ej |ψ〉, (93)

for |ψ〉 such that
∑∞
j=1 gj |〈ej |ψ〉|2 < ∞. In the above,

{|ej〉}j is an orthonormal basis and {gj}j is a sequence

FIG. 1. A secret-key-agreement protocol begins with Alice
and Bob preparing a separable state of systems A′1A1B

′
1 using

LOCC. Alice then feeds the A1 system into the first channel
use to generate the B1 system. After repeating this proce-
dure n times, with rounds of LOCC interleaved between every
channel use, Alice and Bob perform a final round of LOCC,
which yields the key systems KA and KB .

of non-negative, real numbers. Then {|ej〉}j is an eigen-
basis for G with corresponding eigenvalues {gj}j. We
also follow the convention that

Tr{Gρ} = sup
n

Tr{ΠnGΠnρ}, (94)

where Πn is a spectral projector for G corresponding to
the interval [0, n] [32, 67].

We now formally define an energy-constrained secret-
key-agreement protocol. Fix n,K ∈ N, an energy ob-
servable G, a positive real P ∈ [0,∞), and ε ∈ [0, 1].
An (n,K,G, P, ε) secret-key-agreement protocol invokes
n uses of a quantum channel N , with each channel use
interleaved by a countably decomposable LOCC channel.
Such a protocol generates an ε-approximate tripartite key
state of dimension K. Furthermore, the average energy
of the channel input states, with respect to the energy
observable G, is no larger than P . Such a protocol is
depicted in Figure 1.

In more detail, such a protocol begins with Alice and

Bob performing an LOCC channel L(1)
∅→A′1A1B′1

to gener-

ate a state ρ
(1)
A′1A1B′1

that is separable with respect to the

cut A′1A1|B′1. Since the channel is a countably decom-

posable LOCC channel, the state ρ
(1)
A′1A1B′1

is a countably

decomposable separable state, as considered in [28, Def-
inition 1]. Alice then inputs the system A1 to the first
channel use, resulting in the state

σ
(1)
A′1B1B′1

≡ NA1→B1
(ρ

(1)
A′1A1B′1

). (95)

For now, we do not describe the systems that the eaves-
dropper obtains, and we only do so in the next subsec-
tion. Alice and Bob then perform a second LOCC chan-
nel, producing the state

ρ
(2)
A′2A2B′2

≡ L(2)
A′1B1B′1→A′2A2B′2

(σ
(1)
A′1B1B′1

). (96)

Next, Alice feeds system A2 into the second channel use,
which leads to the state

σ
(2)
A′2B2B′2

≡ NA2→B2(ρ
(2)
A′2A2B′2

). (97)
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The procedure continues in this manner with a total of n
rounds of LOCC interleaved with n uses of the channel
as follows. For i ∈ {2, . . . , n}, the relevant states of the
protocol are as follows:

ρ
(i)
A′iAiB

′
i
≡ L(i)

A′i−1Bi−1B′i−1→A′iAiB′i
(σ

(i−1)
A′i−1Bi−1B′i−1

), (98)

σ
(i)
A′iBiB

′
i
≡ NAi→Bi(ρ

(i)
A′iAiB

′
i
). (99)

The primed systems correspond to separable Hilbert
spaces. After the nth channel use, a final LOCC channel
is performed to produce key systems KA and KB for Al-
ice and Bob, respectively, such that the final state is as
follows:

ωKAKB ≡ L
(n+1)
A′nBnB

′
n→KAKB

(σ
(n)
A′nBnB

′
n
). (100)

The average energy of the n channel input states with
respect to the energy observable G is constrained by P
as follows:

1

n

n∑
i=1

Tr{Gρ(i)
Ai
} ≤ P. (101)

In the above, ρ
(i)
Ai

is the marginal of the channel input
states defined in (98).

One could alternatively demand a uniform bound on
each channel input state, rather than a bound on the
average energy. That is, one could demand that

∀i ∈ {1, . . . , n} : Tr{Gρ(i)
Ai
} ≤ P. (102)

Such an energy constraint would lead to a slightly differ-
ent notion of capacity, and we return to this point later
in Section IV C.

B. The Purified Protocol

We now consider the role of a third party Eve in a

secret-key-agreement protocol. The initial state ρ
(1)
A′1A1B′1

is a separable state of the following form:

ρ
(1)
A′1A1B′1

≡
∑
y1

pY1
(y1)τy1A′1A1

⊗ ζy1B1
, (103)

where Y1 is a classical random variable corresponding to
the message exchanged between Alice and Bob, which is

needed to establish this state. The state ρ
(1)
A′1A1B′1

can be

purified as

|ρ(1)〉A′1A1SA1
B′1SB1

Y1
≡∑

y1

√
pY1

(y1)|τy1〉A′1A1SA1
⊗ |ζy1〉B1SB1

⊗ |y1〉Y1
, (104)

where the local shield systems SA1
and SB1

are described
by separable Hilbert spaces and in principle could be
held by Alice and Bob, respectively, |τy1〉A′1A1SA1

and

FIG. 2. Alice and Bob alternate rounds of LOCC and channel
uses, just as in Figure 1. Each channel use is now purified,
which yields outputs to Eve, the environment. Classical data
is also collected by Eve from the LOCC. Eve’s squashing chan-
nels are also purified and depicted above for the nth channel
use.

|ζy1〉B1SB1
purify τy1A′1A1

and ζy1B1
, respectively, and Eve

possesses system Y1, which contains a coherent classical
copy of the classical data exchanged.

Each LOCC channel L(i)
A′i−1Bi−1B′i−1→A′iAiB′i

for i ∈
{2, . . . , n} is of the form in (11) as

L(i)
A′i−1Bi−1B′i−1→A′iAiB′i

=∑
yi

EyiA′i−1→A′iAi
⊗FyiBi−1B′i−1→B′i

, (105)

and can be purified to an isometry in the following way:

UL
(i)

A′i−1Bi−1B′i−1→A′iAiSAiB
′
iSBiYi

≡
∑
yi

UE
yi

A′i−1→A′iAiSAi
⊗ UF

yi

Bi−1B′i−1→B′iSBi
⊗ |yi〉Yi ,

(106)

where {UEyiA′i−1→A′iAiSAi
}yi and {UFyiBi−1B′i−1→B′iSBi

}yi
are collections of linear operators (each
of which is a contraction, that is,
‖UEyiA′i−1→A′iAiSAi

‖∞, ‖UF
yi

Bi−1B′i−1→B′iSBi
‖∞ ≤ 1) such

that the linear operator in (106) is an isometry. The
systems SAi and SBi are shield systems belonging to
Alice and Bob, respectively, and Yi is a system held by
Eve, containing a coherent classical copy of the classical
data exchanged in this round. So a purification of the

state ρ
(i)
A′iAiB

′
i

after each LOCC channel is as follows:

|ρ(i)〉A′iAiSAi1B
′
iSBi1

Ei−1
1 Y i1

≡

UL
(i)

A′i−1Bi−1B′i−1→A′iAiSAiB
′
iSBiYi

×

|σ(i−1)〉A′i−1Bi−1B′i−1SAi−1
1

S
B
i−1
1

Ei−1
1 Y i−1

1
, (107)

where we have employed the shorthands SAi1 ≡
SA1
· · ·SAi and SBi1 ≡ SB1

· · ·SBi , with a similar short-

hand for Ei−1
1 and Y i1 . A purification of the state σ

(i)
A′iBiB

′
i
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after each use of the channel NA→B is

|σ(i)〉A′iBiSAi1B
′
iSBi1

Ei1Y
i
1
≡

UNAi→BiEi |ρ
(i)〉A′iAiSAi1B

′
iSBi1

Ei−1
1 Y i1

, (108)

where UNAi→BiEi is an isometric extension of ith channel
useNAi→Bi . The final LOCC channel also takes the form
in (11)

L(n+1)
A′nBnB

′
n→KAKB

=
∑
yn+1

Eyn+1

A′n→KA
⊗Fyn+1

BnB′n→KB
, (109)

and it can be purified to an isometry similarly as

UL
(n+1)

A′nBnB
′
n→KASAn+1

KBSBn+1
Yn+1

≡
∑
yn+1

UE
yn+1

A′n→KASAn+1
⊗UF

yn+1

BnB′n→KBSBn+1
⊗|yn+1〉Yn+1

.

(110)

The systems SAn+1 and SBn+1 are again shield systems
belonging to Alice and Bob, respectively, and Yn+1 is a
system held by Eve, containing a coherent classical copy
of the classical data exchanged in this round. As written
above, each channel use NAi→Bi can be purified, as in
(6) and (7), to an isometric channel UNAi→BiEi such that
Eve possesses system Ei for all i ∈ {1, . . . , n}.

The final state at the end of the purified protocol is a
pure state |ω〉KASAKBSBEnY n+1 , given by

|ω〉KASAKBSBEnY n+1 =

UL
(n+1)

A′nBnB
′
n→KASAn+1

KBSBn+1
Yn+1
×

|σ(n)〉A′nBnSAn1 B′nSBn1 En1 Y n1 . (111)

Alice is in possession of the key system KA and the
shield systems SA ≡ SA1

. . . SAn+1
, Bob possesses the key

system KB and the shield systems SB ≡ SB1
. . . SBn+1

,
and Eve holds the environment systems En ≡ E1 . . . En.
The SA, SB , and En systems all correspond to separable
Hilbert spaces of generally infinite dimensions. Addition-
ally, Eve has coherent copies Y n+1 ≡ Y1 . . . Yn+1 of all
the classical data exchanged. By tracing over the systems
En and Y n+1, it is clear that the protocol is an LOCC-
assisted protocol whose aim is to generate an approxi-
mate bipartite private state on the systems KASAKBSB .

For a fixed n,K ∈ N and ε ∈ [0, 1], the protocol is an
(n,K,G, P, ε) secret-key-agreement protocol if the final
state ωKASAKBSB satisfies

F (ωKASAKBSB , γKASAKBSB ) ≥ 1− ε, (112)

where γKASAKBSB is a bipartite private state as in (66).
Alternatively (and equivalently), the criterion is that the
final state ωKAKBEnY n+1 satisfies

F (ωKAKBEnY n+1 , γKAKBEnY n+1) ≥ 1− ε, (113)

where γKAKBEnY n+1 is a tripartite key state as in (64).

C. Achievable Rates and Energy-Constrained
Secret-Key-Agreement Capacity

The rate R = log2K
n is a measure of the efficiency of

the protocol, measured in secret key bits communicated
per channel use. We say that the rate R is achievable
if, for all ε ∈ (0, 1), δ > 0, and for sufficiently large n,
there exists an (n, 2n(R−δ), G, P, ε) secret-key-agreement
protocol.

We call P2(N , G, P ) the energy-constrained secret-key-
agreement capacity of the channel N , and it is equal
to the supremum of all achievable rates subject to the
energy constraint P with respect to the energy observ-
able G.

As discussed previously in Section IV A, one could have
a modified notion of energy-constrained communication
based on a uniform energy constraint, and this would lead
to a different definition of capacity. However, it is clear
from the definitions that for the same parameters n, G,
P , and ε, the number of secret key values K can only be
the same or larger for a protocol having an average energy
constraint, when compared to one that has a uniform
constraint (simply because meeting the average energy
constraint implies that the uniform energy constraint is
met). Accordingly, the capacity with a uniform energy
constraint can never exceed that with an average energy
constraint. Since one of the main results of our paper is to
obtain upper bounds on the (average) energy-constrained
capacities, our results are much stronger than they would
be had we only reported upper bounds on the uniform
energy-constrained capacities.

D. Energy-Constrained LOCC-assisted Quantum
Communication

We define the energy-constrained LOCC-assisted
quantum capacity Q2(N , G, P ) of a channel N similarly.
In this case, an (n,K,G, P, ε) energy-constrained LOCC-
assisted quantum communication protocol is defined sim-
ilarly as in Section IV A, but the main difference is that
the final state ωKAKB should satisfy the following in-
equality:

F (ωKAKB ,ΦAB) ≥ 1− ε, (114)

where ΦAB is a maximally entangled state. Achievable
rates are defined similarly as in the previous subsection,
and the energy-constrained LOCC-assisted quantum ca-
pacity Q2(N , G, P ) of the channel N is defined to be
equal to the supremum of all achievable rates.

It is worthwhile to note that the end goal of an LOCC-
assisted quantum communication protocol is more dif-
ficult to achieve than a secret-key-agreement protocol
for the same channel N , energy observable G, energy
constraint P , number n of channel uses, and error pa-
rameter ε. This is because a maximally entangled state
ΦKAKB is a very particular kind of bipartite private state
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γKASAKBSB , as observed in [62, 63]. Given this observa-
tion, it immediately follows that the energy-constrained
LOCC-assisted quantum capacity is bounded from above
by the energy-constrained secret-key-agreement capacity:

Q2(N , G, P ) ≤ P2(N , G, P ). (115)

V. ENERGY-CONSTRAINED SQUASHED
ENTANGLEMENT IS AN UPPER BOUND ON

ENERGY-CONSTRAINED
SECRET-KEY-AGREEMENT CAPACITY

The main goal of this section is to prove that the
energy-constrained squashed entanglement of a quantum
channel is an upper bound on its energy-constrained
secret-key-agreement capacity. Before doing so, we re-
call the notion of a Gibbs observable [32, 67–71] and the
finite output-entropy condition [32, 68, 69] for quantum
channels.

Definition 2 (Gibbs Observable) An energy observ-
able G is a Gibbs observable if

Tr{exp(−βG)} <∞ (116)

for all β > 0.

This condition implies that there exists a well defined
thermal state for G, having the following form for all
β > 0 [72] (see also [68, 70]):

e−βG/Tr{e−βG}. (117)

Condition 1 (Finite Output Entropy) Let G be a
Gibbs observable as in Definition 2, and let P ∈ [0,∞)
be an energy constraint. A quantum channel N satisfies
the finite output-entropy condition with respect to G and
P if [32, 68, 69]

sup
ρ:Tr{Gρ}≤P

H(N (ρ)) <∞. (118)

If a channel N satisfies the finite output-entropy con-
dition with respect to G and P , then any complementary
channel N̂ of N also satisfies the condition [23]:

sup
ρ:Tr{Gρ}≤P

H(N̂ (ρ)) <∞. (119)

Lemma 3 Finiteness of the output entropy of a channel
N implies finiteness of the squashed entanglement of that
channel. That is, if

sup
ρ:Tr{Gρ}≤P

H(N (ρ)) <∞ (120)

holds, then

Esq(N ) <∞. (121)

Proof. The statement is a consequence of (27). Indeed,
Applying the definition of squashed entanglement and
picking the extension system E to be trivial, we then get
that

Esq(A;B)ω ≤
1

2
I(A;B)ω. (122)

Applying Condition 1 to (27) and combining (122) with
the definition in (44) yields the statement of the lemma.

We now establish the following weak-converse bound
that applies to an arbitrary (n,K,G, P, ε) energy-
constrained secret-key-agreement protocol.

Proposition 1 Let N be a quantum channel satisfying
the finite output-entropy condition (Condition 1), let G
be a Gibbs observable as in Definition 2, and let P ∈
[0,∞) be an energy constraint. Fix n,K ∈ N and ε ∈
(0, 1). Then an (n,K,G, P, ε) energy-constrained secret-
key-agreement protocol for N is subject to the following
upper bound in terms of the energy-constrained squashed
entanglement of the channel N :

1− 2
√
ε

n
log2K ≤ Esq(N , G, P ) +

2

n
g(
√
ε), (123)

where g(·) is defined in (63).

Proof. By assumption, the final state ωKASAKBSB of
any (n,K,G, P, ε) secret-key-agreement protocol is an ε-
approximate bipartite private state, as given in (112).
Thus, the bound in (71) applies, leading to the following
bound:

log2K ≤ Esq(KASA;KBSB)ω

+ 2
√
ε log2K + 2g(

√
ε). (124)

Let UNA→BE be an isometric channel extending the orig-
inal channel NA→B . Let V SE→E′F denote an isometric ex-
tension of a squashing channel that can act on the envi-
ronment system E of the isometric channel UNA→BE , and
let Wn

En−1
1 Y n→E′′nF ′′n

denote an isometric extension of a

squashing channel that can act on the systems En−1Y n.
Then we define the states

|τ (n)〉A′nBnSAn1 B′nSBn1 E′nFnE′′nF ′′n ≡

(V SEn→E′nFn ⊗W
n
En−1

1 Y n→E′′nF ′′n
)×

|σ(n)〉A′nBnSAn1 B′nSBn1 En1 Y n1 , (125)

and

|ζ(n)〉A′nAnSAn1 B′nSBn1 E′′nF ′′n ≡W
n
En−1

1 Y n→E′′nF ′′n
×

|ρ(n)〉A′nAnSAn1 B′nSBn1 E
n−1
1 Y n1

. (126)
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We invoke the LOCC monotonicity of squashed entangle-
ment and the definition of squashed entanglement from
(41), as well as Lemma 2, to find that

2Esq(KASA;KBSB)ω

≤ 2Esq(A′nSAn1 ;BnSBn1 B
′
n)σ(n) (127)

≤ I(A′nSAn1 ;BnB
′
nSBn1 |E

′
nE
′′
n)τ(n) (128)

≤ H(Bn|E′n)τ(n) +H(Bn|Fn)τ(n)

I(A′nSAn1An;B′nSBn1 |E
′′
n)ζ(n) . (129)

The conditions needed to apply Lemma 2 indeed hold,
following by hypothesis from (101) and the finite
output-entropy condition. Since the isometric extension
Wn
En−1Y n→E′′nF ′′n

of a squashing channel is an arbitrary

choice, the inequality above holds for the infimum over
all such squashing channel extensions, and we find that

Esq(A′nSAn1 ;BnSBn1 B
′
n)σ(n) ≤

1

2
[H(Bn|E′n)τ(n) +H(Bn|Fn)τ(n) ]

+ Esq(A′nSAn1An;B′nSBn1 )ρ(n) . (130)

We can then again invoke the LOCC monotonicity of
squashed entanglement to find that

Esq(A′nSAn1An;B′nSBn1 )ρ(n) ≤
Esq(A′n−1SAn−1

1
;Bn−1B

′
n−1SBn−1

1
)σ(n−1) . (131)

Now repeating the above reasoning n−1 more times (ap-
plying Lemma 2 and LOCC monotonicity of squashed
entanglement iteratively), we find that

2Esq(KASA;KBSB)ω

≤
n∑
i=1

[H(Bi|E′i)τ(i) +H(Bi|Fi)τ(i) ]

+ 2Esq(A′1A1;B′1)ρ(1) (132)

=

n∑
i=1

[H(Bi|E′i)τ(i) +H(Bi|Fi)τ(i) ] (133)

= n
1

n

n∑
i=1

[H(Bi|E′i)τ(i) +H(Bi|Fi)τ(i) ] (134)

≤ n[H(B|E′)τ +H(B|F )τ ]. (135)

The first equality follows because the state ρ
(1)
A′1A1B′1

is

separable, being the result of the initial LOCC, and so
Esq(A′1A1;B′1)ρ(1) = 0. Note here that we are invoking
the assumption that the protocol begins with a countably
decomposable separable state [28, Definition 1] and the
fact that Esq = 0 for such states [28, Proposition 2]. The
last inequality follows from the concavity of conditional
entropy [52], defining τBE′F as the average output state
of the channel:

τBE′F ≡
1

n

n∑
i=1

VSEi→E′iFi(σ
(i)
BiEi

). (136)

Since the inequality above holds for an arbitrary choice
of the isometric channel VSE→E′F extending a squashing
channel, and the average channel input state for the pro-
tocol satisfies the energy constraint in (101) by assump-
tion, we find that

Esq(KASA;KBSB)ω

≤ n inf
V S
E→E′F

1

2
[H(B|E′)τ +H(B|F )τ ] (137)

≤ nEsq(N , G, P ), (138)

where we have employed the alternative representation of
squashed entanglement from (49). Now combining (124)
and (138), we conclude the proof.

By applying Proposition 1 and taking the limit as n→
∞ and then as ε→ 0, we arrive at the following theorem:

Theorem 4 Let N be a quantum channel satisfying the
finite output-entropy condition (Condition 1), let G be a
Gibbs observable as in Definition 2, and let P ∈ [0,∞)
be an energy constraint. Then the energy-constrained
squashed entanglement of the channel N is an upper
bound on its energy-constrained secret-key-agreement ca-
pacity:

P2(N , G, P ) ≤ Esq(N , G, P ). (139)

Immediate consequences of Proposition 1 and Theo-
rem 4 are bounds for rates of LOCC-assisted quantum
communication. Indeed, letN be a quantum channel sat-
isfying the finite output-entropy condition (Condition 1),
let G be a Gibbs observable as in Definition 2, and let
P ∈ [0,∞) be an energy constraint. Fix n,K ∈ N and
ε ∈ (0, 1). Then an (n,K,G, P, ε) energy-constrained
LOCC-assisted quantum communication protocol for N
is subject to the following upper bound in terms of its
energy-constrained squashed entanglement:

1− 2
√
ε

n
log2K ≤ Esq(N , G, P ) +

2

n
g(
√
ε). (140)

Then this implies that

Q2(N , G, P ) ≤ Esq(N , G, P ). (141)

VI. BOUNDS ON ENERGY-CONSTRAINED
SECRET-KEY-AGREEMENT CAPACITIES OF
PHASE-INSENSITIVE QUANTUM GAUSSIAN

CHANNELS

The main result of Section V is that the energy-
constrained squashed entanglement is an upper bound on
the energy-constrained secret-key-agreement capacity of
quantum channels that satisfy the finite output-entropy
condition with respect to a given Gibbs observable. In
this section, we specialize this result to particular phase-
insensitive bosonic Gaussian channels that accept as in-
put a single mode and output multiple modes. We prove
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here that a relaxation of the energy-constrained squashed
entanglement of these channels is optimized by a thermal
state input (when the squashed entanglement is written
with respect to the representation in (49)). Our results in
this section thus generalize statements from prior works
in [5, 7, 17].

We also note the following point here before proceed-
ing with the technical development. The prior works
[5, 7, 17] argued that a thermal-state input should be the
optimal choice for a particular relaxation of the energy-
constrained squashed entanglement. However, it appears
that these works have not given a full justification of these
claims. In particular, [5, 17] appealed only to the ex-
tremality of Gaussian states [73] to argue that a thermal
state should be optimal. However, it is necessary to argue
that, among all Gaussian states, the thermal state is op-
timal. In [7], arguments about covariance of single-mode
phase-insensitive Gaussian channels with respect to dis-
placements and squeezing unitaries were given, but there
was not an explicit proof of the latter covariance with
respect to the squeezers, and furthermore, the squeezing
unitaries can change the energy of the input state. Thus,
in light of these questionable aspects, it seems worthwhile
to provide a clear proof of the optimality of the thermal-
state input, and our development in this section accom-
plishes this goal. The approach taken here is strongly
related to that given in Section 5.2 and Remark 21 of
[74].

A. Single-Mode, Phase-Insensitive Bosonic
Gaussian Channels and Their Properties

We begin in what follows by considering the argument
for the particular case of phase-insensitive single-mode
bosonic Gaussian channels. Three classes of channels
of primary interest are thermal, amplifier, and additive-
noise channels.

A thermal channel can be described succinctly in terms
of the following Heisenberg-picture evolution:

b̂ =
√
ηâ+

√
1− ηê, (142)

where â, b̂, and ê represent respective bosonic annihila-
tion operators for the sender, receiver, and environment.
The parameter η ∈ (0, 1) represents the transmissivity of
the channel, and the state of the environment is a bosonic
thermal state θ(NB) of the following form:

θ(NB) ≡ 1

NB + 1

∞∑
n=0

(
NB

NB + 1

)n
|n〉〈n|, (143)

where NB ≥ 0 is the mean photon number of the above
thermal state. So a thermal channel is characterized by
two parameters: η ∈ (0, 1) and NB ≥ 0. If NB = 0,
then the channel is called a pure-loss channel because
the environment state is prepared in a vacuum state and
the only corruption of the input signal is due to loss. An

alternate description of a thermal channel in terms of its
Kraus operators is available in [75], and in what follows,
we denote it by Lη,NB .

It is helpful to consider a unitary extension of a ther-
mal channel. That is, we can consider a thermal channel
arising as the result of a beamsplitter interaction between
the input mode and the thermal-state environment mode,
followed by a partial trace over the output environment
mode. We can represent this interaction in the Heisen-
berg picture as follows:

b̂ =
√
ηâ+

√
1− ηê,

ê′ = −
√

1− ηâ+
√
ηê, (144)

where ê′ denotes the output environment mode. Let
ULη,NB denote the Schrödinger-picture, two-mode uni-
tary describing this interaction. It is well known that
this unitary obeys the following phase covariance sym-
metry for all φ ∈ R:

ULη,NB ein̂AEφ = ein̂BE′φULη,NB , (145)

where n̂AE = n̂A+ n̂E is the total photon number opera-
tor for the input mode A and environment mode E, while
n̂BE′ = n̂B + n̂E′ is that for the output mode B and the
output environment mode E′. Thus, we can equivalently
write the above phase covariance symmetry as

ULη,NB (ein̂Aφ⊗ein̂Eφ) = (ein̂Bφ⊗ein̂E′φ)ULη,NB . (146)

Due to this relation, the fact that a thermal state is phase
invariant (i.e., ein̂Eφθ(NB)e−in̂Eφ = θ(NB)), and the fact
that the thermal channel results from a partial trace after
the unitary transformation ULη,NB , it follows that the
thermal channel is phase covariant in the following sense:

Lη,NB (ein̂AφρAe
−in̂Aφ) = ein̂BφLη,NB (ρA)e−in̂Bφ,

(147)
where ρA is an arbitrary input state. This is the reason
that thermal channels are called phase-insensitive.

Another class of channels to consider are amplifier
channels. An amplifier channel can also be described
succinctly in terms of the following Heisenberg-picture
evolution:

b̂ =
√

G â+
√

G − 1ê†, (148)

where â, b̂, and ê again represent respective bosonic an-
nihilation operators for the sender, receiver, and environ-
ment. The parameter G ∈ (1,∞) represents the gain of
the channel, and the state of the environment is a bosonic
thermal state θ(NB) with NB ≥ 0. So an amplifier chan-
nel is characterized by two parameters: G ∈ (1,∞) and
NB ≥ 0. If NB = 0, then the channel is called a pure-
amplifier channel because the environment state is pre-
pared in a vacuum state and the only corruption of the
input signal is due to amplification, which inevitably in-
troduces noise due to the no-cloning theorem [76]. An
alternate description of an amplifier channel in terms of
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its Kraus operators is available in [75], and in what fol-
lows, we denote it by AG ,NB .

It is again helpful to consider a unitary extension of an
amplifier channel. That is, we can consider an amplifier
channel arising as the result of a two-mode squeezer in-
teraction between the input mode and the thermal-state
environment mode, followed by a partial trace over the
output environment mode. We can represent this inter-
action in the Heisenberg picture as follows:

b̂ =
√

G â+
√

G − 1ê†,

ê′ =
√

G − 1â† +
√

G ê, (149)

where ê′ denotes the output environment mode. Let
UAG ,NB denote the Schrödinger-picture, two-mode uni-
tary describing this interaction. It is well known that this
unitary obeys the following phase covariance symmetry
for all φ ∈ R

UAG ,NB (ein̂Aφ ⊗ e−in̂Eφ) = (ein̂Bφ ⊗ e−in̂E′φ)UAG ,NB .
(150)

Due to this relation, the fact that a thermal state is
phase invariant, and the fact that the amplifier channel
results from a partial trace of the unitary transformation
UAG ,NB , it follows that the amplifier channel is phase
covariant in the following sense:

AG ,NB (ein̂AφρAe
−in̂Aφ) = ein̂BφAG ,NB (ρA)e−in̂Bφ,

(151)
where ρA is an arbitrary input state. So amplifier chan-
nels are also called phase-insensitive.

Another class of single-mode, phase-insensitive bosonic
Gaussian channels are called additive-noise channels.
These channels are easily described in the Schrödinger
picture and are characterized by a single parameter ξ ≥ 0,
which is the variance of the channel. Additive-noise chan-
nels can be written as the following transformation:

ρA →
∫
d2α

exp(−|α|2/ξ)
πξ

D(α)ρAD(−α), (152)

and can be interpreted as applying a unitary displace-
ment operator D(α) randomly chosen according to a

complex, isotropic Gaussian distribution exp(−|α|2/ξ)
πξ of

variance ξ. These channels are phase-covariant as well
and are thus phase-insensitive.

A well known theorem from [77, 78] establishes that
any single-mode, phase-insensitive bosonic Gaussian
channel N can be written as the serial concatenation
of a pure-loss channel LT,0 of transmissivity T ∈ [0, 1]
followed by a pure-amplifier channel AG ,0 of gain G > 1:

N = AG ,0 ◦ LT,0. (153)

This theorem has been extremely helpful in obtaining
good upper bounds on various capacities of single-mode,
phase-insensitive bosonic Gaussian channels [5, 7, 17, 74,
79–82].

B. Bounds for Single-Mode, Phase-Insensitive
Bosonic Gaussian Channels

In the following theorem, we prove that a thermal in-
put state is the optimal state for a relaxation of the
energy-constrained squashed entanglement of a single-
mode, phase-insensitive bosonic Gaussian channel. This
in turn gives an upper bound on the energy-constrained
secret-key-agreement capacities of these channels, which
has already been claimed in [5, 7, 17].

Theorem 5 Let N be a single-mode, phase-insensitive
bosonic Gaussian channel as in (153). Then its energy-
constrained squashed entanglement is bounded as

Esq(N , n̂, NS) ≤ 1

2
[H(B|E′1E′2)ω+H(B|F ′1F ′2)ω], (154)

where n̂ is the photon number operator acting on the
channel input mode, NS ≥ 0 is an energy constraint,
ωBE′1E′2F ′1F ′2 is the following state:

ωBE′1E′2F ′1F ′2 =WA→BE′1E′2F ′1F ′2(θ(NS)), (155)

and W is an isometric channel of the form

WA→BE′1E′2F ′1F ′2 = (VAE2→E′2F ′2
◦ UAG ,0

B1→BE2
)

◦ (VLE1→E′1F ′1
◦ ULT,0A→B1E1

). (156)

In the above, ULT,0 is an isometric channel extend-
ing the pure-loss channel LT,0 and realized from (144).
Also, UAG ,0 is an isometric channel extending the pure-
amplifier channel AG ,0 and realized from (149). Both
VLE1→E′1F ′1

and VAE2→E′2F ′2
are bosonic Gaussian isomet-

ric channels that are phase covariant. Figure 3 depicts
an example of the isometric channel WA→BE′1E′2F ′1F ′2 .

An immediate consequence of Theorems 4 and 5 is the
following corollary:

Corollary 1 With the same notation as in Theorem 5,
the energy-constrained secret-key-agreement capacity of
the channel N is bounded as

P2(N , n̂, NS) ≤ 1

2
[H(B|E′1E′2)ω +H(B|F ′1F ′2)ω]. (157)

Proof of Theorem 5. For convenience, we summa-
rize the main steps of the proof here. We note that cer-
tain aspects of the proof bear some similarities to related
approaches given in the literature [23, 32, 82], and the
strongest overlap is with Remark 21 and Section 5.2 in
[74].

1. First, we employ the representation of a channel’s

squashed entanglement in (49), and set UAG ,0

B1→BE2
◦

ULT,0A→B1E1
to be the isometric extension of N =

AG ,0 ◦ LT,0.
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FIG. 3. A depiction of the isometric channel WA→BE′1E
′
2F
′
1F
′
2

from Theorem 5. Note that this is the precise construc-
tion used in [7]. As stated in Theorem 5, the isometric

channel WA→BE′1E
′
2F
′
1F
′
2

is equal to (VAE2→E′2F
′
2
◦ UAG ,0

B1→BE2
) ◦

(VLE1→E′1F
′
1
◦ ULT,0A→B1E1

). The modes labeled “env1” and

“env2” are respective environmental modes for the isomet-
ric channels ULT,0 (top left) and UAG ,0 (top right) and are
prepared in the pure vacuum state. The other isometric
channels VLE1→E′1F

′
1

(bottom left) and VAE2→E′2F
′
2

(bottom

right) are chosen here to be 50-50 beamsplitters, following
[7]. The modes F1 and F2 are also prepared in the pure
vacuum state. Given this setup, Theorem 5 states that,
among all possible input states with mean photon number
≤ NS , the thermal state θ(NS) maximizes the entropy func-
tion H(B|E′1E′2) +H(B|F ′1F ′2).

2. Then, we relax the infimum over all squashing
isometries by setting it to be equal to VLE1→E′1F ′1

⊗
VAE2→E′2F ′2

. This leads to the isometric channel

WA→BE′1E′2F ′1F ′2 described in the theorem state-
ment.

3. Next, we employ the extremality of Gaussian states
[73] to conclude that the entropy objective function
H(B|E′1E′2) + H(B|F ′1F ′2) is maximized when the
input state to mode A is Gaussian.

4. We then employ the phase covariance of
WA→BE′1E′2F ′1F ′2 and concavity of conditional
entropy to conclude that, for input states having
a fixed mean photon number NS , the entropy
objective function H(B|E′1E′2) + H(B|F ′1F ′2) is
maximized when the input state to mode A is
phase invariant.

5. Steps 3 and 4 imply that, for input states having a
fixed mean photon number NS , the optimal input
state to mode A should be a thermal state θ(NS).

This follows because θ(NS) is the unique single-
mode state of fixed mean photon number NS that
is both Gaussian and phase invariant.

6. Finally, we use the displacement covariance of
WA→BE′1E′2F ′1F ′2 and concavity of conditional en-
tropy to conclude that the entropy objective func-
tion H(B|E′1E′2)+H(B|F ′1F ′2) is monotone with re-
spect to NS . This finally implies that θ(NS) is the
optimal input state among all those having mean
photon number ≤ NS .

Steps one through three do not require any further
justification, and so we proceed to step four. In what
follows, we take the isometric channels VLE1→E′1F ′1

and

VAE2→E′2F ′2
to be 50-50 beamsplitters, following the heuris-

tic from [7] (based on numerical evidence that these are
the best choices among all local phase-insensitive Gaus-
sian channels). Thus, the isometries are manifestly phase
covariant. However, note that our argument applies to
arbitrary phase-covariant, bosonic Gaussian isometries
VLE1→E′1F ′1

and VAE2→E′2F ′2
.

Let ρA denote an arbitrary input state of mean photon
number NS . The state ρA can be input to the isometric
channel WA→BE′1E′2F ′1F ′2 . The entropy objective function
H(B|E′1E′2)W(ρ) + H(B|F ′1F ′2)W(ρ) is equal to a sum of
conditional entropies and so we make use of two prop-
erties of conditional entropy: its invariance under local
unitaries and concavity. Set

N̂ ≡ n̂B + n̂E′1 − n̂E′2 + n̂F ′1 − n̂F ′2 , (158)

and consider the following phase shift unitary, depending
on a phase φ ∈ R:

eiN̂φ ≡ ein̂Bφ⊗ein̂E′1φ⊗e−in̂E′2φ⊗ein̂F ′1φ⊗e−in̂F ′2φ. (159)

Then it follows from the invariance of conditional entropy
under local unitaries that

H(B|E′1E′2)W(ρ) +H(B|F ′1F ′2)W(ρ)

= H(B|E′1E′2)eiN̂φW(ρ)e−iN̂φ

+H(B|F ′1F ′2)eiN̂φW(ρ)e−iN̂φ . (160)

Now exploiting the phase covariance of all of the isomet-
ric channels involved in WA→BE′1E′2F ′1F ′2 (see (146) and
(150)), we find that the last line above is equal to

H(B|E′1E′2)W(ein̂φρe−in̂φ) +H(B|F ′1F ′2)W(ein̂φρe−in̂φ).
(161)

These equalities hold for any phase φ on the input, and so
we can average over the input phase φ without changing
the entropy objective function:

H(B|E′1E′2)W(ρ) +H(B|F ′1F ′2)W(ρ)

=
1

2π

∫ 2π

0

dφ

[
H(B|E′1E′2)W(ein̂φρe−in̂φ)

+H(B|F ′1F ′2)W(ein̂φρe−in̂φ)

]
. (162)
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Let us define the phase-invariant state ρA as

ρA ≡
1

2π

∫ 2π

0

dφ ein̂φρAe
−in̂φ, (163)

and note that the mean photon number of ρA is equal
to NS , which follows from the assumption that ρA has
mean photon number NS and the fact that phase aver-
aging does not change the mean photon number. Now
exploiting the concavity of conditional entropy and the
equality in (162), we find that

H(B|E′1E′2)W(ρ) +H(B|F ′1F ′2)W(ρ)

≤ H(B|E′1E′2)W(ρ) +H(B|F ′1F ′2)W(ρ). (164)

By combining with step three (extremality of Gaussian
states), we conclude that, for an arbitrary state ρA of
mean photon number NS , there exists a Gaussian, phase-
invariant state that achieves the same or higher value of
the entropy objective function H(B|E′1E′2)+H(B|F ′1F ′2).
So this completes step four, and step five is the next con-
clusion, which is that the thermal state θ(NS) maximizes
the entropy objective function with respect to all input
states with mean photon number equal to NS .

We now move on to the final step six. In order to
prove that the entropy objective function monotonically
increases as a function of the mean photon number NS of
an input thermal state, we repeat steps similar to those
above that we used for step four. Recall again that con-
ditional entropy is invariant under local unitaries, and so
we can apply arbitrary displacements without changing
the entropy objective function. In particular, since the
local displacements can be arbitrary, we take advantage
of the specific covariances of beam splitters and two-mode
squeezers from (144) and (149) when choosing the local
displacements. We employ the following shorthand for
the local displacements acting on the output modes of
W:

Dα
out ≡ DB(

√
TGα)⊗DE′1

(
√
η2(1− T )α)

⊗DF ′1
(
√

(1− η2)(1− T )α)

⊗DE′2
(
√
η3T (G − 1)α∗)

⊗DF ′2
(
√

(1− η3)T (G − 1)α∗), (165)

where η2 and η3 are the transmissivities of the beamsplit-
ters VLE1→E′1F ′1

and VAE2→E′2F ′2
, respectively (here, how-

ever just set to 1/2 for both). Let θ(N1) be a thermal
state of mean photon number N1 ≥ 0. Then we find that

H(B|E′1E′2)W(θ(N1)) +H(B|F ′1F ′2)W(θ(N1))

= H(B|E′1E′2)DαoutW(θ(N1))Dα†out

+H(B|F ′1F ′2)DαoutW(θ(N1))Dα†out
. (166)

Employing the displacement covariance of the isometric
Gaussian channel W, we recast the local displacements
on the outputs as a displacement of the input state:

Dα
outW(θ(N1))Dα†

out =W
(
DA(α)θ(N1)D†A(α)

)
. (167)

Since this is true for any displacement α, an expectation
with respect to a probability distribution over α does
not change the quantity, and by combining with (166),
we find that

H(B|E′1E′2)W(θ(N1)) +H(B|F ′1F ′2)W(θ(N1))

=

∫
d2α pN2(α)

[
H(B|E′1E′2)W(D(α)θ(N1)D†(α))

+H(B|F ′1F ′2)W(D(α)θ(N1)D†(α))

]
. (168)

In the above, we choose the distribution pN2(α) to be
a complex, isotropic Gaussian with variance N2 ≥ 0.
Now recall the well known fact that Gaussian random
displacements of a thermal state produce a thermal state
of higher mean photon number:∫

d2α pN2(α) D(α)θ(N1)D†(α) = θ(N1 +N2). (169)

The concavity of conditional entropy and the equality in
(169) then imply that

H(B|E′1E′2)W(θ(N1)) +H(B|F ′1F ′2)W(θ(N1))

≤ H(B|E′1E′2)W(θ(N1+N2))

+H(B|F ′1F ′2)W(θ(N1+N2)). (170)

Since N1, N2 ≥ 0 are arbitrary, we conclude that the
entropy objective function H(B|E′1E′2) + H(B|F ′1F ′2) is
monotone increasing with respect to the mean photon
number of the input thermal state. This now completes
step six, and as such, we conclude the proof.

Remark 1 We note here that [7, Section C.2] provided
an alternative way to handle step six in the above proof.

Remark 2 Following Remark 21 of [74], the method
used in the proof of Theorem 5 to establish the upper
bound in (154) on Esq(N , n̂, NS) can be applied in far
more general situations. Suppose that N is a single-mode
input and multi-mode output channel. Suppose that N is
phase covariant, such that a phase rotation on the input
state is equivalent to a product of local phase rotations
on the output. Suppose that N is covariant with respect
to displacement operators, such that a displacement op-
erator acting on the input state is equivalent to a product
of local displacement operators on the output. Then by
relaxing the energy-constrained squashed entanglement in
such a way that the squashing isometry has the same gen-
eral phase and displacement covariances, it follows that,
among all input states with mean photon number ≤ NS,
the resulting objective function is maximized by a thermal
state input with mean photon number equal to NS.

Remark 3 We can apply Theorem 5 and Corollary 1 to
the pure-loss channel in order to recover one of the main
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claims of [5, 17]. That is, the energy-constrained secret-
key-agreement capacity of the pure-loss channel Lη,0 is
bounded from above as

P2(Lη,0, n̂, NS) ≤ g(NS(1 + η)/2)− g(NS(1− η)/2).
(171)

Also, the following bound holds for the pure-amplifier
channel AG ,0, as a special case of a more general result
stated in [7]:

P2(AG ,0, n̂, NS) ≤ g(NS [G + 1]/2 + [G − 1]/2)

− g([NS + 1][G − 1]/2). (172)

Since the bound in (172) was not explicitly stated in [7],
for convenience, the arXiv posting of this paper includes
a Mathematica file that can be used to derive (172). Fur-
thermore, other bounds on energy-constrained secret-key-
agreement capacities of more general phase-insensitive
channels are stated in [7].

C. Improved Bounds for Energy-Constrained
Secret-Key-Agreement Capacities of Bosonic

Thermal Channels

In this section, we discuss a variation of the method
from [7] that leads to improvements of the bounds re-
ported there. To begin with, we note that any single-
mode phase-insensitive channel M, which is not entan-
glement breaking [83], can be decomposed as a pure-
amplifier channel of gain G > 1 followed by a pure-loss
channel of transmissivity T ∈ (0, 1]:

M = LT,0 ◦ AG ,0. (173)

This result was found independently in [74, Theorem 30]
and [82, 84] (see also [85]). It has been used in [84] to
bound the unconstrained (and unassisted) quantum ca-
pacity of a thermal channel, and it has been used in [74]
to bound the energy-constrained (and unassisted) quan-
tum and private capacities of an amplifier channel. Af-
ter [84] appeared, it was subsequently used in [74] to
bound the energy-constrained (and unassisted) quantum
and private capacities of a thermal channel. It has also
been used most recently in [82] in similar contexts.

For a thermal channel Lη,NB of transmissivity η ∈ [0, 1]
and thermal photon number NB ≥ 0, the decomposition
is as above with

T = η − (1− η)NB , (174)

G = η/T. (175)

Thus, given that a thermal channel is entanglement
breaking when η ≤ (1− η)NB [86], it is clear that the
decomposition is only valid (i.e., T ∈ (0, 1]) whenever the
thermal channel is not entanglement breaking. However,
this is no matter when bounding secret-key-agreement or
LOCC-assisted quantum capacities, due to the fact that
they vanish for any entanglement-breaking channel.

FIG. 4. A depiction of the isometric channel WA→BE′1E
′
2F
′
1F
′
2

needed for the bound in Proposition 2. This construc-
tion swaps the top-left beamsplitter and top-right two-mode
squeezer from Figure 3 and corresponds to the channel decom-
position in (173). This construction leads to an improvement
of the bound from [7].

Now, the main idea that leads to an improved energy-
constrained bound is simply to employ the decomposition
in (173) and the same squashing isometries used in [7].
In other words, we are just swapping the top-left beam-
splitter with the top-right two-mode squeezer in Figure 3.
For concreteness, we have depicted this change in Fig-
ure 4. Let W denote the overall isometry taking the
input mode A to the output modes BE′1E

′
2F
′
1F
′
2, as de-

picted in Figure 4. Then by the same reasoning as in the
proof of Theorem 5 and subsequently given in Remark 2,
it follows that the thermal state θ(NS) of mean photon
number NS ≥ 0 optimizes a relaxation of the energy-
constrained squashed entanglement corresponding to W.
This relaxation evaluates to

1

2

[
H(B|E′1E′2)W(θ(NS)) +H(B|F ′1F ′2)W(θ(NS))

]
= H(B|E′1E′2)W(θ(NS)), (176)

with the latter equality following due the symmetry re-
sulting from choosing each squashing isometry to be a
50-50 beamsplitter. This in turn implies the following:

Proposition 2 For a thermal channel Lη,NB of trans-
missivity η ∈ [0, 1] and thermal photon number NB ≥ 0
such that η > (1− η)NB, its energy-constrained secret-
key-agreement capacity is bounded as

P2(Lη,NB , n̂, NS) ≤ H(B|E′1E′2)W(θ(NS)), (177)

where W is the isometry depicted in Figure 4.

Now consider a general phase-insensitive single-mode
bosonic Gaussian channel M that is not entanglement-
breaking. By applying Proposition 2 and step six in
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the proof of Theorem 5, we find that the quantity
H(B|E′1E′2)W(θ(NS)) is monotone increasing with NS ,
withW the corresponding isometry in Figure 4. Further-
more, the limit exists for all T ∈ (0, 1) and G > 1 and
converges to the same expression as given in [7, Eq. (29)]:

lim
NS→∞

H(B|E′1E′2)W(θ(NS))

=
(1− T 2)G log2

(
1+T
1−T

)
− (G 2 − 1)T log2

(
G +1
G−1

)
1− G 2T 2

.

(178)

We evaluated the latter limit with the aid of Mathemat-
ica and note here that the source files are available for
download with the arXiv posting of this paper.

The fact that the expression in (178) is no different
from that found in [7, Eq. (29)] can be intuitively ex-
plained in the following way: Given that the input state
toW is a thermal state, the limit NS →∞ in some sense
is like a classical limit, and in this limit, the commutation
of the pure-loss channel and the pure-amplifier channel
in (173) makes no difference for the resulting expression.
However, the values for T and G for a thermal channel
Lη,NB for the decomposition in (173) are quite different
from the values that T and G would take in the decom-
position in (153), and this is part of the reason that the
decomposition in (173) leads to an improved bound for
a thermal channel Lη,NB .

In particular, for a thermal channel Lη,NB , the ex-
pression in (178) converges to zero in the entanglement-
breaking limit η → NB/(NB + 1) (or, equivalently,
NB → η/(1 − η) (this limit calculation is included in
our Mathematica files also). Due to this fact and the
monotonicity of H(B|E′1E′2)W(θ(NS)) with NS , we con-
clude that the bound from Proposition 2 converges
to zero in the entanglement-breaking limit for any
finite photon number NS . This explains the improved
behavior of the bound in (177), as compared to that from
[7], as we discuss in what follows.

1. Comparison of bounds on energy-constrained
secret-key-agreement capacity of a thermal channel

We have evaluated the bound in (177) numerically, and
we found strong numerical evidence that it outperforms
the bound from [7] for any values of NS ≥ 0, η ∈ [0, 1],
and NB ≥ 0 such that η > (1− η)NB .

It is also interesting to compare the bound in (177)
with the bounds from [7] and [8, 11], for particular pa-
rameter regimes. In [8, 11], the following photon-number-
independent bound was established:

P2(Lη,NB , n̂, NS) ≤ − log2([1− η] ηNB )− g(NB). (179)

Figure 5 plots the three different bounds for a fixed
photon number NS = 0.1 and thermal photon num-
ber NB = 1. Therein, we see that the bound in (177)

FIG. 5. Comparison of the “DSW18 bound” from (177) with
prior bounds from [7] and [8, 11], with η ∈ [0.5, 1], NS = 0.1
and NB = 1. The plot shows that the bound in (177) con-
verges to zero as the channel becomes entanglement breaking.

improves upon the bounds from [7] and [8, 11] for all
transmissivities η ∈ [1/2, 1]. At η = 1/2, the channel
becomes entanglement breaking for the aforementioned
choice NB = 1, and we see that the bound in (177)
is converging to zero in the entanglement-breaking limit
η → 1/2, for fixed NB = 1. The bound in (177) is also
tighter than the one in (179) for all values depicted in
the plot.

Figure 6 plots the three different bounds for other pa-
rameter regimes, now with NS ∈ [0, 1], η = 0.1, and
NB set to 3 × 10−7, 1 × 10−3, and 0.1. These choices
correspond to values expected in a variety of experimen-
tal scenarios, as first discussed in [15] and subsequently
considered in [16]. The bound in (177) is essentially in-
distinguishable from that in [7] for NB = 3 × 10−7, but
then the bound in (177) performs better as NB increases.

The Matlab files used to generate Figures 5 and 6 are
available for download with the arXiv posting of this pa-
per.

VII. MULTIPARTITE CONDITIONAL MUTUAL
INFORMATIONS AND SQUASHED

ENTANGLEMENT

In this section, we review two different definitions of
multipartite conditional mutual information from [29, 30,
87–90], and we prove that they satisfy a duality relation
that generalizes the following well known duality relation
for conditional mutual information:

I(A;B|C)ψ = I(A;B|D)ψ, (180)
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FIG. 6. Comparison of the “DSW18 bound” from (177) with
prior bounds from [7] and [8, 11], with NS ∈ [0, 1], η = 0.1,
and NB ∈ {3×10−7, 1×10−3, 0.1} (respectively, (a), (b), (c),
above). The DSW18 bound from (177) is indistinguishable
from the bound from [7] for small NB , but then the bounds
are very different for higher NB . In (a), GEW16 is not visible
because it overlaps with DSW18.

which holds for an arbitrary four-party pure state
ψABCD. This duality relation was established in [91] and
interpreted operationally therein in terms of the quantum
state redistribution protocol [91, 92], and it was recently
generalized to the infinite-dimensional case in [51], by em-
ploying the definition of conditional mutual information
from (36)–(37).

After establishing the multipartite generalization of
the duality relation in (180), we prove that it implies
that two definitions of multipartite squashed entangle-
ment [29, 30] that were previously thought to be different
are in fact equal to each other.

We finally then recall various properties of multipartite
squashed entanglement, including how to evaluate it for
multipartite GHZ and private states.

A. Multipartite Conditional Quantum Mutual
Informations

We now recall two different multipartite generaliza-
tions of conditional mutual information [29, 30, 87–90].
Consider an m-party state ρA1···Am acting on a tensor
product of infinite-dimensional, separable Hilbert spaces.
Let ρA1···AmE denote an extension of this state, which in
turn can be purified to φρA1···AmEF . The two general-
izations of conditional quantum mutual information are
known as the conditional total correlation and the con-
ditional dual total correlation:

Definition 3 ([29, 30, 51, 87]) The conditional total
correlation of a state ρA1···AmE is defined as

I(A1; · · · ;Am|E)ρ ≡
m∑
i=2

I(Ai;A
i−1
1 |E)ρ. (181)

The notation Ai−1
1 refers to all the systems A1 · · ·Ai−1.

Definition 4 ([51, 88–90]) The conditional dual total
correlation of a state ρA1···AmE is defined as

Ĩ(A1; · · · ;Am|E)ρ ≡
m∑
i=2

I(Ai;A
i−1
1 |Ami+1E)ρ, (182)

where Ami+1 ≡ Ai+1 · · ·Am.

Many years after the dual total correlation was defined
and analyzed in [88, 89], the conditional version of it was
called “secrecy monotone” in [90] and analyzed there.

Note that the above quantities are invariant with re-
spect to permutations of the systems A1, . . . , Am. This
is more easily seen in the finite-dimensional case. That
is, if the state ρA1···AmE is finite-dimensional, then we
have the following identities:

I(A1; · · · ;Am|E)ρ

=

m∑
i=1

H(Ai|E)ρ −H(A1 · · ·Am|E)ρ (183)
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and

Ĩ(A1; · · · ;Am|E)ρ

=

m∑
i=1

H(A[m]\{i}|E)ρ − (m− 1)H(A1 · · ·Am|E)ρ

= H(A1 · · ·Am|E)ρ −
m∑
i=1

H(Ai|A[m]\{i}E)ρ. (184)

Although the two generalizations of CQMI in (181)
and (182) are generally incomparable, they are related
by the following identity [29]:

I(A1; · · · ;Am|E)ρ + Ĩ(A1; · · · ;Am|E)ρ

=

m∑
i=1

I(Ai;A[m]\{i}|E)ρ. (185)

The invariance of the above quantities with respect to
permutations of the subsystems, as well as the validity of
the identity in (185) in the general infinite-dimensional
case, are consequences of Propositions 5 and 7 in [51].

B. Duality for the Conditional Total Correlation
and the Conditional Dual Total Correlation

We now generalize the duality of CQMI in (180) to the
multipartite setting:

Theorem 6 For a multipartite pure state φρA1···AmEF ,
the following equality holds

I(A1; · · · ;Am|E)φρ = Ĩ(A1; · · · ;Am|F )φρ . (186)

Proof. There are at least two ways to see this. For the
general infinite-dimensional case, we can simply apply
definitions and the duality relation in (180). We find
that

I(A1; · · · ;Am|E)φρ =

m∑
i=2

I(Ai;A
i−1
1 |E)φρ (187)

=

m∑
i=2

I(Ai;A
i−1
1 |Ami+1F )φρ (188)

= Ĩ(A1; · · · ;Am|F )φρ . (189)

In the less general case in which conditional entropies
are finite, we can apply a slightly different, but related
method. Recall that conditional entropy obeys a du-
ality property: for a pure state ψABC , we have that
H(A|B)ψ = −H(A|C)ψ. Using the identities given above

and this duality, we find that

I(A1; · · · ;Am|E)φρ

=

m∑
i=1

H(Ai|E)φρ −H(A1 · · ·Am|E)φρ (190)

= −
m∑
i=1

H(Ai|A[m]\{i}F )φρ +H(A1 · · ·Am|F )φρ (191)

= Ĩ(A1; · · · ;Am|F )φρ . (192)

This concludes the proof.

Remark 4 It is interesting to compare the somewhat
long route by which Han arrived at the conditional dual
total correlation in [89], versus the comparatively short
route by which we arrive at it in Theorem 6. This latter
method of using purifications and related entropy iden-
tities is unique to quantum information theory. It is
also pleasing to find that the conditional total correla-
tion and the conditional dual total correlation are dual to
each other in the entropic sense of Theorem 6.

C. Equivalence of Multipartite Squashed
Entanglements

Two multipartite generalizations of the squashed en-
tanglement of a state ρA1···Am are based on the condi-
tional total correlation and the conditional dual total
correlation [29, 30]:

Esq(A1; · · · ;Am)ρ ≡
1

2
inf

ρA1···AmE

{
I(A1; · · · ;Am|E)ρ

: TrE{ρA1···AmE} = ρA1···Am

}
, (193)

Ẽsq(A1; · · · ;Am)ρ ≡
1

2
inf

ρA1···AmE

{
Ĩ(A1; · · · ;Am|E)ρ

: TrE{ρA1···AmE} = ρA1···Am

}
. (194)

By employing Theorem 6, we find that these quanti-
ties are in fact always equal to each other, so that there
is no need to consider two separate definitions, as was
previously done in [6, 29]:

Theorem 7 For a multipartite state ρA1···Am , the fol-
lowing equality holds

Esq(A1; · · · ;Am)ρ = Ẽsq(A1; · · · ;Am)ρ. (195)

Proof. Let ρA1···AmE be an extension of ρA1···Am , and
let φρA1···AmEF be a purification of ρA1···AmE . Then by
Theorem 6,

I(A1; · · · ;Am|E)ρ = Ĩ(A1; · · · ;Am|F )φρ (196)

≥ 2Ẽsq(A1; · · · ;Am)ρ. (197)
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The inequality holds because φρA1···AmF is a particular
extension of ρA1···Am , and the squashed entanglement in-
volves an infimum over all extensions of ρA1···Am . Since
the inequality holds for all extensions of ρA1···Am , we can
conclude that

Esq(A1; · · · ;Am)ρ ≥ Ẽsq(A1; · · · ;Am)ρ. (198)

A proof for the other inequality Ẽsq(A1; · · · ;Am)ρ ≥
Esq(A1; · · · ;Am)ρ goes similarly.

Remark 5 One of the main results of [6] was to estab-
lish bounds on the secret-key-agreement capacity region
of a quantum broadcast channel in terms of multipartite
squashed entanglements. Theorem 7 demonstrates that
essentially half of the upper bounds written down in [6]
were in fact redundant. The same is true for the key
distillation bounds from [29].

D. Partitions and multipartite squashed
entanglement

In this brief section, we recall some notation from [6,
Section 2.7], which we use in what follows as a shorthand
for describing various partitions of a set of quantum sys-
tems and their corresponding multipartite squashed en-
tanglements. Given a set W of quantum systems, a par-
tition G = {χ1, . . . , χ|G|} is a set of non-empty subsets of
W such that ⋃

χi∈G
χi =W, (199)

and for all χi, χj ∈ G, i 6= j,

χi ∩ χj = ∅. (200)

For example, one possible partition of W = {A,B,C} is
given by G = {{AB}, {C}}. The power set P(W) is the
set of all subsets of W. The sets P≥1(W) and P≥2(W)
are the sets of all subsets of W with greater than or
equal to one and two members, respectively. That is, for
W = {A,B,C},

P(W) = {∅, {A}, {B}, {C}, {A,B}, {A,C},
{B,C}, {A,B,C}}, (201)

P≥1(W) = {{A}, {B}, {C}, {A,B}, {A,C},
{B,C}, {A,B,C}}, (202)

P≥2(W) = {{A,B}, {A,C}, {B,C}, {A,B,C}}. (203)

Given a set Y, let ωY denote a |Y|-partite state shared
by the parties specified by the elements of Y. If G is a
partition of Y, then the notation

Esq(G)ω (204)

refers to the multipartite squashed entanglement with
parties grouped according to partition G. For example,

if Y = {A,B,C}, ωY = ωABC , G1 = {{A}, {B}, {C}},
and G2 = {{AB}, {C}}, then

Esq(G1)ω = Esq(A;B;C)ω, and (205)

Esq(G2)ω = Esq(AB;C)ω. (206)

E. Multipartite Private States

One multipartite generalization of the maximally en-
tangled state in (3) is the Greenberger-Horne-Zeilinger
(GHZ) state. A GHZ state of log2K entangled bits of an
m-party system A1, . . . , Am takes the form

|Φ〉A1···Am =
1√
K

K∑
i=1

|i〉A1 ⊗ · · · ⊗ |i〉Am (207)

where {|i〉A1
}, . . . , {|i〉Am} are orthonormal basis sets for

their respective systems. The bipartite private states
from (66) are similarly generalized to the multipartite
case [93], so that a state of log2K private bits is as fol-
lows:

γA1···AmA′1···A′m

= UA1···AmA′1···A′m(|Φ〉〈Φ|A1···Am ⊗ ρA′1···A′m)×

U†A1···AmA′1···A′m
, (208)

with the GHZ state generalizing the role of the maximally
entangled state, and the twisting unitary from (68) is
generalized as

UA1···AmA′1···A′m =

K∑
i1,...,im=1

|i1, . . . , im〉〈i1, . . . , im|A1···Am

⊗ U i1,...,imA′1···A′m
, (209)

where U i1,...,imA′1···A′m
are unitary operators depending on the

values i1, . . . , im.

F. Properties of Multipartite Squashed
Entanglement

Multipartite squashed entanglement possesses a num-
ber of useful properties that have been proven separately
in [6] for the quantities in (193) and (194). In light of
Theorem 7, we now know that these measures are equal.
Since we require these properties in what follows, we re-
call some of them here:

Lemma 8 (Subadditivity [6]) Given a pure state
φRA1···AmB1···BmEF , the following inequality holds

Esq(R;A1B1; · · · ;AmBm)φ ≤
Esq(RAmE;B1; · · · ;Bm)φ+

Esq(RBmF ;A1; · · · ;Am)φ (210)

where the notation Am refers to all systems A1 · · ·Am
and a similar convention for Bm.
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Technically speaking, [6] did not establish the above
statement in the general infinite-dimensional case, but
we note here that the approach from [51] can be used to
establish the lemma above.

Lemma 9 (Monotonicity for Groupings [6])
Squashed entanglement is non-increasing when subsys-
tems are grouped. That is, given a state ρA1···Am , the
following inequality holds

Esq(A1;A2; · · · ;Am)ρ ≥ Esq(A1A2;A3; · · · ;Am)ρ.
(211)

Lemma 10 (Product States [6]) Let

ωAB1···Bm = ρA ⊗ σB1···Bm (212)

where ρA and σB1···Bm are density operators. Then

Esq(A;B1; · · · ;Bm)ω = Esq(B1; · · · ;Bm)σ. (213)

We also have the following alternative representation
of multipartite squashed entanglement, which was em-
ployed implicitly in [6]:

Lemma 11 Let ρA1···Am be a multipartite density op-
erator such that the entropy H(Ai)ρ < ∞ for all i ∈
{2, . . . ,m}. Then its multipartite squashed entanglement
can be written as

Esq(A1;A2; · · · ;Am)ρ =

1

2
inf

VE→E′F

[
m∑
i=2

H(Ai|E′)ω +H(A2 · · ·Am|F )ω

]
, (214)

where the infimum is with respect to an isometric channel
VE→E′F ,

ωA1···AmE′F ≡ VE→E′F (φρA1···AmE), (215)

and φρA1···AmE is a purification of ρA1···Am .

Proof. A proof follows easily from the definition of
Esq(A1;A2; · · · ;Am)ρ in (193), rewriting it in terms of
a squashing isometry as has been done in the bipartite
case, and employing duality of conditional entropy.

G. Multipartite Squashed Entanglement for GHZ
and Private States

The multipartite squashed entanglement of a maxi-
mally entangled state or a private state scales linearly
with the number of parties [6, 29]. That is, for ΦA1···Am
a GHZ state as in (207) and γA1···Am a private state as
in (208), then the following relations hold

Esq(A1; · · · ;Am)Φ =
m

2
log2K, (216)

Esq(A1; · · · ;Am)γ ≥
m

2
log2K. (217)

Now consider a set W = {A,B,C} of systems and let
ΨABC be composed of maximally entangled states Φ and
private states γ over the systems A, B, and C, according
to the power set in (203) for two or more members:

ΨABC = ΦA1B1
⊗ ΦA2C2

⊗ ΦB3C3
⊗ ΦA4B4C4

⊗ γA5B5
⊗ γA6C6

⊗ γB7C7
⊗ γA8B8C8

. (218)

In the above, we have subdivided the systems A, B,
and C for the various correlations so that, in the given
example,

A = A1A2A4A5A6A8, (219)

B = B1B3B4B5B7B8, (220)

C = C2C3C4C6C7C8. (221)

For each of the constituent states given in (218), we de-
note the number of entangled bits or private bits as E or
K, respectively, as done in [6]. For example,

EAB = H(A1)Φ = H(B1)Φ = log2KA1
, (222)

KABC = H(A8)γ = H(B8)γ = H(C8)γ = log2KA8 ,
(223)

and so the tuple

(EAB , EAC , EBC , EABC ,KAB ,KAC ,KBC ,KABC)

characterizes the entangled and private bit content of the
state. By using (216) and (217), along with the additivity
of squashed entanglement for tensor-product states and
adopting the notation in (222) and (223), we find that

Esq(A;B;C)Ψ

= Esq(A1;B1)Φ + Esq(A2;C2)Φ + Esq(B3;C3)Φ

+ Esq(A4;B4;C4)Φ + Esq(A5;B5)γ + Esq(A6;C6)γ

+ Esq(B7;C7)γ + Esq(A8;B8;C8)γ (224)

≥ EAB + EAC + EBC +
3

2
EABC

+KAB +KAC +KBC +
3

2
KABC (225)

As in (205) and (206), if ΨABC = ΨY for Y = {A,B,C},
and for partitions G1 = {{A}, {B}, {C}} and G2 =
{{AB}, {C}} then Esq(G1) = Esq(A;B;C)Ψ as shown
in (205). For Esq(G2), we have that

Esq(G2)

= Esq(AB;C)Ψ (226)

= Esq(A2;C2)Φ + Esq(B3;C3)Φ + Esq(A4B4;C4)Φ

+ Esq(A6;C6)γ + Esq(B7;C7)γ + Esq(A8B8;C8)γ
(227)

≥ EAC + EBC + EABC +KAC +KBC +KABC (228)

VIII. QUANTUM BROADCAST CHANNELS
AND SECRET-KEY-AGREEMENT CAPACITY

REGIONS

A quantum broadcast channel is a channel as defined
in (4), except that it is a map from one sender to multiple



25

receivers [94]. A protocol for energy-constrained, multi-
partite secret key agreement is much the same as in the
bipartite case outlined in Section IV, with a constraint on
the average energy of the channel input states and with
rounds of LOCC between channel uses. For demonstra-
tive purposes, in this section we focus exclusively on the
case of a single sender and two receivers. We make use of
an energy observableG and energy constraint P ∈ [0,∞).
A quantum broadcast channel NA→BC satisfies the finite
output-entropy condition with respect to G and P if

sup
ρA:Tr{GρA}≤P

H(NA→BC(ρA)) <∞. (229)

In what follows, for example, we denote the rate of en-
tanglement generation between the sender A and the re-
ceiver B by REAB and the rate of key generation by RKAB .

Generalizing this, we have a vector ~R of rates, for which
we employ the following shorthand:

~R ≡ (REAB , R
E
AC , R

E
BC , R

E
ABC , R

K
AB , R

K
AC , R

K
BC , R

K
ABC).

(230)

In a general (n, ~R,G, P, ε) protocol, the sender Alice
and the receivers Bob and Charlie are tasked to use a
quantum broadcast channel NA→BC n times to establish
a shared state ΩABC such that

F (ΩABC ,ΨABC) ≥ 1− ε, (231)

with Ψ defined in (218) and the elements of ~R are given
by, e.g., [6]

REAB =
EAB
n

=
1

n
H(A1)Ψ, (232)

RKAB =
KAB

n
=

1

n
H(A5)Ψ. (233)

In such a protocol, Alice, Bob, and Charlie begin by

performing an LOCC channel L(1)
∅→A′1A1B′1C

′
1

to create a

state ρ
(1)
A′1A1B′1C

′
1

that is separable with respect to the cut

A′1A1|B′1|C ′1, and where A′1, B′1, and C ′1 are scratch sys-
tems. Alice then uses A1 as the input to the first channel
use, resulting in the state

σ
(1)
A′1B1B′1C1C′1

≡ NA1→B1C1
(ρ

(1)
A′1A1B′1C

′
1
). (234)

Alice, Bob, and Charlie then perform a second LOCC
channel, producing

ρ
(2)
A′2A2B′2C

′
2
≡

L(2)
A′1B1B′1C1C′1→A′2A2B′2C

′
2
(σ

(1)
A′1B1B′1C1C′1

). (235)

The procedure continues in this manner, as in Section IV,
with a total of n rounds of LOCC interleaved with n uses
of the channel as follows: for i ∈ {2, . . . , n}

ρ
(i)
A′iAiB

′
iC
′
i
≡

L(i)
A′i−1Bi−1B′i−1Ci−1C′i−1→A′iAiB′iC′i

(σ
(i−1)
A′i−1Bi−1B′i−1Ci−1C′i−1

),

σ
(i)
A′iBiB

′
iCiC

′
i
≡ NAi→BiCi(ρ

(i)
A′iAiB

′
iC
′
i
). (236)

After the nth channel use, a final, (n+ 1)th LOCC chan-
nel is performed. Going to the purified picture as before,
tracing over the eavesdropper’s systems while retaining
the shield systems, the goal is to establish the state ΩABC
satisfying F (ΩABC ,ΨABC) ≥ 1 − ε, where ΨABC is the
ideal state from (218). Finally, the same average energy
constraint for the channel input states, as in (101), should
be satisfied.

The rate tuple ~R is achievable if for all ε ∈ (0, 1), ~δ � 0,

and sufficiently large n, there exists an (n, ~R−~δ,G, P, ε)
protocol as outlined above. The energy-constrained
secret-key-agreement capacity region of the channel N
is the closure of the region mapped out by all achievable
rate tuples subject to the energy constraint P .

A. Energy-Constrained Squashed Entanglement
Upper Bound for the LOCC-Assisted Capacity

Region of a Quantum Broadcast Channel

The main result of this section is a generalization of
the result in Section V, as well as a generalization of
the main result in [6]. In particular, we prove that the
energy-constrained, multipartite squashed entanglement
is a key tool in bounding the LOCC-assisted capacity
region of a quantum broadcast channel.

Theorem 12 Let G be a Gibbs observable, and let P ∈
[0,∞) be an energy constraint. Let NA→BC be a quan-
tum broadcast channel satisfying the finite-output entropy
condition in (229) with respect to G and P . Suppose that
~R is an achievable rate tuple for LOCC-assisted private
and quantum communication. Then the elements of the

rate tuple ~R are bounded in terms of multipartite squashed
entanglement as

REAC +RKAC +REBC +RKBC +REABC +RKABC
≤ Esq(SB;C)ω (237)

REAB +RKAB +REBC +RKBC +REABC +RKABC
≤ Esq(SC;B)ω (238)

REAB +RKAB +REAC +RKAC +REABC +RKABC
≤ Esq(S;BC)ω (239)

REAB +RKAB +REAC +RKAC +REBC +RKBC

+
3

2

(
REABC +RKABC

)
≤ Esq(S;B;C)ω, (240)

for some pure state ψSA satisfying Tr{GψA} ≤ P , with
the state ωSBC defined in terms of it as

ωSBC = NA→BC(ψSA). (241)

Proof. The proof of this bound follows that of Propo-
sition 1 and [6, Theorem 12], working backward through
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the communication protocol one channel use at a time in
order to demonstrate the inequalities. For this reason,
we keep the proof brief. Let us begin by considering the
partition G1 = {{A}, {B}, {C}}. From reasoning as in
(225) but instead applying an estimate in [13, Theorem 6]
to the condition F (ΩABC ,ΨABC) ≥ 1− ε, we find that

n
(
REAC +RKAC +REBC +RKBC +REAB +RKAB

+
3

2
(REABC +RKABC)

)
≤ Esq(A;B;C)Ω + f2(n, ε),

(242)

where f2(n, ε) is a function such that f2(n, ε)/n tends to
zero as n→∞ and as ε→ 0.

If we look at just the squashed entanglement term of
(242), we can split it and group terms, working backward
through the n channel uses of the protocol:

Esq(A;B;C)Ω

≤ Esq(A′n;BnB
′
n;CnC

′
n)σ(n) (243)

≤ Esq(A′nBnCnEn;B′n;C ′n)σ(n)

+ Esq(A′nB
′
nC
′
nRn;Bn;Cn)σ(n) (244)

= Esq(A′nAn;B′n;C ′n)ρ(n)

+ Esq(A′nB
′
nC
′
nRn;Bn;Cn)σ(n) (245)

≤ Esq(A′n−1;Bn−1B
′
n−1;Cn−1C

′
n−1)σ(n−1)

+ Esq(A′nB
′
nC
′
nRn;Bn;Cn)σ(n) (246)

≤
n∑
i=1

Esq(A′iB
′
iC
′
iRi;Bi;Ci)σ(i) . (247)

The first inequality follows from the monotonicity of
squashed entanglement under LOCC. For the second in-
equality the quantity has been split using the subadditiv-
ity property from Lemma 8 (there are also some implicit
purifying systems R and E, which we have not explicitly
defined, but note that E denotes an environment of the
broadcast channel). The equality is a result of the invari-
ance of squashed entanglement under isometries, because
an isometric extension of N relates An to BnCnEn. The
third inequality is the beginning of the first repetition
of this procedure, in which we again apply the mono-
tonicity of squashed entanglement under LOCC. Iterat-
ing this reasoning n times leads to the final inequality in
(247). Working backward another step yields no addi-
tional terms, because the initial state is separable, hav-
ing been created through LOCC. However, with purify-
ing systems Ri, we combine (247) with (242) to conclude
that there exists a state ω, as defined in (241), such that

n∑
i=1

Esq(A′iB
′
iC
′
iRi;Bi;Ci)σ(i) ≤ nEsq(S;B;C)ω (248)

and

REAC +RKAC +REBC +RKBC +REAB +RKAB

+
3

2

(
REABC +RKABC

)
≤ Esq(S;B;C)ω +

1

n
f2(n, ε). (249)

Taking the limit n → ∞ and then ε → 0 yields (240).
A similar rationale can be applied to obtain the other
bounds, and key to the claim, as in the proof of [6, The-
orem 12], is that the same state ω can be used in all of
the bounds.

Remark 6 Just as [6, Theorem 12] was generalized from
the single-sender, two-receiver case to the single sender,
m-receiver case in [6, Theorem 13], our above bounds
for the energy-constrained capacity region of the quan-
tum broadcast channel can be generalized to an m-receiver
case through the consideration of the many possible par-
titions, as described in Section VII D.

B. Upper Bounds on the Energy-Constrained
LOCC-Assisted Capacity Regions of a Pure-Loss

Bosonic Broadcast Channel

In this section, we focus on a concrete quantum broad-
cast channel, known as the pure-loss broadcast channel.
The model for this channel was introduced in [95] and
subsequently studied in [6, 9]. It is equivalent to a lin-
ear sequence of beamsplitters, in which the sender inputs
into the first one, the vacuum state is injected into all of
the environment ports, the receivers each get one output
from the sequence of beamsplitters and one output of the
beamsplitters is lost to the environment (see Figure 3-13
of [95] or Figure 1c of [9]). In what follows, we adopt
the same strategy as before for the single-mode pure-loss
channel (and what was subsequently used in [6]), and we
relax the squashing isometry for the environment mode
to be a 50-50 beamsplitter.

Using this strategy, we now calculate bounds on rates
of energy-constrained entanglement generation and key
distillation achievable between the sender and one of the
receivers. The same reasoning as in Remark 2, along
with the representation of multipartite squashed entan-
glement in Lemma 11 and the relaxation of it described
above, allow us to conclude that, for a given input mean
photon number constraint NS ≥ 0, a thermal state of
that photon number is optimal.

Before stating the theorem, we establish the following
notation:

• The set of all receivers is denoted by B =
{B1, . . . , Bm}. The total transmissivity for all re-
ceivers is ηB ∈ [0, 1].

• In the theorem below, the set T denotes a sub-
set of the receivers (T ⊆ B), and its complement
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set is denoted by T = B\T . The total transmis-
sivity to the members of the set T is denoted by
ηT =

∑
Bi∈T ηBi , and the total transmissivity to

the members of the complement set is denoted by
ηT =

∑
Bi∈T ηBi , such that ηT + ηT = ηB.

• The transmissivity to the adversary Eve is denoted
by ηE = 1− ηB = 1− ηT − ηT .

With this notation, we can now establish the following
theorem:

Theorem 13 The energy-constrained LOCC-assisted
capacity region of a pure-loss quantum broadcast channel,
for entanglement and key distillation between the sender
and each receiver, is bounded as∑

Bi∈T
REABi +RKABi ≤ g(NS(1 + ηT − ηT )/2)

− g(NS(1− ηT − ηT )/2). (250)

for all non-empty T ⊆ B.

Proof. For the choices discussed above, it simply suf-
fices to calculate various relaxations of the multipar-
tite squashed entanglements when the thermal state of
mean photon number NS is input. As mentioned above,
the same reasoning as in Remark 2, along with the
representation of multipartite squashed entanglement in
Lemma 11 and the relaxation of it described above, al-
low us to conclude that, for a given input mean photon
number constraint NS ≥ 0, a thermal state of that pho-
ton number is optimal. By applying Theorem 12 and
Remark 6, the following bounds apply∑

Bi∈T
REABi +RKABi ≤ Esq(RT ; T ), (251)

≤ 1

2
[H(T |E1) +H(T |E2)] (252)

where the second inequality follows from relaxing the
squashing isometry to be a 50-50 beamsplitter as dis-
cussed above, with output systems E1 and E2, and then
it follows that the thermal state of mean photon num-
ber NS into the pure-loss bosonic broadcast channel is
optimal. Now employing entropy identities, we find that

1

2
[H(T |E1) +H(T |E2)]

=
1

2
[H(T E1)−H(E1) +H(T E2)−H(E2)] (253)

= H(T E1)−H(E1). (254)

The last line in (254) combines terms that are equal,
due to the fact that the transmissivity of the squashing
channel is balanced (coming from a 50-50 beamsplitter).
We then use the g function to represent the entropies of

the thermal states resulting from the use of the quantum
broadcast channel, giving that

H(T E1)−H(E1)

= g (NS(ηT + ηE/2))− g (NSηE/2) (255)

= g (NS(ηT + (1− ηT − ηT ))/2)

− g (NS(1− ηT − ηT )/2) (256)

= g (NS(1 + ηT − ηT )/2)

− g (NS(1− ηT − ηT )/2) . (257)

This concludes the proof.
We conclude this section with a few brief remarks. In

the limit of large photon number NS →∞, the bound in
Theorem 13 reduces to∑

Bi∈T
REABi +RKABi ≤ log2

(
1 + ηT − ηT
1− ηT − ηT

)
, (258)

which is not as tight as the result of [9], in which the

upper bound was found to be log2

(
1−ηT

1−ηT −ηT

)
. However,

for low photon number, the energy-constrained bounds
of Theorem 13 can be tighter.

Let us look at some particular examples of the bound.
For the case of two receivers, Bob and Charlie, the set
T can take a few different values. If T = {B,C} then
T = 0 and

REAB +RKAB +REAC +RKAC +REABC +RKABC

≤ log2

(
1 + ηB + ηC
1− ηB − ηC

)
(259)

which has been discussed already in [6]. For the case
T = C, then T = B, and so

REAC +RKAC ≤ log2

(
1 + ηC − ηB
1− ηB − ηC

)
. (260)

Other permutations of the sets T and T can naturally
be worked out for scenarios involving any number of re-
ceivers.

IX. CONCLUSION

Knowing not only the achievable rates of current pro-
tocols but also fundamental limitations of a channel for
secret key agreement or LOCC-assisted quantum commu-
nication is important for the implementation of rapidly
progressing quantum technologies. In this paper, we for-
mally defined the task of energy-constrained secret key
agreement and LOCC-assisted quantum communication.
We proved that the energy-constrained squashed entan-
glement is an upper bound on these capacities. We also
proved that a thermal-state input is optimal for a relax-
ation of the energy-constrained squashed entanglement
of a single-mode input, phase-insensitive bosonic Gaus-
sian channel, generalizing results from prior work on this
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topic. After doing so, we proved that a variation of the
method introduced in [7] leads to improved upper bounds
on the energy-constrained secret-key-agreement capacity
of a bosonic thermal channel. In particular, these im-
proved upper bounds have the property that they con-
verge to zero in the limit as the thermal channel becomes
entanglement breaking.

We then generalized the results to the multipartite set-
ting, along the lines of [6]. Here, we began by proving
that two multipartite squashed entanglements are in fact
equal even though they were previously thought to be
different. We also proved that the energy-constrained
multipartite squashed entanglement serves as an upper
bound on the energy-constrained, secret key agreement
and LOCC-assisted quantum capacity region of a quan-
tum broadcast channel. We then applied the presented
squashed entanglement bounds to the pure-loss bosonic
broadcast channel with an arbitrary number of receivers,
and the special case of communication between a sender
and each of the individual receivers.

Since the squashed entanglement bounds presented
here are independent of the physical examples given, we
expect it to apply to other systems not discussed here.

In the future, our bound should be examined in the
context of a limited number of channel uses in addition
to the energy constraint. It still remains an open question

from [5, 6, 17] to determine whether the squashed entan-
glement bounds could serve as strong converse rates. We
also think it is clear that our formalism can be general-
ized to even more settings, such as those considered in
[10, 14, 65]. An important technical question is whether
the energy-constrained squashed entanglement bounds
could apply when the LOCC channels involved are not
countably decomposable, and answering this question is
directly related to the question discussed in [28, Re-
mark 1]. Finally, we think it would be interesting to
find physical examples outside of the bosonic setting to
which our general theory could apply.
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