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We study the ground-state physics of a single-component Haldane model on a hexagonal two-leg
ladder geometry with a particular focus on strongly interacting bosonic particles. We concentrate
our analysis on the regime of less than one particle per unit-cell. As a main result, we observe several
Meissner-like and vortex-fluid phases both for a superfluid as well as a Mott-insulating background.
Furthermore, we show that for strongly interacting bosonic particles an unconventional vortex-lattice
phase emerges, which is stable even in the regime of hardcore bosons. We discuss the mechanism
for its stabilization for finite interactions by a means of an analytical approximation. We show how
the different phases may be discerned by measuring the nearest- and next-nearest-neighbor chiral
currents as well as their characteristic momentum distributions.

I. INTRODUCTION

With the rapid progress in the realization of synthetic
magnetism in ultracold atomic gases during recent years,
experiments in this field are now at the cusp of comple-
menting the theoretical approaches and solid-state exper-
iments on topological effects in strongly correlated quan-
tum systems [1, 2]. At the same time, seminal advances in
experiments with irradiated graphene [3, 4] or photonic
lattices [5–7] have shown the availability of these tech-
nologies for the investigation of topological states of mat-
ter as well. So far, experiments have succeeded with sev-
eral proof of concept measurements of various topological
effects, most of which, however, studied noninteracting
particles. Among these efforts, we mention the quantum
engineering of various Hofstadter-Harper like models [8]
with staggered [9, 10] or rectified fluxes [11, 12] in ul-
tracold atoms. Highly non-trivial properties can be mea-
sured in these experiments such as chiral currents [13–15],
Chern numbers [16–18] or Berry curvatures [19–21]. The
theoretical understanding of interaction effects of such
models, however, remains challenging and has triggered
numerous studies in this field. For Hofstadter-Harper
like models those include, e.g., predictions of interacting
(fractional) Chern insulators [22–27] and other unconven-
tional quantum states [28–32].
Another paradigmatic example of a model with

nontrivial topological phases is the famous Haldane
model [33], given by the Hamiltonian

HH = −J
∑

〈ℓ,ℓ′〉

(c†ℓcℓ′ +H.c.)

− JH
∑

〈〈ℓ,ℓ′〉〉

(eiφH c†ℓcℓ′ +H.c.) , (1)

where cℓ (c†ℓ) describes a single-component fermionic or
bosonic annihilation (creation) operator, with 〈ℓ, ℓ′〉 de-
noting nearest neighbors and 〈〈ℓ, ℓ′〉〉 next-nearest neigh-
bors. A sketch of the model is shown in Fig. 1. Con-

trary to the example of topological states of matter re-
alized in an electronic system with a strong magnetic
field [8], here, no net flux pierces the unit-cell of the lat-
tice and, hence, translational symmetry is not explicitly
broken. In spite of its apparent complexity - the need
of complex next-nearest neighbor exchange terms, which
seemed unrealistic from a condensed matter perspective
- during recent years, the Haldane (and related) mod-
els were realized experimentally using photon-dressed
graphene [4], arrays of coupled waveguides [6] and pe-
riodically modulated optical lattices [34]. Again, it is of
particular interest to understand the interaction effects
in this model [35, 36]. For the case of bosonic particles
in the Haldane model, He et al. [37] have recently shown
the emergence of a symmetry-protected bosonic integer
quantum Hall phase by means of numerical simulations
of large scale cylinders. In Refs. [38, 39], unconventional
bosonic chiral superfluid phases have been found.

An important link between theory and the experi-
mental realization of quantum-lattice gases with artifi-
cial gauge fields in the strongly correlated regime can

FIG. 1. (Color online) Sketch of the Haldane ladder and the
model Eq. (1) for interacting bosonic atoms. Throughout
the paper we set J⊥ = J . The strength of the next-nearest
neighbor tunneling matrix elements is JH (dashed lines), the
phase attached to these links is φH . The onsite interaction
strength is denoted by U . The unit cell contains four sites,
denoted by A1,ℓ, A2,ℓ, B1,ℓ, B2,ℓ, where the first index labels
the upper(lower) leg of the ladder.
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FIG. 2. (Color online) Examples of the different ground-state
current configuration in (a)-(c) the three Meissner-like phases
found for fermions and bosons and (d) the vortex-lattice phase
that exists for strongly interacting bosons. The data are ob-
tained from actual DMRG simulations for the case of hard-
core bosons with a filling ρ = 0.19, φH/π = 0.95 and (a)
JH = 0.12J (M0), (b) JH = 0.52J (M′

0), (c) JH = 1.4J
(Mπ/2), (d) JH = 1.12J (VL1/2). The size of the arrows
is proportional to the strength of the currents on the corre-
sponding bond (for clarity, the size of the next-nearest neigh-
bor currents has been reduced by a factor of 2). The size of
the circles corresponds to the local onsite density. For the
depicted bosonic case, the lengths of the largest arrows cor-
respond to currents with an amplitude of (a) 3 · 10−3J , (b)
0.01J , (c) 0.04J , and (d) 0.16J .

be established by a reduction of the geometry from
a two-dimensional model (which is typically theoreti-
cally challenging) to a two-(or multi-)leg ladder sys-
tem. These quasi-one dimensional models not only al-
low for an advanced theoretical treatment by means of
powerful density matrix renormalization group methods
(DMRG) [40, 41] or analytical bosonization techniques
[42] but from the experimental perspective, they can be
realized using various different implementations. Besides
the superlattice method [13] and the use of digital mir-
ror devices [43], various synthetic-lattice dimension ap-
proaches [14, 15, 44–47] have been employed. These use
a coupling between internal states to realize some or
even all lattice directions. While the theoretical inter-
est in ladders with a flux dates back to early studies of
Josephson junction arrays [48–51], which was then ex-
tended to the strongly interacting regime in a seminal

jA jB ∆n c q javgR ODW kmax

M0 ≈ 0 . 0 & 0 1 1 0 0 0

M′

0 . 0 & 0 . 0 1 1 0 0 0

Mπ/2 & 0 . 0 & 0 1 1 0 0 π/2

V 2 1 0 0 ±Q

VL1/2 1 2 > 0 > 0 0, π/2

TABLE I. Quantum phases of strongly interacting bosons on
the two-leg Haldane ladder studied in this work. The three
different Meissner phases M0, M′

0, Mπ/2, the vortex-liquid
(V) and the vortex lattice VL1/2 phases exist either atop su-
perfluid (SF) or Mott-insulating (MI) states - for simplicity
here we just list the properties of the SF phases. We also
list characteristic properties (see the text for details) such as
the central charge c, counting the number of gapless modes,
the size q of the effective unit cell in the groundstate (i.e.
the number of hexagons), the average local rung current javgR

(Eq. (10)) and the charge-density order ODW (Eq. (11)) in
the thermodynamic limit. The statements corresponding to
the average currents jA (Eq. (5)), jB (Eq. (6)) and the av-
erage density difference between A and B sites ∆n (Eq. (7))
for the three different Meissner-phases should be understood
as a heuristically observed tendency. kmax denotes the posi-
tion of the largest maximum of the momentum distribution
function n(k) (Eq. (12)). For the vortex phase, this typically
corresponds to some incommensurate value 0 < Q < π/2.

paper by Orignac and Giamarchi [52], the prospects of
experimental realizations with ultracold quantum gases
have led to tremendous theoretical activity. In particular,
during the past years, the study of the low-dimensional
relatives of, for example, the Hofstadter-Harper model
on two- or three-leg ladder geometries have attracted a
large deal of interest [52–78]. While fermionic systems are
equally interesting [53, 54], much work has focussed on
the ground-state phase diagram of bosonic systems, ob-
serving a multitude of phases resulting from the kinetic
frustration due to the presence of a homogeneous flux per
plaquette. These include three Meissner phases charac-
terized by a uniform edge current as well as commensu-
rate and incommensurate vortex-fluid phases [52, 55, 66].
These phases can be characterized by the behavior of the
chiral edge current and bulk currents or are distinct by
the spontaneous breaking of a discrete symmetry (see
Ref. [75] for an overview). We will refer to the ladders
that result from the thin-cylinder limit of the Hofstadter-
Harper model as flux ladders. Recent work addresses the
possibility of stabilizing low-dimensional relatives of frac-
tional quantum Hall states in ladder systems [62, 63, 77–
80].
In this paper we study the ground-state physics of

the bosonic Haldane model on a two-leg ladder geom-
etry, which exhibits a rich physics. We will focus our
analysis on the low filling regime of less than one par-
ticle per unit-cell. We start our analysis with a de-
scription of the free-fermion version of the model (1),
which allows us to understand some of the ground-state
phases, and compare to the properties of hardcore bosons
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FIG. 3. (Color online) Examples for different single-particle dispersions ǫν(k) realized for the two-leg Haldane ladder. In the
limit of low fillings, these correspond to the three Meissner phases, (a) M0 phase (φH = 0.95π, JH = 0.1J), (b) M′

0 phase
(φH = 0.95π, JH = 0.4J), (c) Mπ/2 phase (φH = 0.95π, JH = 1.1J) and (d) the vortex-fluid phase (V) (φH = 0.6π, JH = J).
The color code depicts the density imbalance ∆n in the single-particle eigenstates (see Eq. (7)). Note that in the convention
of Eq. (3), the first Brillouin zone is defined as −π/2 < k ≤ π/2.

((c†ℓ)
2 = 0). These include Meissner-like states and an

incommensurate vortex-fluid phase. The most striking
difference compared to free fermions is the emergence of
a phase with a broken translational symmetry and the
effectively doubled unit-cell in the hardcore boson limit,
which we will call vortex-lattice phase VL1/2 in analogy
to the phases studied for flux ladders [52, 75]. Figure 2
shows representative density and current configurations
for the main quantum phases described in this work. By
means of DMRG simulations and weak-coupling methods
we study the formation of the VL1/2 phase for finite on-
site interactions U < ∞ as well, where the Hamiltonian
is augmented by the term

Hint =
U

2

∑

ℓ

nℓ(nℓ − 1) , (2)

with nℓ = c†ℓcℓ. Some exact-diagonalization results for a
similar ladder variant of this model have been discussed
in [39].
The paper is organized as follows. We start our dis-

cussion of the Haldane ladder from the single-particle
perspective presented in Sec. II. For the case of free
fermions, we introduce the basic properties of the dif-
ferent Meissner-like phases of the model and define rel-
evant observables. In order to give a specific example,
we will first fix the phase φH to be close to π. The case
φH = π does not exhibit finite local currents (in a fi-
nite system), since here time-reversal symmetry is not

explicitly broken. We therefore choose φH = 0.95π un-
less stated otherwise. We study the properties and an-
alyze the ground-state phase diagram as a function of
the next-nearest-neighbor tunneling amplitude JH . In
the following sections Secs. III-V, we study the behavior
of the bosonic model for the same range of parameters
starting from the case of hardcore bosons. Here, we focus
on the properties of the VL1/2 phase, which is one of the
main results of this paper. For the case of finite interac-
tions and in Sec. IV, we develop a weak-coupling picture
of the emergence of the VL1/2 phase, which we compare
to numerical simulations. Finally, we discuss the ground-
state phase diagram of hardcore bosons as a function of
the phase φH for a fixed amplitude JH in Sec. V and
conclude with a brief summary of our results presented
in Sec. VI.

II. SINGLE-PARTICLE SPECTRUM AND FREE

FERMIONS

We start our analysis of the model from the free-
fermion limit, which allows us to derive an initial picture
of some of the liquid phases found also for bosons.
We express the Hamiltonian (1) in momentum space as

HH =
∑

k c̃
†
kHH(k)c̃k. Here the momentum-space rep-

resentations of the annihilation operators of the unit cell
are grouped into a single vector c̃k with c̃k =

∑

ℓ e
2ik

cℓ

and c
T
ℓ =

(

cA1,ℓ
, cA2,ℓ

, cB1,ℓ
, cB1,ℓ

)

and

HH(k) =











2JH cos(2k + φH) J
(

1 + e−2ik
)

J 2JHe−ik cos (k − φH)

J 2JH cos(2k − φH) 2JHeik cos (k + φH)
(

1 + e−2ik
)

J
(

1 + e2ik
)

J 2JHe−ik cos (k + φH) 0 0

2JHeik cos (k − φH)
(

1 + e2ik
)

J 0 0











. (3)

This can readily be diagonalized leading to HH =
∑

k,ν=1,...,4 ǫν(k)α
†
νkανk with new operators ανk =



4

∑

γ Uγ,kcγ,k living on four generally separated energy

bands ǫν(k) with band index ν = 1, 2, 3, 4.
For φH ≈ π, in particular, we find a rich bandstructure

ǫν(k). For concreteness and unless stated otherwise, we
fix the value of the phase to φH = 0.95π. Since this is
slightly detuned from φH = π, there are finite chiral cur-
rents. We then vary the ratio JH/J as a free parameter.
Figure 3 shows four examples of the single-particle

spectrum for various values of JH/J and φH for which
different kinds of lowest-band minima are realized: a sin-
gle minimum at k = 0 (Figs. 3 (a) and (b)), a single min-
imum at k = ±π/2 (Fig. 3 (c)) or two degenerate minima
at k = ±Q (Fig. 3 (d)). We may associate these situa-
tions to four different low-density ground-state phases -
three Meissner-like phases M0, M

′
0, Mπ/2 and an incom-

mensurate vortex-fluid phase (V), which we will discuss
in the following.
We may best characterize the different phases by cal-

culating their local current and density configurations.
Due to the explicitly broken time-reversal symmetry of
the Hamiltonian (1), quantities of interest are the typ-
ically non-vanishing local and average particle currents
on nearest-and next-nearest neighbor bonds. A local
current J (ℓ → ℓ′) from site ℓ to site ℓ′ can be derived
from the continuity equation 〈∂nℓ/∂t〉 = −

∑

〈ℓℓ′〉 J (ℓ →
ℓ′)−∑

〈〈ℓℓ′〉〉 J (ℓ → ℓ′).

Examples of the different local current structures in the
three Meissner-like states are shown in Figs. 2(a), (b) and
(c). Although the data shown are computed for hardcore
bosons, the corresponding low-filling free-fermion version
of these states looks similar. Since the nearest-neighbor
currents J (Aγ,ℓ → Bγ,ℓ) and J (Bγ,ℓ → Aγ,ℓ+1) flow
in the same direction along the legs, we dub the three
phases Meissner phase (M). The inner currents on the
rungs J (A1,ℓ → A2,ℓ) are strongly suppressed.
In order to make the “Meissner character” of the

phases more evident, in Fig. 4, we display the same cur-
rent configurations for the three different Meissner phases
of Fig. 2 with swapped positions of the A sites, i.e., rela-
beling A1,ℓ ↔ A2,ℓ. In this notation the strongest current
runs through the outer boundary of the ladder system,
which is a characteristic signature of a Meissner phase
[66].
We may define an average chiral current on the nearest-

neighbor bonds as

jc = − 1

L

∑

ℓ

[J (Aγ,ℓ → Bγ,ℓ) + J (Bγ,ℓ → Aγ,ℓ+1)] .

(4)

In order to take into account the inner currents running
on the next-nearest neighbor bonds, we also introduce
the average current jA (jB) that runs through an A1

(B1) site:

jA = − 1

L

∑

ℓ

[J (A1,ℓ → B1,ℓ) + J (A1,ℓ → A1,ℓ+1)

+J (A1,ℓ → B2,ℓ) + J (A1,ℓ → A2,ℓ)] (5)

(a)

(b)

(c)

FIG. 4. (Color online) The same current configurations as in
Fig. 2, but the position of A sites has been exchanged, i.e.,
A1,ℓ ↔ A2,ℓ. In this way, the Meissner character of the phases
(a)-(c) becomes more evident since the strongest currents now
flow through the outer boundary of the ladder system.

and

jB = − 1

L

∑

ℓ

[J (B1,ℓ → A1,ℓ+1) + J (B1,ℓ → A2,ℓ+1)] .

(6)

We can understand jA as an observable that quantifies
the average current that runs from one hexagon to the
neighboring one, while jB quantifies the current circulat-
ing inside the hexagon.
In the four-site unit cell, the density difference between

A and B sites,

∆n =
1

L

∑

ℓ,γ=1,2

(nAγ,ℓ
− nBγ,ℓ

) , (7)

typically is nonzero. We will refer to ∆n as the density
imbalance.
In Fig. 5, we show the ground-state phase diagram of

free fermions as a function of filling ρ = N/L (up to one
particle per unit-cell) and the nearest-neighbor tunnel-
ing amplitude JH/J with extended regions of the M0,
M′

0 and Mπ/2 phases. In Fig. 6, the current and the den-
sity imbalance for a cut through the phase diagram at
low filling are depicted. In the M0 phase, the local cur-
rents on the next-nearest-neighbor bonds all circulate in
the clockwise direction, opposite to the (small) currents
on the nearest-neighbor links. Due to this almost closed
ring-current within the hexagon, jA approximately van-
ishes in this phase. In the M′

0 phase, the sign of the diag-
onal next-nearest-neighbor currents is flipped compared
to the M0 phase. Hence, also the sign of jB is inverted
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FIG. 5. (Color online) Phase diagram for free spinless
fermions in the Haldane ladder (φH = 0.95π) as a function of
density and JH/J . Three Meissner-like phases exist (M0, M

′

0,
Mπ/2) as well as a vortex fluid phase (V) with incommensu-
rate vortex density. The large red circles mark a Dirac-like
point, for which the dispersion relation remains linear.
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FIG. 6. (Color online) Cut through the phase diagram of
free fermions Fig. 5 at a small filling ρ = 0.05, showing the
currents jc, jA/2, jB , and the density imbalance ∆n/2 for a
system of L = 159 sites. Note that for clarity, less symbols
than available data points are shown. Vertical lines indicate
the phase boundaries extracted from the bandstructure.

compared to the M0 phase and we observe a finite inter-
hexagon current jA < 0. While in both the M0 and M′

0

phases the chiral current on the outer nearest neighbor
bonds jc is strongly suppressed, the Mπ/2 phase is char-
acterized by a larger jc. Furthermore we find jB < 0 and
jA > 0 opposite to the M′

0 phase.
The expectation value of ∆n may be used to further

distinguish the M0 and M′
0 phases from each other (as

can be also inferred from the color-code of the dispersion-
relations in Fig. 3). The M0 and Mπ/2 phases have ∆n >
0, while ∆n < 0 for the M′

0 phase.
For higher fillings (or for special parameters also in the

dilute limit) one encounters the situation that more than
one Fermi-sea forms, either by occupying modes of an
overlapping higher band or because a second local min-
imum of the same band gets occupied. The doubling of
the number of Fermi-points is reflected by a change of
the central charge parameter from c = 1 to c = 2. Due

to the correspondence with the flux-ladder case [52, 66],
we generally refer to these phases as vortex fluid phases
(V) since the local current structure for a system with
open boundary conditions exhibits a strong oscillatory
but incommensurate pattern (see Sec. V for a discussion
of the analogous vortex-fluid phase for the case of hard-
core bosons). Interestingly, for the parameters of Fig. 5
and at the crossing from the M0 to the M′

0 phase, a tiny
region with a doubly-degenerate lowest band minimum
emerges (see the inset in Fig. 5).
For special parameters, Dirac-like points exist, in

which two bands touch with a linear dispersion relation
(see the red dot in Fig. 5). While for interacting fermions,
nontrivial effects might be expected, for the case of (inter-
acting) bosons this feature plays no role since finite-filling
properties do not carry over from fermions to bosons.
For the filling of one particle per unit cell a trivial band-
insulating state is realized for larger values of JH/J .

III. GROUND-STATE PHASE DIAGRAM FOR

HARDCORE BOSONS

In the following we move on to the case of an in-
teracting, single-component gas of bosons on the Hal-
dane ladder. We start with the case of hardcore bosons
(U/J → ∞), which is the simplest case from the numer-
ical perspective due to its restricted local Hilbert-space
and provides a good starting point to investigate the ef-
fect of interactions.

A. Diagnostic tools

Since this model is no longer exactly solvable, we per-
form density matrix renormalization group (DMRG) sim-
ulations [40, 41, 81] with open boundary conditions to
study the ground-state physics of this model keeping up
to χ = 1000 DMRG states. We consider various system
sizes of odd numbers of rungs L, such that we simulate
systems with (L− 1)/2 hexagons.
Apart from extracting various order parameters, the

density imbalance and local currents, our DMRG calcu-
lations allow us to study further interesting quantum-
information measures. For example, the block entan-
glement entropy SvN = −Tr[ρl log ρl], for the reduced
density matrix ρl of a subsystem of length l may be em-
ployed to extract the central charge from the so-called
Calabrese-Cardy formula [82–85]

SvN =
c

3
log

[

L

π
sin

πl

L

]

+ · · · . (8)

Phase transitions may also be detected in the finite-size
scaling of the fidelity susceptibility [86]

χFS(JH) = lim
δJH→0

−2 ln |〈Ψ0(JH)|Ψ0(JH + δJH)〉|
(δJH)2

,

(9)
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FIG. 8. (Color online) Cut through the phase diagram of
hardcore bosons Fig. 7 at density ρ = 0.19, showing the cur-
rents jc, jA/2, jB , and the density imbalance 4∆n.

with |Ψ0〉 being the ground-state wave-function.

B. Phase diagram

In Fig. 7 the ground-state phase diagram of hardcore
bosons is shown for the parameters of Fig. 5. While in
the limit of a dilute lattice gas, the same sequence of
ground-state phases as for the case of free fermions is
observed, for larger fillings, the differences become more
drastic since the incommensurate vortex-fluid phases are
suppressed while a vortex-lattice (VL1/2) phase gets sta-
bilized, which we will describe in the following Sec. III C
in more detail. The current and density structure of this
unconventional VL1/2 phase is shown in Fig. 2(d).
In Fig. 8, we show several observables and chiral cur-

rents for a cut through the phase diagram at a fixed den-
sity. As already anticipated in the previous section, the
three different Meissner-like phases M0, M′

0 and Mπ/2

show a behavior similar to the free-fermion case dis-
cussed earlier (see Fig. 6): M0 and M′

0 phases can be
discriminated by the sign change of the ∆n and jB ob-
servables. While the M0 phase is characterized by jA ≈ 0
and jB < 0, we observe jA < 0 and jB > 0 in the M′

0

phase and opposite signs, jA > 0 and jB < 0, in the Mπ/2

phase. By means of our numerical simulations we cannot
resolve any intermediate phase between the M0 and M′

0

phases at finite densities.
For certain commensurate fillings, namely at ρ = 1/4

and for the various Meissner phases but also at ρ = 1/8
for the VL1/2 phase, a charge gap opens (horizontal thick
line in Fig. 7). With this, the sequence of phase tran-
sitions becomes very rich, since the M0, M

′
0 and Mπ/2

phases may be observed on both a superfluid (SF) and
a gapped Mott-insulator (MI) background. Contrary to
the free-fermion case, we observe the opening of a charge
gap at ρ = 1/4 for all values of JH/J > 0. At filling
ρ = 1/8 the MI-phase is apparently confined to the re-
gion of the VL1/2 phase. From our calculations, we can-
not exclude the possibility of a small surrounding region
of M0-MI and Mπ/2-MI phases at filling ρ = 1/8. Further
details of the gapped regions will be discussed below in
Sec. V.

C. Vortex-lattice phase

Contrary to the vortex-fluid phases, the VL1/2-SF
phase is a single-component phase with a central charge
c = 1 and it exhibits a spontaneously broken transla-
tional and parity symmetry. Therefore, the effective unit-
cell is doubled as can be seen in Fig. 2(d). An order
parameter for the VL1/2 phase can be defined from its
average local rung-current

javgR =
1

L

∑

ℓ=0,...,L

|J (Aℓ,1 → Aℓ,2)| . (10)

As an example, we present the finite average rung-current
javgR in this region in Fig. 9(a). As shown in the insets
of Fig. 9(a) the scaling of javgR close to the quantum crit-
ical points follows Ising-scaling relations and the data
points from several finite system-size simulations can be
collapsed onto one single curve. As can be seen from the
local density pattern shown in Fig. 2(d), the VL1/2 phase
exhibits a finite density oscillation between adjacent unit-
cells. Hence, we may define a charge-density-wave order
parameter via

ODW =
1

L

∣

∣

∣

∣

∣

∣

∑

ℓ=0,...,L,γ

(−1)ℓ(nAℓ,γ
+ nBℓ,γ

)

∣

∣

∣

∣

∣

∣

. (11)

Our numerical calculations indicate thatODW stays finite
in the thermodynamic limit (see the data for ODW(L)
shown in Fig. 9(b)), and its L-dependence indeed looks
almost identical to the plot of javgR (L) in Fig. 9(a).
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FIG. 9. (Color online) Order parameters for the VL1/2 phase
for a cut through the phase diagram of hardcore bosons Fig. 7
at density ρ = 0.19: (a) Average rung-current javgR and (b)
charge-density order parameter ODW. The insets depict the
collapse of the finite system-size data onto one curve close
to the phase-transition points assuming an Ising-type scaling
relation. We find Jc,1

H ≈ J and Jc,2
H ≈ 1.19J for the left and

right boundary of the VL1/2 phase, respectively.

A further indication of the Ising character of both the
M′

0 to VL1/2 as well as the VL1/2 to Mπ/2 transition
is the approximate linear divergence of the peak of the
fidelity susceptibility χFS/L ∝ L with system size L as
seen in Fig. 10 [87, 88]. Contrary to that, the highly non-
linear scaling of the maximum of χFS(JH)/L close to the
M0 to M′

0 transition with respect to system size L (see
Fig. 9 (a)) may indicate a first-order transition. The same
appears to be the case for the M′

0-to-Mπ/2 transition at
low fillings. However, due to the finite resolution of our
calculations, we cannot exclude the possibility of small
intermediate phases.
The quasimomentum distribution function

n(k) =
1

L

∑

ℓ,ℓ′

eik(ℓ−ℓ′)〈a†ℓaℓ′〉 (12)

is particularly interesting as a possible experimental sig-
nature of the VL1/2 phase. As shown in Fig. 11, the
VL1/2-SF phase is characterized by sharp peaks in the
quasimomentum distribution at k = 0 and k = ±π/2.
At incommensurate fillings the VL1/2 phase does not

exhibit a charge gap and the single-particle correlations

 0.1

 1
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 100

 1000

 0  0.2  0.4  0.6  0.8  1  1.2  1.4

χ F
S
 /
 L

JH / J

L=119
L=79
L=59

M0 M0’ VL1/2 Mπ/2

FIG. 10. (Color online) Scaling of the fidelity susceptibility
χFS(JH)/L for a cut through the phase diagram of hardcore
bosons Fig. 7 at density ρ = 0.19. Three phase transitions
can be observed at which χFS(JH)/L diverges.

 0  0.2  0.4  0.6  0.8  1  1.2  1.4

JH / J

-1

-0.5

 0
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 1

k
 /
 π

 0

 12

n
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)
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FIG. 11. (Color online) Quasimomentum distribution func-
tion n(k) on the legs for the cut through the phase diagram
of hardcore bosons Fig. 7 at ρ = 0.19. The VL1/2 phase is
characterized by three distinct peaks at k = 0 and ±π/2.

decay algebraically (as can also be seen from the presence
of sharp peaks in Fig. 11). We may hence understand
this liquid VL1/2-SF phase with charge-density ordering
as another type of a lattice supersolid phase [89–93].

The VL1/2 phase may be seen as an analog of the
vortex-lattice phase known from the soft-core boson
vortex-lattice phases on flux ladders [52, 75], or the so-
called chiral phases known from frustrated zig-zag lad-
ders [94]. We want to stress, however, some impor-
tant differences: The flux-ladder vortex-lattice phases are
known to be the most stable for the case of weak interac-
tions and are completely suppressed for the case of hard-
core particles on two-leg flux ladders [66]. Here, however,
we find the vortex lattice phase even for U/J → ∞.

The zig-zag ladder chiral phases, on the other hand, are
best understood from the dilute limit ρ → 0 [95] in which
it can be connected to the presence of a two-fold degen-
erate band-minimum for an extended parameter range,
where interactions may favour either a two-component
phase or a single-component chiral phase with sponta-
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the Haldane ladder as a function of JH/J and of the interac-
tion strength U/J . Note that for U > J , we plot the inverse
interaction strength J/U in order to connect the phase bound-
aries to the hardcore-boson limit. The dashed lines denote
the region of instability as predicted from the weak-coupling
Bogoliubov approximation (see the text in Sec. IVA).

ω
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FIG. 13. (Color online) Bogoliubov excitation spectrum ω(k)
for several interaction strengths ρU for ΦH = 0.95π and (a)
JH = 0.6J and (b) JH = J .

neously broken symmetry between the two dispersion
minima. A similar mechanism applies to the so-called
biased ladder phase (BLP) on two-leg flux ladder sys-
tems [58, 75], which is, however, again most stable for
the case of small interactions U → 0.
In the present case of the VL1/2 phase on the Hal-

dane ladder, the single-particle spectrum is degenerate
only for a single point at JH = Jc

H . As we will motivate
in the following section, one may understand this VL1/2

phase, naively transferring from the free-fermion case, as
a spontaneous breaking of an effective emergent degener-
acy between k = π/2 and k = 0 modes due to the finite
filling and interactions.

IV. FINITE INTERACTION STRENGTHS

U/J < ∞

In the following we analyze the stability of the vortex-
lattice phase VL1/2 for the case of finite repulsive on-
site interactions U/J < ∞. The main analytical and
numerical results are summarized in the phase diagram

of Fig. 12.

A. Limit of weak interactions

In the weak-interaction limit ρU → 0, we may shed
light on the mechanism for the stabilization of the VL1/2

phase by means of a simple Bogoliubov-like approxima-
tion. We start by projecting the interaction to the lowest
band

Heff =
∑

k

ǫα(k)α
†
kαk

+
U

2

∑

k,k′,q

Vk+q,k′−q,k,k′ α†
k+qα

†
k′−qαkαk (13)

with Vk1,k2,k3,k4
=

∑

ν=1...4 U
†
k1,ν

U†
k2,ν

Uk3,νUk4,ν , where
Uk,ν is the ν-th eigenvector of the Hamiltonian matrix
Eq. (3). As an approximation in the limit of ρU → 0, we
assume a condensation of the bosons at Q = 0 (for JH .

Jc
H ≈ 0.69 . . . J) or at Q = π/2 and with αQ ≈

√
N+ α̃Q.

Using α†
Qα

†
QαQαQ ≈ N2−2N

∑

k 6=Q α̃†
kα̃k we rewrite the

Hamiltonian retaining only quadratic terms

Heff ≈
∑

k

A(k)
(

α̃†
kα̃k + α̃†

−kα̃−k

)

+
∑

k

B(k)
(

α̃†
kα̃

†
−k + α̃kα̃−k

)

(14)

with

A(k) = ǫ(k)− ǫ(Q) + 4Uρ (2VQ,k,Q,k − VQ,Q,Q,Q) ,

B(k) = 2Uρ (Vk,−k,Q,Q + VQ,Q,k,−k) . (15)

A standard Bogoliubov transformation βk = ukα̃k −
vkα̃

†
−k diagonalizes the effective model Heff = E0 +

∑

k ω(k)β
†
kβk with ω(k) =

√

A(k)2 −B(k)2, where E0

is the ground-state energy. Examples of the Bogoliubov-
excitation spectra ω(k) for values of JH/J in the M0 and
the Mπ/2 phases are shown in Fig. 13.
Starting at U = 0 from the Mπ/2 phase, with increas-

ing interaction ρU , the second minimum of the dispersion
relation decreases and at some critical value touches zero
at k = 0 as is shown in Fig. 13(b). At this point the solu-
tion becomes instable and the approximation of a single
condensate at Q = π/2 is no longer valid. A finite oc-
cupation of modes around k = 0 has to be taken into
account. Hence, we may associate this point of instabil-
ity with the formation of a phase with a strong inter-
play between 0 and π/2 modes, which for large values of
ρU can be identified to be the VL1/2 phase. Note that
the VL1/2 phase is characterized by three maxima in the
quasimomentum distribution function at k = 0,±π/2.
Interestingly, starting from the M′

0 phase, the conden-
sate at Q = 0 seems to be stabilized with increasing Uρ
and the second local minimum at k = 0 vanishes upon in-
creasing the interaction strength, as shown in Fig. 13(a).
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FIG. 14. (Color online) Phase diagram for hardcore-bosons
in the Haldane ladder as a function of the phase φH and the
filling ρ for JH = J . At ρ = 1/4, there are two regions where
the system is in a Mott-insulating state as indicated by the
thick horizontal lines.

B. Comparison to DMRG results

Although the Bogoliubov approach is a crude simplifi-
cation, we nevertheless obtain a decent qualitative agree-
ment for the phase boundaries of the VL1/2 phase with
our numerical DMRG results. We employ a cutoff for
the occupation of bosons per site of typically nmax = 4
bosons for U & J and fillings ρ < 1. By comparison
with larger and smaller cutoffs we have ensured the in-
dependence of the numerical data on the cutoff for the
quantities shown in this work.
The lines of instability of the weak-coupling Bogoli-

ubov method (see Fig. 12) predict a linear opening of
the VL1/2 phase for J > Jc

H , which is consistent with the
numerical estimates obtained for a finite filling ρ = 0.2
and interaction strength U ∼ J . Again, for the M0 to
M′

0 transition, we do not resolve any intermediate phase
in our numerical simulations.

V. PHASE DIAGRAM AS A FUNCTION OF φH

In the range of parameters of Fig. 7, we did not
find two-component vortex-fluid (V) phases for interact-
ing bosons. However, for different parameters, where
a lowest-band minimum exhibits a degeneracy (see
Fig. 3 (d)), we observe a bosonic vortex-fluid phase. In
Fig. 14, we show the ground-state phase diagram for
hardcore bosons as a function of the phase φH and the
density ρ for JH = J . For 0.381 . φH/π . 0.85 the
minimum is twofold degenerate (compare Fig. 3(d)). In-
terestingly, almost independently of the filling ρ, a two-
component vortex-fluid phase emerges on top of a super-
fluid background. Exemplary current and density config-
urations for a cut through the phase diagram Fig. 14 at
quarter filling ρ = 1/4 are shown in Fig. 15. For large
values φH ∼ 0.9π, the VL1/2 phase can again be found.
Due to the approximate independence of the bound-

ary of the vortex-fluid phase from the density, it is dif-

ficult to use features of the ρ(µ) curves (such as shown
in Ref. [66]) to extract the position of the phase transi-
tion. The boundary of the vortex-fluid phase, however,
can also be extracted from a calculation of the central
charge [66]. This works best for incommensurate fillings
- for the case of commensurate fillings, this becomes more
involved as we will discuss in the following.
Experimentally, the vortex-fluid phase may be clearly

distinguished from other phases in measurements of the
quasimomentum distribution function, in which a multi-
peak structure at ±Q with (in general)Q 6= 0, π/2 can be
observed. We show the corresponding quasimomentum
distribution in Fig. 16.
In Fig. 17 we also plot the Fourier transform F (jR) of

the real-space patterns of the rung currents 〈J (A1,ℓ →
A2,ℓ)〉(ℓ). Its distinct peak position may be interpreted
as a measure of the vortex-density [66] in the system.
As previously shown in Ref. [75] both F (jR) and the
momentum distribution show a similar behavior.
The peak position of F (jR) in Fig. 17 exhibits a sharp

jump for φH ≈ 0.86π, which we here identify as the V
to M′

0 transition point. Close to this V to M′
0 bound-

ary the quasimomentum distribution of Fig. 16 becomes
blurred. Interestingly, in this part of the M′

0 region,
F (jR) also exhibits a distinct peak at k > 0, i.e., fi-
nite (boundary driven) oscillations of the rung-currents
can still be found. Similar incommensurate Meissner-
like-phases have been discussed in Ref. [75] and have
been connected to a certain class of Laughlin-precursor
states [77, 78] for the case of two-leg flux ladders. Indeed,
the presence of such further intermediate phases close to
the V to M′

0 boundary in this model should be examined
in future studies more in detail.
For commensurate fillings, ρ = 1/8 and ρ = 1/4, we

observe the opening of a charge gap for certain values of
φH . This can be the best seen in the ρ(µ) curves dis-
played in Fig. 18 for different values of φH , where small
horizontal plateaus at fillings ρ = 1/4 and ρ = 1/8 indi-
cate the MI-regions.
In Fig. 19 (a) we show the extracted charge gap

∆c =
E0(N − 1)− 2E0(N) + E0(N + 1)

2
, (16)

extrapolated to the thermodynamic limit L → ∞. Due
to the effects of the open boundary conditions the par-
ticle density corresponding to the MI-plateau is slightly
offset from commensurability, depending on the choice of
parameters. We display the data for N = (L± 1)/2 par-
ticles, which corresponds to the largest finite-size value
of ∆c.
Therefore, again, we observe the M0 and M′

0 states
and here also the vortex-fluid phases in both the SF and
the MI background. For the case of a V - MI phase, we
expect the presence of a gapless neutral excitation and,
hence, a central charge c = 1. In Fig. 19(c) we show the
extracted central charge from fits to the entanglement
entropy. Examples for the entanglement entropy and its
dependence on block size are shown in Fig. 20. The re-
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FIG. 15. (Color online) Current and density configurations of the hardcore boson ground state for different values of φH

(JH = J , ρ = 1/4). (a) φH = 0.4π (M0 phase), (b-e) φH = 0.5π, 0.6π, 0.7π, 0.8π (V phase) and (f) φH = 0.95π (M′

0 phase).
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FIG. 16. (Color online) Quasimomentum distribution func-
tion n(k) of hardcore bosons as a function of φH for the pa-
rameters of Fig. 14 for ρ = 0.25. The arrows denote the esti-
mated extension of the Mott-insulating regions (see Fig. 19).

sults are consistent with c = 0 in the M0- MI and M′
0-

MI phases, c = 1 in the V- and M0-SF phases and c = 2
in the V-SF phase.
The horizontal arrows in Figs. 16, 17 and 19 show

the estimated extension of the MI phases. Due to
the Berezinskii-Kosterlitz-Thouless nature of the Mott-
insulator to superfluid phase transitions we only give an
approximate extension based on the extrapolation of the
charge gap and the calculation of the central charge.
In Fig. 19 (c), we plot the behavior of chiral currents

and the density imbalance for a cut through the phase
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FIG. 17. (Color online) Fourier transform of the real-space
pattern of the rung currents F (jR)(k) as a function of φH of
hardcore bosons for the parameters of Fig. 14 for ρ = 0.25.

diagram Fig. 14 at the commensurate filling ρ = 1/4.
Consistent with our previous observations, we also find
the characteristic features of the Meissner phases: For
the M0 phase, we find jc and jA ≈ 0 and jB < 0 as well
as ∆n > 0, while for the M′

0 phase we mainly observe
opposite signs, jB > 0 and ∆n < 0.
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FIG. 18. (Color online) Examples for the equation of state
ρ = ρ(µ) for two cuts through the phase diagram Fig. 14 for
φH = 0.5π and φH = 0.95π (JH = J , L = 159 rungs). As
discussed in the text, due to the open boundary condition in
the finite-system size simulations, the commensurate ρ = 1/4
MI plateau is found for N = 80 (79) particles for φH . 0.9π
(φH & 0.9π). The ρ(µ) curve for φH = 0.95π exhibits a small
additional plateau close to filling ρ = 1/8. The inset shows a
zoom into the region around ρ = 0.25 (here, the y-axis shows
the total particle number N).

VI. SUMMARY

In summary, we have systematically studied the
ground-state phase diagram of interacting bosons (and
free fermions) for the Haldane model on a minimal real-
ization of a two-leg ladder. Our main result is the emer-
gence of an exotic type of a vortex-lattice like phase for
interacting bosons even for hardcore interactions. The
VL1/2 phase exhibits a finite rung-current order parame-
ter as well as a finite charge-density wave ordering. Since
it emerges both at commensurate fillings with a charge
gap but also at a broad range of incommensurate fillings
on a superfluid gapless background, in the latter case,
the VL1/2 phase can be understood as another example
of a lattice supersolid, i.e., a liquid with charge-density
ordering.
We conclude by pointing future research directions re-

lated to this model. In particular, the presence of analogs
of Laughlin-precursor states discussed in Refs. [77, 78]
may be examined in the region between the vortex-fluid
and Meissner phases in the future. Further possible ex-
tensions include the analysis of quantum phases in ex-
tended lattice geometries such as three-leg ladders and
simplified (i.e., no next-to-nearest-neighbor tunneling)
brick-wall ladders with a flux that are the thin-torus limit
of the hexagonal lattice along the zigzag cut.
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