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We study the ground state properties of a system of N harmonically trapped bosons of mass
m interacting with two-body contact interactions, from small to large scattering lengths. This
is accomplished in a hyperspherical coordinate system that is flexible enough to describe both
the overall scale of the gas and two-body correlations. By adapting the lowest-order constrained
variational (LOCV) method, we are able to semi-quantitatively attain Bose-Einstein condensate
ground state energies even for gases with infinite scattering length. In the large particle number
limit, our method provides analytical estimates for the energy per particle E0/N ≈ 2.5N1/3h̄ω

and two-body contact C2/N ≈ 16N1/6
√

mω/h̄ for a Bose gas on resonance, where ω is the trap
frequency.

I. INTRODUCTION

Recent experimental progress has pushed the physics
of dilute Bose-Einstein condensates (BEC’s) into the
regime of formally infinite two-body scattering length a,
by means of tuning magnetic fields on resonance with
Fano-Feshbach resonances. Such gases, termed “reso-
nant BEC’s,” tend to be short-lived in this limit owing
to three-body recombination. On their way to this catas-
trophe, however, they nevertheless show signs of quasi-
equilibration [1] as well as the formation of bound dimer
and trimer states of the atoms [2–5].
Experiments in this limit pose problems for ordinary,

perturbative field theory, with the product na3 as its
small parameter, where n is the number density . This
parameter is obviously no longer small in the resonant
limit. Field-theoretic and other familiar formalisms can
be rescued, however, by using renormalized interactions
based on finite effective scattering lengths that replace
the bare a - which may or may not necessitate an in-
troduction of momentum cutoffs- or else on two-body
interactions such as square wells [6–13].
An interesting alternative to these methods is to seek

explicit wave function solutions for the resonant BEC.
A particular approach, to be taken in this paper, begins
from a hyperspherical coordinate method, which empha-
sizes collective, rather than independent-particle, coordi-
nates [12, 14]. Roughly, these methods employ a single
macroscopic coordinate - the hyperradius - to denote the
collective motion of the condensate as a whole. When
suitably complemented by two-body interparticle coordi-
nates, the method has been extended to include realistic
two-body potentials between the atoms [15–18], or else
boundary conditions employing realistic (i.e., not renor-
malized) scattering lengths [19–22].
In this article we modify the idea of hyperspherical

methods as applied to the trapped, resonant Bose gas.
We arrive at approximate BEC ground state energies
and wave functions for a range of scattering lengths from
a = 0 to a = ∞, and for negative a until the collapse

threshold is reached. The key to this extension is an al-
ternate renormalization procedure, borrowed from quan-
tum Monte Carlo calculations, that is used to generate
correlated wave functions. Specifically, we expand the
hyperangular part of the wave function into a Jastrow
product wave function [23]. This allows the easy approx-
imate evaluation of the relevant integrals in the theory,
and provides a consistent expansion of the energy into
the relevant cluster expansion.
One clear simplification of the theory arises in the use

of the lowest-order constrained variational (LOCV) ap-
proximation to the integrals [24, 25], which has been em-
ployed previously for homogeneous Bose gases [26]. Here
we meld this approximation with the hyperspherical ap-
proach, which results in meaningful approximations to
the ground state of a trapped gas, termed the hyperspher-
ical LOCV (H-LOCV) approximation, while also setting
the stage for describing an excited state spectrum which
will ultimately allow for the calculation of detailed many-
body dynamics.
This paper is organized as follows: Section II discusses

the hyperspherical coordinates, and the N−body Hamil-
tonian and wave function expressed in this coordinate
system. We introduce the Jastrow wave functions to be
used as basis functions and the LOCV method in Sec-
tion III. Results and their interpretations are presented
in Section IV. We draw our conclusions and outlook for
future work in Section V.

II. FORMALISM: GENERAL ASPECTS

We are interested in solving the Schrödinger equation
for the N -particle system with Hamiltonian

H =

N
∑

i=1

(

p2i
2m

+
1

2
mω2r2i

)

+

N
∑

i<j

V (rij), (1)

for a collection of identical bosons of mass m interacting
via pairwise potentials V , and confined to a harmonic
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oscillator trap with angular frequency ω. A typical ex-
perimental realization of an ultracold Bose gas is dilute,
meaning that the range of the potential V is far smaller
than the mean spacing between atoms. Under these cir-
cumstances, the atoms may be considered as mostly in-
dependent particles, with Hamiltonian

H =

N
∑

i=1

(

p2i
2m

+
1

2
mω2r2i

)

, (2)

but with severe boundary conditions on the many-body
wave function whenever two atoms are near one another.
These are referred to as the Bethe-Peierls boundary con-
ditions. If the total wave function is denoted by Ψ, then
we require

lim
rij→0

1

(rijΨ)

∂(rijΨ)

∂rij
= −1

a
(3)

for any pair distance rij , where a is the two-body scatter-
ing length of the two-body interaction. More generally,
three-body boundary conditions are also required to de-
scribe the gas, but we do not consider this for the present.

A. Hyperspherical Coordinates

Our general strategy is to carefully choose a small set
of relevant coordinates for the atoms. This will include
an overall coordinate, the hyperradius, giving the size
of the condensate and describing its collective breathing
modes; and relative coordinates between pairs of atoms,
allowing us to implement the boundary condition (3) as
well as account for excitations and correlations of atom
pairs.
Specifically, we follow the coordinate system and nota-

tion of [19], defining first the center of mass coordinate

Rcm =
1

N

N
∑

i=1

ri. (4)

The remaining coordinates are given as a set of N − 1
Jacobi vectors that locate each atom k from the center
of mass of the preceding k − 1 atoms:

ηk =

√

N − k

N − k + 1



rN−k+1 −
1

N − k

N−k
∑

j=1

rj



 . (5)

These Jacobi vectors form Cartesian coordinates in a con-
figuration space of dimension d ≡ 3(N − 1) denoting the
relative motion of the atoms. The collective coordinate
is the hyperradius ρ, the radial coordinate in this space,
given by

ρ2 =
N−1
∑

k=1

η2k =
1

N

N
∑

i<j

r2ij . (6)

Thus the hyperradius also denotes the root-mean-squared
interparticle spacing for any configuration of atoms, a
measure of extent of the gas.

The angular coordinates on this hypersphere, collec-
tively denoted by Ω, may be chosen in a great many
different ways [27, 28]. A main point, however, is that
all such angular coordinates are bounded and therefore
eigenstates of kinetic energy operators expressed in these
coordinates have discrete spectra and are characterized
by a collection of as many as 3N − 4 discrete quantum
numbers. These are complemented by a description of
the motion in ρ, which is also bounded within a finite
range due to confinement by the harmonic oscillator po-
tential. The relative wave function of the gas can there-
fore be expanded in a discrete basis set, whose quantum
numbers describe the modes contributing to an energy
eigenstate, or else the modes excited in a dynamical time
evolution of the gas.
For our purposes we again follow [19]. The full set of

3N − 4 hyperangles Ω will be partitioned into specific
coordinates as follows. 2(N − 1) of the hyperangles will
simply be the angular coordinates (in real space) of the
Jacobi vectors, (θk, ϕk). The remaining hyperangles αk

are angles of radial correlation among the Jacobi coordi-
nates,

ηk
(

∑k
l=1 η

2
l

)1/2
= sinαk, k = 2, 3, ..., N − 1. (7)

(Notice that in this definition α1 = π/2 is not a separate
coordinate [19].) Among these αk, we single out the angle
that parametrizes a single pair,

sinα ≡ sinαN−1 =
r12√
2ρ

. (8)

The hyperangle α ranges from 0 (where particles 1 and 2
precisely coincide) to π/2 (where many-body effects pre-
vail). For our present purposes, we will assume that the
orbital angular momentum in each relative coordinate is
zero, whereby the angles (θk, ϕk) are irrelevant. We are
also going to restrict our wave functions to those with an
explicit dependence on r12 only, with the understanding
that we must symmetrize the wave function among all
pairs rij . With this assertion, the wave function calcu-
lations will be carried out in the coordinates (ρ, α), the
two “most relevant” degrees of freedom.
In this coordinate system, the volume element (to be

used later in calculating matrix elements in the basis set)
is [19, 29]

ρ3N−4dρ dΩN−1, (9)

where the surface area element on the hypersphere is de-
fined recursively as

dΩk = sin θkdθk dϕk sin2 αk cos
3k−4 αk dαk dΩk−1.(10)

The most important volume element for our purposes is
that for the hyperangle α = αN−1, which we express in
the specialized notation

dΩα = sin2 α cos3N−7 α dα = J(α)dα (11)
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that defines a shortcut notation for the Jacobian J(α).
We also single out the angular coordinates (θ, ϕ) =
(θN−1, ϕN−1) of this Jacobi vector,

dΩN−1 = sin θdθ dϕ J(α)dα dΩN−2. (12)

B. Hamiltonian and Wave Function in

Hyperspherical Coordinates

In the coordinates above, and disregarding the trivial
motion of the center of mass, the relative motion compo-
nent of the Hamiltonian (2) reads [19]

Hrel = − h̄2

2m

[

1

ρ3N−4

∂

∂ρ
ρ3N−4 ∂

∂ρ
−

Λ2
N−1

ρ2

]

+
1

2
mω2ρ2.

(13)

Thus the kinetic energy has a radial part and an angular
part, given in general by the grand angular momentum
Λ2
N−1. Like the surface area element, this angular oper-

ator can be defined recursively,

Λ2
k = Π2

k +
Λ2
k−1

cos2 αk
+

l2k
sin2 αk

(14)

with

Π2
k = − ∂2

∂α2
k

+
(3k − 6)− (3k − 2) cos(2αk)

sin(2αk)

∂

∂αk
.(15)

As described above, we choose to ignore angular momen-
tum in the ηk coordinates, so we can disregard the angu-
lar momentum operators l2k. Moreover, only the leading
term, which corresponds to two-body motion, of the re-
cursion relation in Eq. (14) is relevant,

Π2 ≡ Π2
N−1 = − ∂2

∂α2
+

(3N − 9)− (3N − 5) cos(2α)

sin(2α)

∂

∂α
.

(16)

The Schrödinger equation HrelΨ = ErelΨ, where Erel

is the energy of the relative motion, using Eq. (13) rep-
resents a partial differential equation in 3(N − 1) coordi-
nates. It is convenient at this point to introduce a set of
basis functions defined on the hypersphere that diagonal-
ize the fixed-ρ Hamiltonian at each hyperradius ρ. That
is, the functions are eigenstates of hyperangular kinetic
energy:

Λ2
N−1Y{λ}(ρ; Ω) = ǫ{λ}(ρ)Y{λ}(ρ; Ω). (17)

The set {λ} represents a set of quantum numbers, here
unspecified, that serve to distinguish the various basis
states. In the case of non-interacting particles, a = 0,
these are the usual hyperspherical harmonics and are in-
dependent of ρ [27, 28]. In the present circumstance,
however, eigenfunctions of Λ2

N−1 are crafted subject to
the Bethe-Peierls boundary conditions, in which case
these functions depend also parametrically on ρ, as we
will see in the next section.
We will refer to the functions Y{λ} as adiabatic ba-

sis functions. Because they form a complete set on the
hypersphere, it is possible to expand the relative wave
function as

Ψ = ρ−(3N−4)/2
∑

{λ}
F{λ}(ρ)Y{λ}(ρ; Ω) (18)

for some set of radial expansion functions F{λ}. Using
this expansion in HrelΨ = ErelΨ and projecting the re-
sulting expression onto Y{λ′} yield a set of coupled equa-
tions,

∑

{λ}

[

− h̄2

2m

∂2

∂ρ2
+

h̄2

2m

(

(3N − 4)(3N − 6)

4ρ2
+

Λ2
N−1

ρ2

)

+
1

2
mω2ρ2 − Erel

]

F{λ}(ρ)Y{λ}(ρ; Ω) = 0. (19)

Here, the first term is a radial kinetic energy and the
second term is an effective centrifugal energy that is a
consequence of the hyperspherical coordinate system.

The set of coupled Eqs. (19) is still exact, if all terms in
the expansion are kept, but this is prohibitively expensive
[30]. Instead, we follow common practice and make a
Born-Oppenheimer-like approximation [31–34]. Namely,
we assert that ρ is a “slow” coordinate in the sense that
we ignore the partial derivatives ∂Y{λ}/∂ρ in Eq. (19).
When this is done, each term in the sum is independent

of the others. The solution representing the BEC is a
single wave function specified by the quantum numbers
{λ}. We adopt this approximation in what follows; the
derivative couplings between adiabatic functions can be
reinstated by familiar means [31–34]. It is also worth
noting that in the limit of infinite scattering length, the
Born-Oppenheimer approximation again becomes exact
[35].

Here we will take this procedure one step further. The
particular adiabatic function of interest to us will de-
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scribe two-body correlations, and will be chosen to re-
duce the collective set of quantum numbers {λ} to a sin-
gle quantum number ν:

Ψ = ρ−(3N−4)/2Fν(ρ)Yν(ρ; Ω). (20)

The selection of this function will be described in the
following section.
This approximation is not unlike the K-harmonic ap-

proximation, in which Y is taken to be independent of
all its arguments [14]. Such an approximation affords an

easy calculation of ground state energies for small scat-
tering lengths. In this article we extend the definition
of Yν to include a dependence on both hyperradius and
on a restricted subset of hyperangles Ω that emphasize
two-body correlations. This additional flexibility will en-
able us to describe these correlations at any value of the
scattering length.

Using a single adiabatic function, the Schrödinger
equation becomes a single ordinary differential equation
in ρ:

[

− h̄2

2m

d2

dρ2
+ V diag(ρ)

]

Fν(ρ) +
h̄2

2mρ2
〈ν|Λ2

N−1|ν〉Fν(ρ) = ErelFν(ρ), (21)

where

V diag(ρ) =
h̄2

2m

(3N − 4)(3N − 6)

4ρ2
+

1

2
mω2ρ2 (22)

is the diagonal potential whose ground state supports
the non-interacting condensate wave function. The ma-
trix element 〈ν|Λ2

N−1|ν〉 representing an integral over the
hypersphere is evaluated in Appendix A. The additional
term involving this matrix element represents the addi-
tional kinetic energy in the many-body wave function
due to the Bethe-Peierls boundary conditions. It can be
viewed as a kind of “interaction” potential, since the scat-
tering length responsible for these boundary conditions
arises ultimately from the two-body interaction.

As a point of reference, the interaction term vanishes
in the limit of zero scattering length. The noninteracting
gas therefore has approximately the energy of the po-
tential Vdiag at its minimum, i.e., the energy of the gas
is

V diag(ρ0) =

√

(3N − 4)(3N − 6)

2
h̄ω, (23)

ρ0 =

[

(3N − 4)(3N − 6)

4

]1/4

aho, (24)

where aho =
√

h̄/mω is the characteristic trap length.

III. BASIS FUNCTIONS

In this section, we construct the adiabatic basis func-
tions Yν , focusing on the most relevant one to describe
the gas-like state of the BEC. We also construct the ap-
proximate matrix elements 〈ν|Λ2

N−1|ν〉 required to solve
the hyperradial equation in (21).

A. Jastrow Form and Pair Wave Function

In describing a dilute Bose gas with two-body inter-
actions, for our present purposes, we are content with a
simple description that includes only atom pair distances
rij , which explores only a tiny fraction of the available
configuration space. Specifically, consider a single pair
described by r12. Ignoring the direction of the pair dis-
tance vector r12, the relative motion of this pair is given
by the single hyperangle α through sinα = r12/

√
2ρ. We

can therefore contemplate a hyperangular basis function

φν(ρ;α) = φν(ρ;α12) (25)

that is a function of only one of the 3N − 4 hyperangles,
and that may depend parametrically on ρ.
Of course, one may do the same for any pair distance

rij , and define a hyperangle via sinαij = rij/
√
2ρ. Each

such angle is expressed starting from a different set of
Jacobi coordinates. Starting from this nugget of a wave
function, one can build a basis function that is appropri-
ately symmetrized with respect to exchange of identical
bosons, via

Yν =

∏

i<j φν(ρ;αij)
∫

dΩ
√

∏

i<j φν(ρ;αij)
. (26)

This form of the function as a product of all two-body
contribution was made famous by Jastrow’s pioneering
effort [23]. It continues to find extensive use as a form
of variational trial wave function, especially for Monte
Carlo studies of many-body physics [36]. Note that at
this point we deviate from the formalism of Ref. [19],
which expresses symmetrization by means of a sum of
two-body contributions (Faddeev approach) rather than
a product (Jastrow approach).
The procedure for constructing and using adiabatic ba-

sis functions therefore consists of 1) choosing a reasonable
set of functions φν ; and 2) living with the consequences
of this choice. To begin, the function φν should satisfy
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the Schrödinger equation for the relative motion of two
atoms when they are close to one another, that is, for
small α. We define φν to be an eigenfunction of the dif-
ferential operator Π2,

Π2φν(ρ;α) = ǫν(ρ)φν (ρ;α), (27)

where Π2 is given in Eq. (16). The solution is determined
from α = 0 (when the two particles coincide), up to a
value of α = αd to be determined below. To help visualize
the consequences of this equation, it is sometimes useful
to make the substitution

φ̃ν(ρ;α) = sinα cos(3N−7)/2 αφν (ρ;α), (28)

which satisfies the differential equation
(

− ∂2

∂α2
− 9N − 19

2
+

(3N − 7)(3N − 9)

4
tan2 α

)

φ̃ν = ǫν φ̃ν .

(29)

This version takes the form of an ordinary Schrödinger
equation in α, with a centrifugal potential energy term
∝ tan2 α that confines the motion of the atom pair to-
ward α = 0, and thus prevents the atom pair from getting
too far apart. This wave function therefore automatically
emphasizes the action of this pair over the interaction
of these atoms with others. As the number of particles
grows larger, the confinement is restricted to smaller val-
ues of α.
The equation we will solve is, however, Eq. (27) with

Π2 given by Eq. (16). To solve it, we make the substitu-
tion z = sin2 α, leading to

z(1− z)
d2φν

dz2
+

[

3

2
+

(

3

2
− 3N

2

)

d

dz

]

φν +
ǫν
4
φν = 0.

(30)

This equation has the form of the hypergeometric differ-
ential equation [37], yielding two independent solutions
for φν , one regular and one irregular, in terms of the
hypergeometric functions 2F1:

fν(α) = 2F1

(

−ν,
3N − 5

2
+ ν,

3

2
; sin2 α

)

gν(α) = (sinα)−1
2F1

(

−ν − 1

2
,
3N − 6

2
+ ν,

1

2
; sin2 α

)

.

(31)

Here, ν is a to-be-determined index that will in turn de-
termine the eigenvalue,

Π2

{

fν
gν

}

= ǫν

{

fν
gν

}

= 2ν(2ν + 3N − 5)

{

fν
gν

}

.

(32)

A perfectly general solution to Eq. (27) is then

Afν +Bgν . (33)

In general, both constants A and B, as well as the in-
dex ν, will depend on the hyperradius and the scattering
length, as we will now show.

B. Boundary Conditions

The coefficients A and B are determined by applying
boundary conditions. The first such condition occurs at
α = 0, where the two atoms meet, and is given by the
Bethe-Peierls condition (3). We first write this condition
in hyperspherical coordinates. We have, in the limit of
small α, and for fixed hyperradius ρ,

1

r12φν

∂(r12φν)

∂r12
=

1√
2ρ sinαφν

∂(
√
2ρ sinαφν)

∂(
√
2ρ sinα)

≈ 1√
2ρ(αφν )

∂(αφν)

∂α
= −1

a
. (34)

Next, expanding the hypergeometric functions near α ≈
0 gives φν ≈ A+B/α, whereby

−
√
2ρ

a
=

1

α(A+B/α)

∂[α(A+B/α)]

∂α

∣

∣

∣

∣

α=0

=
A

B
, (35)

which determines the ratio of the coefficients. Note that
this ratio depends on ρ. It is significant that this bound-
ary condition is applied to a single pair of particles and
is then implicitly applied to all pairs by the form of the
wave function in Eq. (26). This is in accord with the no-
tion that the Bethe-Peierls boundary condition is local,
and influences each pair independently of what the other
pairs are doing.
The other boundary condition on φν is inspired by the

brilliant reinterpretation of the Jastrow wave functions
by Pandharipande and Bethe [24, 25]. In this version
φν is viewed as a piece of the pair-correlation function,
related to the probability of finding this pair a given dis-
tance apart. To this end, φν is required to approach
unity on an appropriate length scale rd, which in hyper-
spherical coordinates we translate into an appropriate
hyperangular scale αd. Beyond this characteristic scale,
the atoms are assumed to be uncorrelated and the wave
function is required to satisfy

φν(ρ;α) = 1, α > αd,

∂φν

∂α

∣

∣

∣

∣

αd

= 0. (36)

Setting the function to unity for α > αd is convenient
but arbitrary.
There remains the issue of determining a reasonable

value of αd. This is also done by viewing |φν |2 as a pair-
correlation function. Given the location of atom 1, α
encodes the distance to the next atom, 2. If α becomes
too large, then atom 2 can go explore parts of the hy-
persphere where a third atom is likely to be found. At
that point, the description in terms of a pair-correlation
function is not so useful, and φν should not be extended
non-trivially this far.
Therefore, α should be limited to a region of the hy-

persphere where, on average, only one atom will be found
in addition to the fixed atom 1. This is the essence of the
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lowest-order constrained variational, or LOCV, approxi-
mation [24]. Given the symmetrized wave function Yν in
Eq. (26), the average number of atoms within 0 ≤ α ≤ αd

of the atom presumed to lie at α = 0 is

(N − 1)
4π

∫ αd

0 dΩα

∫

dΩN−2

∏

i<j |φν(ρ;αij)|2
∫

dΩN−1

∏

i<j |φν(ρ;αij)|2
, (37)

which returns N − 1 when αd = π/2. The expression
given in Eq. (37) can be written as

(N − 1)
4π

∫ αd

0 dΩαhν(α)

4π
∫ π/2

0
dΩα

, (38)

where hν is defined through

hν(α) =

(

4π

∫

dΩα

)

∫

dΩN−2

∏

i<j |φν(ρ;αij)|2
∫

dΩN−1

∏

i<j |φν(ρ;αij)|2
.

(39)

This is a difficult multidimensional integral to evaluate,
but it is often conveniently expanded into powers of inte-
grals of the (presumed small) quantities 1−|φν(ρ;αij)|2.
The lowest-order term of this expansion, and the approx-
imation we will use here, then gives the approximation

hν(α) = |φν(ρ;α)|2. (40)

Using this approximation, and setting the average num-
ber of atoms (38) to unity, yields the normalization cri-
terion

∫ αd

0

dα sin2 α cos3N−7 α|φν(ρ;α)|2

=
1

N − 1

∫ π/2

0

dα sin2 α cos3N−7 α

=
1

N − 1

√
π

4

Γ(3N/2− 3)

Γ(3N/2− 3/2)
. (41)

This requirement must be met self-consistently. That is,
the boundary conditions (35) and (36) determine φν for
any given αd; but αd must also be chosen so that (41) is
satisfied. Notice that the right-hand-side of (41) scales
as N−5/2 as N gets large, whereby αd gets smaller with
increasing N . Any pair of atoms must be closer together
to avoid the other atoms, when there are more atoms.
The LOCV approach has been employed successfully

when Jastrow wave functions are used. Usually, one
posits an unknown two-body correlation function, to be
determined variationally, minimizing some energy while
varying the parameters of the trial function. This method
has also been employed, in Cartesian coordinates, to de-
scribe the energetics of a homogeous Bose gas with large
scattering length [26, 38, 39]. Used in the present context
of hyperspherical coordinates, we dub this approach the
hyperspherical LOCV (H-LOCV) method.
Putting together the boundary conditions, we have

A−
√
2ρ

a
B = 0

f ′
ν(αd)A+ g′ν(αd)B = 0, (42)

where f ′
ν(αd) ≡ (dfν/dα)|αd

, and similarly for g′ν(αd),
can be determined from the derivatives of the hypergeo-
metric functions. This system of equations for A and B
can be solved only if

det

∣

∣

∣

∣

1 −
√
2ρ/a

f ′
ν(αd) g′ν(αd)

∣

∣

∣

∣

= 0. (43)

Therefore, given a (which defines the physical problem
to be solved) and ρ (which defines the hyperradius at
which the adiabatic function Yν is desired), zeroing the
determinant (43) determines a value of ν for any given
αd, which is then varied to self-consistently satisfy the
normalization.

C. Renormalized Scattering Length

The procedure outlined above generates an entire spec-
trum of ν values denoting various pair excitations of the
condensate. The lowest member of this spectrum, with
no nodes, represents a self-bound liquid-like state [38, 41],
and is not what we are interested in here. Rather, for
positive scattering length, the BEC wave function in the
relative coordinate r12 should contain a single node to
describe the gas-like BEC ground state.

We denote the location of this node by ac (the sub-
script “c” denoting the value of r12 where the wave func-
tion crosses zero). For small scattering length, this node
lies at a distance ac ≈ a as demonstrated in Fig. 1(a).
However, as a gets larger this node, confined to a hyper-
angular range 0 ≤ α ≤ π/2, must saturate, leading to a
finite ac for any finite hyperradius. The saturation value
of ac, termed a∗, represents the effective scattering length
on resonance. This saturation is illustrated in Fig. 1(b),
showing φν(α) for a = ∞.

Figure 2 tracks the value of the length ac over the
entire range of positive scattering lengths. For small a,
ac grows linearly. It then rolls over, on length scales
comparable to the harmonic oscillator length, to saturate
to a value a∗ when a = ∞. This auto-renormalization of
the scattering length is inherent in the H-LOCV method
and independent of any local density approximation of
the gas.

To summarize: the adiabatic eigenfunction φν(ρ;α)
that we seek has the following properties: 1) it satisfies
the differential equation (27) in 0 ≤ α ≤ αd; 2) it satis-
fies boundary conditions (35) and (36) at a suitable αd,
chosen so that 3) the normalization (41) is satisfied; and
4) the wave function that results has a single node in α.
The algorithm to find such a function is not terribly com-
plicated, inasmuch as the wave function can be written
analytically in terms of hypergeometric functions. This
procedure yields a single wave function with a particular
value of the index ν, for each value of scattering length
and hyperradius. For a single channel potential, the ef-
fective potential V eff(ρ) corresponding to this ν is given
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FIG. 1. The angular wave function φν as a function of r12 for
N = 10 at (a) small scattering length and on (b) resonance

a = ∞. All length scales are in units of aho =
√

h̄/mω. The
insets show the zero-crossings of the curves. The crossing
occurs at ≈ a for small scattering length and at some finite
value in the unitary limit. Note that φν is actually a function
of the hyperangle α. The relation r12 =

√
2ρ sinα is used

to convert the angle α to the pair distance r12. Here ρ has
its value at the minimum of the corresponding hyperradial
potential.

by (see Appendix A)

V eff(ρ) = V diag(ρ) + V int(ρ), (44)

where V diag(ρ) is given in Eq. (22), and the “interaction”

10 -3 10 -2 10 -1 10 0 10 1 10 2 10 3
10 -3

10 -2

10 -1

10 0

10 -3 10 -1 10 1 10 3
3

4

5

6

7

FIG. 2. The zero-crossing ac of the angular wave function
φν for N = 10 as a function of the scattering length a. The
inset shows the value ρmin that is used to compute ac; ρmin

is taken to be the value of ρ where the effective potential V eff ,
discussed in the next section, is at its minimum.

potential, derived in Appendix A, is given by

V int =
h̄2

2mρ2
N

2
2ν(2ν + 3N − 5). (45)

The effect of this interaction potential can be seen in
Fig. 3. When a = 0 (solid curve), the ρ−2 kinetic behav-
ior dominates for small ρ while V eff takes on the ∝ ρ2

behavior of the trapping potential as ρ → ∞. The ground
state solution to the noninteracting case is just the well
known solution to the quantum harmonic oscillator prob-
lem with relative energy 3(N − 1)h̄ω/2. For small posi-
tive a (dashed line), V eff rises above the noninteracting
V eff(a = 0), and the local minimum ρ0(a), where the con-
densate is centered, increases, indicating an expansion in
the overall size of the condensate. This behavior is consis-
tent with the repulsive nature of the contact interaction
characterized by a positive scattering length. For small
negative scattering length (dotted line), the opposite is
true: the atoms pull in towards each other due to the at-
tractive contact interaction; hence the decrease in energy
and the condensate size.

Such features of V eff have been illustrated previously
using the K-harmonic method [14]. In the K-harmonic
method, however, V int is proportional to the scattering
length, whereby this method suffers the same limitation
to small-a as does mean-field theory. In the hyperspher-
ical LOCV method, by contrast, the effective scattering
length saturates and the effective potential remains finite
even in the a → ∞ limit. This V eff is the dash-dotted
curve in Fig. 3.
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FIG. 3. The effective potential V eff as a function of the hy-
perradius ρ for a = 0 (noninteracting case), a > 0 (repulsive
interaction), and a < 0 (attractive interaction). For any a > 0
and N , a local minimum always exists. However, for a given
a < 0, there exists a maximum N when the local minimum of
V eff starts to disappear. The highest V eff curve corresponds
to the a → +∞ case.

IV. GROUND STATE PROPERTIES IN THE

HYPERSPHERICAL-LOCV APPROXIMATION

In this section, we report on ground state properties
of the BEC in the H-LOCV approximation. Recall that
the method begins by separating the center of mass en-
ergy (3/2)h̄ω, then solves for the relative energy Erel

using the Hamiltonian (13). In the results of this sec-
tion, we report the full condensate ground state energy
E0 = Erel + (3/2)h̄ω.

A. General Features of the Ground State

The energy per particle versus scattering length is
shown in Fig. 4 for N = 10. On the left is the energy
for attractive interaction a < 0, on the right for repul-
sive interaction a > 0. The E0(a < 0) curve connects
smoothly with E0(a > 0) at a = 0 with E0 = 3Nh̄ω/2,
then increases smoothly until it saturates in the large-a
limit. A similar behavior can be observed for any N .

As is well known, a trapped gas is mechanically stable
only for negative scattering length of small magnitude. In
a hyperspherical picture such as this one, a collapse in-
stability occurs when the attractive 1/ρ3 interaction po-
tential overcomes the repulsive 1/ρ2 centrifugal potential
and the effective potential V eff in Fig. 3 has no classical
inner turning point. On the left of Fig. 4, the collapse
region occurs near a ≈ −0.1 aho where a metastable con-
densate would cease to exist.

Generally, this means that for a harmonically trapped
Bose condensate, for any negative value of a only a cer-

-10 -1 -10 -2 -10 -3 -10 -4

10

15

20

25

30

35

40

45

50

10 -3 10 -1 10 1 10 3

FIG. 4. Ground state energy E0 as a function of the scattering
length a for N = 10. The left and right panels consider
negative and positive scattering lengths.

tain critical number Nc of atoms can be contained before
collapse occurs. This is an intrinsically small-|a| phe-
nomenon, and was quantified in hyperspherical terms in
Ref. [14]. Our H-LOCV results are in agreement with
this calculation, finding that Nc ∼ 0.671 aho/|a|.

B. Positive Scattering Length

For the rest of this paper we will focus on the positive
scattering length case. To this end, the ground state en-
ergy of the condensate is shown versus scattering length,
for gases of N = 4 and N = 10 particles, in Figs. 5 and 6.
The H-LOCV result is shown as a solid line.
In Fig. 5, for N = 4 atoms, the energy per particle in

the H-LOCV method saturates at a finite value in the
resonant limit, just over 2.5 h̄ω per particle. This case,
with N = 4, can be compared directly to an accurate
numerical solution to the full four-particle Schrödinger
equation, and is therefore an important case to check.
The full numerical calculation incorporates a two-body

potential of the form v0 exp[−(rjk/
√
2r0)

2], with range
r0 = 0.025 aho and depth v0 adjusted to achieve the de-
sired two-body scattering length. This model also in-
corporates a repulsive three-body Gaussian potential to
eliminate deep-lying bound states of the system. Within
this model, an energy spectrum is calculated using a ba-
sis set of correlated Gaussian functions. Further details
are provided in [40].
The numerical spectrum includes a great many states

that represent bound cluster states, the analogues of Efi-
mov states for the trapped system. They are character-
ized by, among other things, a dependence on the three-
body potential. By contrast, the nearly-universal state
corresponding to the gas-like BEC ground state is iden-
tified by its near independence from the three-body po-
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tential and its vanishingly small amplitude at small hy-
perradii. The energy of the corresponding state is shown
as a dashed line in Fig. 5. The comparison shows that
the H-LOCV method gets the saturation value of the en-
ergy per particle approximately right, at least for N = 4
particles.
Also shown in Fig. 5 (dotted line) is the result of an

alternative hyperspherical method that symmetrizes the
wave function using a sum of two-body terms (Faddeev
method) rather than a product as we use here in the
H-LOCV method. The Faddeev method is accurate for
three atoms in a trap [42, 43], and the comparison in Fig.
5 suggests that it is viable for four particles as well.
A difference occurs, however, in Fig. 6 for N = 10

atoms. Here a full numerical solution to the Schrödinger
equation is not available, but we can compare the H-
LOCV and Faddeev hyperspherical methods side by side.
The solid line represents the results from the H-LOCV
approximation. Also shown are the results from the
mean-field Gross-Pitaevskii (GP, dashed line) [44] and
hyperspherical-Faddeev (Faddeev, dotted line) models
[19–22]. If we zoom in to the a/aho ≪ 1 domain (in-
set), we find that all models agree well in the weakly
interacting regime. In addition to these, other indepen-
dent computations such as the K-harmonic method [14]
and diffusion Monte-Carlo [45] have predicted the weakly
interacting system accurately.

10 -3 10 -2 10 -1 10 0 10 1 10 2 10 3

1.5

2

2.5

3

Faddeev
LOCV
full-SE

FIG. 5. Ground state energy per particle E0/N as a function
of the scattering length a for N = 4.

In the large scattering length limit, Fig. 6 shows the
saturation of the energy per particle to an asymptotic
value, which grows with N (as we will show below, the
energy per particle scales as N1/3 as anticipated by the
Thomas-Fermi approximation [12]). It is well-known that
the GP approximation diverges in this limit. In addition,
Monte Carlo calculations with hard spheres cannot ap-
proach this limit, althoughMonte Carlo calculations with
renormalized scattering lengths can circumvent this issue

10 -3 10 -2 10 -1 10 0 10 1 10 2 10 3
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4
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1.5

1.52

1.54
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FIG. 6. Ground state energy per particle E0/N as a function
of the scattering length a for N = 10. The inset shows a
blow-up of the weakly interacting regime.

[39].
Of particular interest is the hyperspherical Faddeev

method (dotted line). Using the formalism of Ref. [22],
one finds that the energy per particle saturates to a far
lower value than does the H-LOCV. This situation gets
worse as the number of particles N increases. Note that
the H-LOCV ν that goes into the V int plays a differ-
ent role from the pure hyperspherical-Faddeev ν [19, 22];
also, the latter does not place any restriction on the α
domain. Using the formalism of Ref. [19, 22], we find
that the asymptotic hyperspherical-Faddeev ν at large
N approaches ν → 2 in the large-a limit. In this model,
therefore, the energy per particle is a decreasing function
of N , and does not adequately describe the system in this
limit.
One distinct benefit of the H-LOCV approach is the

ease with which it extends to the large-N limit. In
this formalism, N is just a parameter in the differential
equations and their boundary conditions. For example,
Fig. 7(a) shows the energy per particle for N = 1000
particles. Obtaining these results is not computationally
harder than the same result for N = 10. Also shown, in
Fig. 7(b), is the two-body contact, C2, a thermodynamic
quantity given by [46]

C2 = 8π
ma2

h̄2

∂E

∂a
= −8π

m

h̄2

∂E

∂(1/a)
. (46)

This quantity determines how the energy changes as the
scattering length changes and has a dimension of inverse
length. Physically, it describes the short-range behav-
ior of pairs of atoms (explicitly included in the H-LOCV
method), or alternatively, the tail of the momentum dis-
tribution. In some cases, the intensive contact density
C2, which has a dimension of (length)−4, is used.
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Figure 7 shows the two-body contact per particle C2/N
for N = 1000. It increases slowly at small a, then rises
dramatically within the intermediate regime until it hits
a maximum before saturating at unitarity. A similar be-
havior is also observed for different N , and in the renor-
malized Thomas-Fermi (TF) method [12] albeit in differ-
ent units.

(a)
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FIG. 7. (a) Ground state energy per particle, in units of h̄ω.
The inset shows the various perturbative versions (small a
region). (b) Two-body contact per particle, in units of a−1

ho ,
as a function of the scattering length a for N = 1000.

C. Limiting Cases

In the H-LOCV model, once the value of ν is deter-
mined, properties of the condensate follow by solving the
hyperradial equation for Fν . Even simpler, to a good ap-
proximation the relative energy is given by the minimum
value of the effective potential V eff(ρ). In two limiting
cases, |a| ≪ aho and a ≫ aho, ν can be approximated
analytically in the large-N limit, hence so can the con-
densate’s energy and contact. These details are discussed
in Appendices B and C. Here, we explore the analytical
results that follow, and compare these results to others
in the literature.

1. Small scattering length

When |a| is much smaller than the trap length aho, we
find in Appendix B that

ν ≈
N≫3

1

2

√

3

π

a

ρ
N3/2, if

|a|
aho

≪ 1. (47)

In this case the interaction potential takes the perturba-
tive form

V int(ρ) =
h̄2

mρ2
3

4

√

3

π
N7/2 a

ρ
, for large N. (48)

This potential has the familiar a/ρ3 scaling found al-
ready in the K-harmonic approximation and its exten-
sions [14, 22]. The size of the perturbation can be esti-

mated by taking ρ ≈ ρ0 ≈
√

3N/2 aho at the minimum
of the non-interacting effective potential (see Eq. (24)).
Since V diag(ρ0) is of the order N , then V int can be con-
sidered perturbative if |a|/ρ ≪ N−5/2. Then the total
energy of the weakly interacting system can be approxi-
mated by

E0 ≈ 3N

2
h̄ω +

1√
2π

N2 a

aho
h̄ω. (49)

A similar perturbative energy result emerges from the K-
harmonic [14] and hyperspherical-Faddeev [22] methods.
See inset of Fig. 7(a).

2. Infinite scattering length

Of arguably greater interest is the resonant limit of infi-
nite two-body scattering length, which is far from pertur-
bative in many models. However, the H-LOCV method
is capable of producing analytical results in this limit as
well. The details are worked out in Appendix C.
In this limit and at large N , the index ν has the form

ν∞ =

[

x0√
6

(

27

2π

)1/6
]2

N2/3 (50)

≈ 2.122 N2/3,
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where x0 ≈ 2.798 is the root to a transcendental equation
defined in Appendix C.
This asymptotic value of ν∞ is independent of hyper-

radius in the a ≫ ρ limit, whereby it is easy to find the
minimum of the effective potential. This minimum is
located at hyperradius

ρ∞ =

[

x0√
2

(

27

2π

)1/6
]1/2

N2/3aho (51)

≈ 1.588 N2/3aho.

From this, the condensate ground state energy is pre-
sented in Appendix C up to order 1/a (and ignoring the
center of mass energy that is small in the large-N limit)

E0 ≈
√

3N2ν∞

(

1− 1

2
β
(ρ∞

a

)

)

h̄ω

≈
N→∞

(

27

16π

)1/6

x0N
4/3×

[

1−
(

16π

27

)1/12

N−1/6x
2
0 + 1

x
7/2
0

aho
a

]

h̄ω (52)

≈ 2.52N4/3
(

1− 0.254N−1/6aho
a

)

h̄ω,

where the function β is defined in Eq. (C17). A con-
sequence of this expansion is that we have an analytic
expression for the contact of the resonant gas,

C2/N ≈ 16.1N1/6/aho. (53)

The pair wave function used to construct the ground
state wave function at unitarity has a node at a∗ =√
2ρ∞αc where αc is defined in Eq. (C3), or

a∗ ≈ 1√
x0

π

2

(

16π

27

)1/12

N−1/6aho (54)

≈ 0.989N−1/6aho.

This quantity serves as the effective scattering length and
is about 30% greater than the renormalized scattering
length, a∗TF , found in Ref. [12]:

a∗TF =
2.182

(6π2)1/3〈n1/3〉 , 〈n1/3〉 ≈ 0.4282
N1/6

aho
. (55)

Further, in this limit the breathing mode frequency of
the condensate is easily derived. It is simply the oscilla-
tion frequency in the hyperradial potential, given by

ωb =

√

1

m

d2Veff

dρ2

∣

∣

∣

∣

ρ=ρmin

. (56)

On resonance, this quantity is given by

ωb = ω

√

6

(

3N2ν∞
2

)(

ρ∞
aho

)−4

+ 1 = 2ω, (57)

a result already worked out long ago based on symmetry
considerations [35, 47].
The ground state of a resonant Bose gas has been con-

sidered previously for a homogeneous gas, as well as,
more recently, for a trapped gas. Listed in Table I are
the resulting energies from these previous calculations.
Because the H-LOCV method is intrinsically tied to a
trapped gas, it is hard to compare directly to other cal-
culations. However, the result of Ref. [12] provides a
link, by first calculating fixed-density quantities, then
translating them into trapped values by means of the
local-density approximation.
In the homogeneous case, the energy per particle in the

resonant limit a → ∞ is expected to be a multiple of the
characteristic (Fermi) energy h̄2n2/3/2m associated with
the density n. Several such values are reported in the
table, spanning a range of about a factor of four for the
uniform system, and two for the trapped gas. In the case
of Ref. [12], the renormalized scattering length affords
a different energy at each value of density, whereby the
energy can be represented in terms of the mean value
h̄2〈n2/3〉/2m averaged over an assumed Thomas-Fermi
density profile. Using this same density profile, one can
write the energy per particle in terms of the characteristic
energy scale of the trap, h̄ω, whereby a direct comparison
can be made with the H-LOCV method. This is done
in the third column of Table I. Just as the homogeneous
LOCV appears to come in on the high side for the ground
state energy, so too does the H-LOCV method for the
trapped gas.
Likewise, there are various estimates for the contact on

resonance, summarized in Table II. For a homogeneous
system on resonance, one reports the intensive, density-
dependent contact density C2 = γn4/3, where n is the gas
density and γ is a dimensionless constant. This quantity,
like the energy, is subject to an array of values tied to
the different methods.
For the trapped gas, fewer examples of the contact have

been calculated. We again turn to the work of Ref. [12]
to make the link. For a trapped gas, one can describe an
extensive contact C2, related to the contact density by
C2 = γN〈n1/3〉, using the local density approximation
(LDA). In this approximation, the trap results of Ref.
[12] give γ = 11.8 (see Table II.). Further, using the av-
erage value of n1/3 in the Thomas-Fermi approximation,
(55), this result can be translated into natural harmonic
oscillator units, yielding C2 = 5.05N1/6/aho. Compared
to this, our value, also in the table, is 16.1N1/6/aho. Like
the energy, the H-LOCV seems to overestimate the con-
tact on resonance. It does, however, correctly identify
the N1/6 number dependence of the contact for a trapped
gas.

V. CONCLUSIONS

Despite its essential simplicity, the H-LOCV method
provides a reasonable qualitative description of the me-
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TABLE I. Ground state energy per particle, computed by var-
ious methods. The uniform gas energies are given in units of
h̄2n2/3/2m, while the result of Ref. [12] for a trapped system

is given in units of h̄2〈n2/3〉/2m with the mean density 〈n2/3〉
determined by averaging over a Thomas-Fermi profile in a
trap. This same averaging allows this energy to be written in
terms of the trap frequency ω in the final column.

E0/N (uniform gas) (h̄2n2/3/2m)

Cowell (LOCV) [26] 26.66 -
Song (Condensate am-
plitude variation) [6]

7.29 -

Lee (Renormalization
group) [48]

6.0 -

Diederix (Hypernetted
chain) [50]

7.60 -

Borzov (Resummation
scheme) [49]

8.48 -

Zhou (RG) [51] 8.11 -
Yin (self-consistent
Bogoliubov) [7]

7.16 -

van Heugten (renor-
malization group) [13]

12.94 -

Rossi (Monte-Carlo
LOCV) [39]

10.63 -

E0/N (trapped gas) (h̄2〈n2/3〉/2m) (N1/3h̄ω)

Ding (Renormalized
K-harmonic) [12]

12.67 1.205

H-LOCV - 2.52

TABLE II. Contact densities, computed by various methods.
For the uniform gas, the intensive contact densities C2 are
given in units of n4/3, while the extensive contact C2/N , in

units of 〈n1/3〉, is given in Ref. [12] for a trapped gas. Aver-
aging over a Thomas-Fermi profile in a trap allows this C2/N
to be written in terms of the characteristic trap length aho in
the final column.

C2 (uniform gas) (n4/3)

Rossi (Monte-Carlo LOCV) [39] 9.02 -
Diederix (Hypernetted chain) [50] 10.3 -
Sykes [8] 12 -
van Heugten (renormalization group) [13] 32 -
Yin (self-consistent Bogoliubov) [7] 158 -
Smith (Virial theorem) [46] 20 -

C2/N (trapped gas) (〈n1/3〉) (N1/6/aho)

Ding (Renormalized K-harmonic) [12] 11.8 5.05

H-LOCV - 16.1

chanically stable Bose gas on resonance. Notably, the
method affords analytical estimates of essential quanti-
ties such as energy per particle and contact, when the
scattering length is infinite. It must be remembered that
the approximation used here is only the lowest-order ver-

sion of a hyperspherical theory that incorporates two-
body correlations. Various improvements can be made,
including:
1) Extension to excited states. We have so far incorpo-

rated only a single adiabatic channel function, consistent
with our immediate goal of approximating a ground state.
Yet there exists a whole spectrum of states correspond-
ing to different φν(ρ;α). We can contemplate states in
which one or more particles are placed in excited states,
corresponding to excitations of the BEC; or in the node-
less state below the condensate state, standing for bound
molecular pairs. We can also contemplate placing all the
pairs in this nodeless state, to approximate the liquid-
like configuration of Refs. [38, 41]. In any case, having
a spectrum of approximate energy eigenstates is a place
to begin looking at the dynamics of a BEC quenched to
resonance, or to any value of a. Along with this, non-
adiabatic couplings and their effect can be evaluated.
2) Extension of the Hamiltonian. Thus far only two-

body interactions have been contemplated, leading to
pairwise Bethe-Peierls boundary conditions and universal
behavior. In more realistic treatments, additional three-
body interactions are required and can also be incorpo-
rated. In such a case, the hyperspherical basis set can be
extended to incorporate triplets of atoms, just as pairs
were used here. This involves adding an additional Ja-
cobi coordinate and in principle several new hyperangles.
The machinery for this extension is well-known, yet incor-
porating it into the H-LOCV formalism requires careful
attention.
3) Extension of the Jastrow method. A key approxi-

mation in the H-LOCV method has been to evaluate im-
portant integrals by approximating two-body correlation
functions as in (40). This rather severe approximation
can be ameliorated, for example by a perturbation ex-
pansion known as the hypernetted chain approximation
[36]. We are presently working to develop all these im-
provements.
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Appendix A: Kinetic Energy Integrals

To put the adiabatic basis functions to use, we must
compute the matrix element that appears in Eq. (21). In
general this matrix element involves complicated multidi-
mensional integrals. However, far simpler, approximate
versions of these integrals are often possible by means of
the cluster expansion. This is the same set of ideas de-
veloped originally in statistical mechanics to derive virial
coefficients in the not-quite-ideal gas equation of state.

We need to evaluate matrix elements of the grand an-
gular momentum operator Λ2

N−1. Because our wave func-
tions consider only one pair of atoms at a time, it should
be sufficient to consider only the leading term Π2, acting
on the pair (ij) = (12), and get the rest from symmetry.

To do so, let us for a moment return to independent-
particle notation. The kinetic energy T is a sum of single-
particle operators that acts on a pairwise-symmetrized
wave function:

N
∑

k=1

Tk

N
∏

i<j

φν(ij). (A1)

Choosing a single atom, say atom 1, the operator T1 acts
identically on N − 1 of the terms in the product. Be-
cause N atoms do the same, the action of T on the wave
function can be written, for purposes of taking matrix el-
ements, as (this is the substance of what Jastrow derives
in his original paper [23])

N(N − 1)[T1φ(12)]
∏

i<j,(ij) 6=(12)

φν(ij), (A2)

where T1 acts on a single pair, here chosen to be the pair
(12).

Translated into the Jacobi coordinate ηN−1 = r12/
√
2,

the kinetic energy acting on φν(12) is given by

T1 = − h̄2

2m
∇2

1 = − h̄2

2m
∇2

12 = − h̄2

2m

(

1

2
∇2

ηN−1

)

=
h̄2

2m

1

2ρ2
Π2,

(A3)

ignoring the ρ-derivatives that are set to zero in the adia-
batic approximation. Moreover, φν is an eigenfunction of
Π2 in the interval 0 ≤ α ≤ αd, as described in (32). Be-
yond αd, φν(α) is constant and Π2φν(α) vanishes (where
the operator Π2 is defined in (16)). Thus, the action of
the hyperangular kinetic energy becomes

Λ2
N−1

∏

i<j

φν(ij) =

{

1
2N(N − 1)2ν(2ν + 3N − 5)

∏

i<j φν(ij), 0 ≤ α ≤ αd

0, α > αd
. (A4)

For a single channel calculation, the expectation value of the grand angular momentum is, therefore, given by

〈ν|Λ2
N−1|ν〉 =

1

2
N(N − 1)2ν(2ν + 3N − 5)

4π
∫ αd

0 dΩα

∫

dΩN−2

∏

i<j |φν(ij)|2
∫

dΩN−1

∏

i<j |φν(ij)|2

=
N

2
2ν(2ν + 3N − 5), (A5)

where the last equality is obtained by enforcing the
LOCV normalization condition that sets Eq. (37) to
unity.

Appendix B: Weak Interaction in the Large N Limit

The ground state solution for the non-interacting sys-
tem, a = 0, gives ν = 0, B = 0, and

φν(αd) = A = 1. (B1)

The LOCV boundary condition (41) becomes

1 ≈ 4√
π

(

3

2

)3/2

N5/2

∫ αd

0

dαα2A2 = 3

√

6

π
N5/2α

3
d

3
,

(B2)
where we used

Γ(3N−3
2 )

Γ(3N−6
2 )

≈
(

3N−3
2

)(3N−4)/2

(

3N−6
2

)(3N−7)/2
≈

(

3N

2

)3/2

, N → ∞.

(B3)
Thus,

αd ≈ (π/6)1/6N−5/6, if a = 0, (B4)
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which is an extremely small quantity when N → ∞. We
assume the same scaling for αd when 0 < a ≪ aho. Now,
for small nonzero a, B 6= 0, boundary condition (36)
becomes

0 =
∂φν

∂α

∣

∣

∣

∣

αd

≈ Af ′
ν(αd) +Bg′ν(αd),

f ′
ν(α) ≈√

3Nνα≪1,
α≪1

−4

3
ν

(

3N − 5

2
+ ν

)

α, (B5)

g′ν(α) ≈√
3Nνα≪1,
α≪1

− 1

α2
+ 4

(

−ν − 1

2

)(

3N − 6

2
+ ν

)

,

(B6)

which gives

A

B
≈

N→∞
−
√

3

2π

1

ν
N3/2. (B7)

With the Bethe-Peierls boundary condition (35), we get

ν ≈ 1

2

√

3

π

a

ρ
N3/2, if

|a|
aho

≪ 1. (B8)

Note that ν is not an absolutely small quantity as it also
depends on N .

Appendix C: Strong Interaction in the Large N
Limit

As a → +∞, we assume from Eq. (35) that A ≈ 0 and

φν(α) ≈
N>ν∞≫ 1

2

Bα−1
2F1

(

−ν∞,
3N

2
,
1

2
;α2

)

= B
cos

√
6Nν∞α2

α
, (C1)

where we used

2F1

(

−ν,
3N

2
,
1

2
;α2

)

=

∞
∑

k=0

(−1)k

(2k − 1)!!k!
(3Nνα2)k

= cos
√
6Nνα2. (C2)

Note that αmay be small but the product
√
6Nν∞α need

not be. Also, this wave function is zero when α = αc:

αc =
π

2

1√
6Nν∞

. (C3)

Boundary conditions (36) and (41) yield the relations

B =
αd

cos
√

6Nν∞α2
d

(C4)

0 = 1 +
√

6Nν∞α2
d tan

√

6Nν∞α2
d (C5)

1 ≈ 4√
π

(

3

2

)3/2
N5/2α3

d

cos2
√

6Nν∞α2
d

1

2



1 +
sin

(

2
√

6Nν∞α2
d

)

2
√

6Nν∞α2
d



 .

(C6)

From Eqs. (C5) and (C6), we get

αd =

(

2π

27

)1/6

N−5/6 ≈ 0.7843N−5/6, if a → +∞.

(C7)
Equation (C5) has the form

1 + x0 tanx0 = 0, (C8)

with solutions x0 ≈ 2.798, 6.121, .... If x0 =
√

6Nν∞α2
d,

then

ν∞ =

[

x0√
6

(

27

2π

)1/6
]2

N2/3 (C9)

≈ 2.122N2/3 if x0 = 2.798.

Now, if 0 < aho/a ≪ 1, then

φν(α) ≈
N>ν≫ 1

2

A 2F1

(

−ν,
3N

2
,
3

2
;α2

)

+

Bα−1
2F1

(

−ν,
3N

2
,
1

2
;α2

)

≈ A
sin

√
6Nνα2

√
6Nνα2

+B
cos

√
6Nνα2

α
. (C10)

Boundary condition (36) yields

A

B
=

1 +
√

6Nνα2
d tan

√

6Nνα2
d

√

6Nνα2
d − tan

√

6Nνα2
d

√
6Nν (C11)

With the Bethe-Peierls boundary condition (35), we get
the relation

1 + x tanx

x− tanx
= −ǫ, where (C12)

x =
√

6Nνα2
d, (C13)

ǫ =
ρ√
3Nν

1

a
. (C14)

Let x = x0 −∆. If ǫ = 0, then we recover Eq. (C5) and
∆ = 0. Suppose 0 < ǫ ≪ 1 so that ∆ is also a small
varying quantity. Then, using

tanx ≈ tanx0 −∆

1 +∆tanx0
,

Eq. (C12) gives

∆ ≈ x2
0 + 1

x2
0

ǫ. (C15)

Expressing x and ǫ back in terms of ν and a,

√
6Nναd = x0 −

x2
0 + 1

x2
0

ρ√
3Nν

1

a
. (C16)
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Note that if the second term vanishes, then ν = ν∞ as
defined in Eq. (C9). Let ν = ν∞(1 − β), where β is a
function of 1/a. Then Eq. (C16) leads to

√

6Nν∞

(

1− 1

2
β

)

αd ≈ x0 −
x2
0 + 1

x2
0

ρ√
3Nν∞

1

a

(

1 +
1

2
β

)

⇒ β ≈ 2
x2
0 + 1

x3
0

ρ√
3Nν∞

1

a
. (C17)
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