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Progress in high-harmonic generation has led to high-energy attosecond pulses with cutoff above
the carbon 1s edge (283.8 eV). These pulses are essential to extend time-resolved spectroscopies to
the water window in order to control electron dynamics in solvated organic species. Here we report
a major step towards this goal: the measurement, with sub-cycle time resolution, of the attosecond
transient absorption spectrum of argon at the 2p−1 L2,3-edge (∼250 eV) in the presence of a short-
wave infrared control pulse. The measurements, supported by theoretical simulations, demonstrate
the concurrent role of Auger decay and tunnel ionization in the driven evolution of inner-valence
holes of polyelectronic atoms.

Table-top attosecond sources, based on the process of
high harmonic generation (HHG) [1], have made it pos-
sible to study, in a time-resolved way, the fast motion
of electrons in gases [2] and in condensed matter [3, 4].
Attosecond Transient Absorption Spectroscopy (ATAS)
[5, 6], a pump-probe technique in which the spectrum of
an attosecond extreme-ultraviolet (XUV) or X-ray pulse
transmitted through a sample is recorded as a function
of the delay with respect to a second visible or infrared
control pulse, in particular, has emerged as a promising
candidate to study solvated species, since it does not re-
quire the detection of photoionization fragments. ATAS
has already been applied to several atoms, such as kryp-
ton [5, 7], argon [6, 8], neon [9], helium [10–15], as well
as molecules, such as hydrogen [16] and oxygen [17] be-
low or around 100 eV. Such comparatively small energy
cutoffs constrain the duration of the attosecond pulses.
Furthermore, absorption cross sections drop rapidly with
light frequency until excitation of inner-valence and core
electrons of large atoms such as Carbon and Titanium,
which requires photons in the range of several hundreds
eV, becomes energetically possible.
Motivated by the desire to take advantage of the

quadratic wavelength scaling of the harmonic cutoff [18],
to extend the energy range of HHG, several groups have
employed shortwave-infrared (SWIR) to mid-infrared
(MIR) femtosecond sources which allowed for the genera-
tion of harmonic plateaux with cutoff beyond the 1s car-
bon edge [19–28]. This dramatic increase in the frequency
bandwidth has led to a new record in attosecond-pulse
duration [29, 30] as well as to the extension of femtosec-
ond transient absorption to the core excitation of carbon-
based molecules such as CF4 [31] and 1,3-cyclohexadiene
[32], and to inner-valence excitations of third-period com-
pounds such as SF6 [31]. These experiments [31, 32],
however, focused on slow nuclear-rearrangement dynam-
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ics, and hence did not rely on sub-cycle time resolution,
which is a staple of attosecond spectroscopies.
In contrast, pump-probe experiments with sub-

femtosecond time-delay resolution and employing X-ray
pulses with genuine attosecond duration are essential
to access electron dynamics, such as charge migration
[33, 34], Auger decay [35, 36], or the onset of symmetry-
breaking processes, e.g., due to the Jahn-Teller effect [37–
39], recently observed in [31].
Auger decay in atoms is an ideal benchmark for at-

tosecond spectroscopies, as demonstrated for energies be-
low 100 eV, in the case of krypton M4,5-hole [35] and of
helium doubly-excited states [40]. In this energy region,
many experiments have already highlighted the interplay
between direct photoemission and Auger decay in photo-
electron spectroscopies [41, 42], and of resonant disper-
sive and absorptive response in ATAS [43, 44]. Auger is
also an attractive benchmark at much higher energies,
close to the 1s carbon edge, where several atoms have
inner-valence absorption edges. For example, krypton
M3 edge, at 217 eV, and argon L2 and L3 edges, which
lie, respectively, at 250.57 eV and 248.46 eV [45].
In this Letter, we present the first ATAS measurement

of the argon atom in the vicinity of the 2p−1 threshold,
dressed by a strong SWIR pulse, polarized either paral-
lel or orthogonal to the soft X-ray probe, with sub-cycle
time resolution and high energy resolution. Our study re-
solves the dynamics of the autoionizing states converging
to the 2p−1 2P o

3/2 threshold. Comparison with theoretical

simulations for this polyelectronic system indicates that
the measured resonant profiles, besides evident ac-Stark
shifts, bear the signature of concurrent Auger decay and
tunnel ionization.
Figure 1a shows the experimental setup. A home-

built Optical Parametric Chirped Pulse Amplification
(OPCPA) source [46] generates 2 mJ carrier-envelope
phase stable SWIR pulses, with central wavelength of
1.7 µm, a duration of ∼11 fs (2 cycles), and at 1 kHz rep-
etition rate. The SWIR pulse is split into the HHG arm
and the SWIR dressing arm. In the HHG arm, the SWIR
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FIG. 1. a) The experimental setup. Legend: BS: Beamsplitter. L1: CaF focusing lens (f = 550mm). L2: CaF focusing lens (f = 450mm).
G: 1-6 nm 2400 line/mm grating. TM: Toroidal Mirror. GC1: Neon Gas Cell. GC2: Argon Gas Cell. PZT: Piezo-electric transducer. F1:
100 nm Sn Filter. F2: 100nm Al Filter. b) The HHG and Argon absorption spectra as measured by the spectrometer. The insert gives
an enlarged view of the Argon absorption lines at the L2,3 edge. c) The ATAS spectra for parallel polarized X-ray and dressing SWIR.
The energy levels are marked accordingly. The dressing laser intensity is approximately 1013 W/cm2.

is focused into a 1.5 mm diameter neon gas cell, where it
reaches an estimated intensity of ∼ 4.7×1014 W/cm2, to
generate the attosecond pulse. A flat X-ray spectrum be-
tween 230 eV and 280 eV was observed, with no evidence
of any harmonic peaks, which suggests that the X-ray
generation is gated by the field amplitude of the driving
pulse, such that only one pulse in the train contributes to
the spectrum at these energies. Indeed, harmonic peaks
are observed at lower energies.

A 100 nm thick tin filter at the end of the HHG
arm blocks the residual SWIR. The X-ray and the time-
delayed SWIR are recombined via a hole-drilled mir-
ror and focused onto the target argon gas. A 100 nm
thick aluminum filter reflects the SWIR component in the
transmitted light field. The X-ray spectrum is recorded
by a spectrometer, consisting of a 2400 line/mm grating
which images the spectrum onto a CCD camera with an
estimated resolution of ∼0.67 eV at 250 eV. Figure 1b
shows the X-ray spectrum with and without the target
gas, in the absence of any dressing pulse. Transmission
through argon results in a pronounced drop of the spec-
tral intensity in the region between 240 eV and 250 eV,
where the two 2p−1 edges, and the neutral metastable
states they bind, are located. The first terms of the
bright autoionizing 2p−1

j ns/nd series are clearly visible
alongside the edge. The X-ray signal drop at 284 eV is
due to carbon contamination of the optics.

Wei Cao et al. [8] used ATAS to study how an exter-
nal field imparts a finite linewidth to the 3p−1nℓ bound
states of argon. In the present case, the laser modifies
the dynamics of states that already decay by emitting
fast Auger electrons. The field-free 2p-holes in Auger
has been the subject of several studies [47–50], as has

the structure near the L-edges, arising due to spectator
electrions in the higher n-states. The 2p−1

3/24s state, for

example, has a lifetime of 5.44 fs [49], which is well within
the resolution of our experiment. Here, therefore, how
the strong dressing field would affect the lifetime, posi-
tion, and decay dynamics of these states can be studied.
Figure 1c shows the optical density (OD) of a typical

ATAS, recorded in the presence of a relatively intense
SWIR control pulse (ISWIR ≃ 1013 W/cm2), with polar-
ization parallel to the X-ray’s, as a function of the X-ray-
SWIR time delay τd, in the interval −30 fs ≤ τd ≤ 30 fs.
The intensity of the dressing laser, which was inferred
from the focusing geometry, has an uncertainty of a fac-
tor of 2. Throughout this paper, the time delay τd is
negative when the X-ray comes before the SWIR, and
is recorded in steps of 0.423 fs, with an estimated jitter
of 0.11 fs. To improve the signal-to-noise ratio in the
spectra, at each delay time, the CCD-camera signal is
integrated for 60 seconds (i.e., 60,000 accumulated spec-
tra). The transient optical density OD(ω, τd) is obtained
from the spectrum of the X-ray light transmitted through
the dressed target, Ispectra(ω, τd), and the original HHG
spectrum, I0(ω), as OD(ω, τd) = log10(I0/Ispectra). To
better highlight the variation of the resonant absorption
profiles, OD(ω, τd)−ODbg(ω) is shown in Fig. 1c, where
ODbg(ω) is a smooth interpolation of the steep back-
ground profile.
Due to the large spin-orbit splitting (∼2 eV) between

the 2P o
3/2 (L3 edge) and 2P o

1/2 (L2 edge) Ar+ 2p−1 ionic

states, only one of the states that arise from the 2P o
1/2

ion, the 2p−1(2P o
1/2)4s resonance, located at ∼ 246.5 eV

[49], lies below the L3 edge. This state gives rise to a
comparatively weak signal in the spectrum that does not



3

appear to be affected much by the SWIR. At large neg-
ative or positive delays, when the X-ray and the SWIR
pulses do not overlap, the spectrum exhibits three main
absorption peaks, due to the 2p−1

3/24s, at ∼ 244.4 eV, the

2p−1
3/25s/3d group, at ∼ 246.9 eV, and the 2p−1

1/25s/3d

group, at ∼ 249 eV, immediately above the L3 threshold.
Here, the focus is on the states below the L3 threshold.
When the X-ray and SWIR pulses overlap, the spectrum
changes in several ways: i) the 2p−1

3/24s state and the

2p−1
3/25s/3d group exhibit a pronounced ac-Stark shift, to-

wards lower and higher energies, respectively; ii) a broad
signal between 245 eV and 246 eV appears, indicating the
formation of light-induced states [51], at twice the SWIR
frequency from the nearby resonances; iii) the width of
the 2p−1

3/25s/3d peak broadens as the states are shifted;

iv) the spectrum is modulated across the whole energy
range by prominent, almost vertical interference fringes,
with characteristic beating frequency twice as large as
the SWIR’s (time period of 5.67 fs). In Fig. 1c it is not
possible to discern the characteristic hyperbolic fringes
associated to the free-induction decay expected for iso-
lated states [44, 52, 53]. However, all peaks do appear
to be broader at negative time delays, when the SWIR
follows the X-ray pulse. The features observed in the
transient absorption spectrum are due to the response
of a single atom, instead of the macroscopic propagation
through the dressed sample. This was ascertained by re-
peating the experiment using two different intensities of
the dressing laser, with either collinear or orthogonal po-
larization with respect to the X-ray pulse, and at two gas
pressures (40 torr and 80 torr).

To attribute the changes in the spectrum to the cor-
rect underlying physical process, time-dependent simu-
lations were performed using a model that allows the
disentangling of the individual couplings between au-
toionizing states from tunnel ionization. In particular,
the prominent vertical fringes at twice the frequency of
the dressing laser across a spectral region much larger
than twice the SWIR photon energy suggest they have
a non-perturbative origin. To improve the contrast in
the spectrum without introducing an arbitrary back-
ground function, we plot the quantity ∆OD(ω, τd) =
log10(IX(ω)/Ispectrum(ω, τd)), where IX(ω) represents the
spectrum transmitted through the target gas when the
dressing pulse is entirely blocked.

Figure 2 compares the measured and the computed
∆OD spectra for collinear SWIR and X-ray polar-
ization, at two different SWIR intensities, ISWIR =
1012 W/cm2 and ISWIR = 1013 W/cm2. In the
simulations, the time-dependent Schrödinger equation
(TDSE) for the atom in the presence of the ex-
ternal fields is integrated numerically |Ψ(t + dt)〉 =
U(t + dt, t)|Ψ(t)〉 using a split-exponential propagator
U(t + dt, t) = exp[−iHeff(t + dt/2)dt/2] exp[−iHI(t +

dt/2)dt] exp[−iHeff(t+ dt/2)dt/2]. Here, HI(t) = −~E(t) ·
~µel is the field-atom interaction Hamiltonian in the dipole
approximation, proportional to the total external elec-

tric field ~E(t) = ~EX(t) + ~ESWIR(t; τd), which accounts

dc

a b

FIG. 2. Measured, (a) and (c), and computed, (b) and (d),
∆OD spectra for ISWIR = 1012 W/cm2 (upper panels) and
ISWIR = 1013 W/cm2 (lower panels) for collinear X-ray and SWIR
polarization.

for the radiative coupling between bound and autoion-
izing states. The terms [Heff(t)]ij = δij [Ei − iΓi/2 −
iΓsf

i (t)] incorporate the field-free evolution of the states,
through the time-independent state energy Ei and decay-
ing width, Γi, as well as the tunnel-ionization rate Γsf

i ,
which is estimated with the Perelomov-Popov-Terent’ev
model [54]. In the simulation, both pump and probe are
Fourier-limited Gaussian pulses, with a full width half
maximum (FWHM) duration of 200 as and 12 fs, respec-
tively. At large positive delays, therefore, the theoretical
spectrum coincides with the field-free absorption spec-
trum. In the experiment, on the other hand, the main
SWIR pulse is accompanied by a pedestal, which is pre-
sumably the origin of the residual background signal at
τd = 30 fs in Fig. 2c.
The transition dipole moments (TDMs) involving rele-

vant bound and autoionizing states were computed using
an updated version of Stock [55], a continuum-atomic-
structure code based on the ATSP2K library [56, 57].
First, the HF orbitals of the 2p−1 Ar+ ion are computed.
The 2p−1 and 3p−1 single-configuration Ar+ ions are sub-
sequently coupled to an electron with arbitrary angu-
lar momentum and radial part expressed in terms of a
B-spline basis [58] to form the close-coupling channels
for the neutral Ar atom that reproduce all the essential
bound and autoionizing states in the system. The lo-
calized component of the 2p−1nℓ autoionizing states is
computed by diagonalizing the field-free non-relativistic
Hamiltonian in a basis that excludes the Auger-decay
channels. Finally, the TDM between any two states
is estimated by including only the transition between
the corresponding localized components. To verify that
these calculations are reliable, the dipole transition ma-
trix elements were calculated independently using the
MESA program [59], and the results were found to agree
within 15%. The decaying rates of the autoionizing states
used in the time propagation was identified with the ex-
perimental widths in [49]. Due to the large spin-orbit
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FIG. 3. Same as in Fig. 2 for orthogonal X-ray and SWIR po-
larization, with ISWIR = 2.3 × 1012 W/cm2 (upper panels) and
1.7× 1013 W/cm2 (lower panels).

splitting of the 2p−1 hole, the states associated to the
L2 and L3-edges do not mix significantly. Here, we focus
on the region below the L3-edge, and neglect the Ar+

core splitting entirely. Although our oscillator strengths
might therefore be overestimated, their relative strength
should still be accurate.

The solution Ψ(t, τd) of the TDSE was com-
puted to determine the time-dependent dipole mo-
ment µel,z(t, τd) = 〈Ψ(t, τd)|µ̂el · ẑ|Ψ(t, τd)〉, where
ẑ is the X-ray polarization axis. The tran-
sient single-atom optical density was finally evalu-

ated as OD(ω, τd) = 4πω
c ℑm

[

µ̃el,z(ω, τd)/ẼX(ω)
]

where

µ̃el,z(ω, τd) and ẼX(ω) are the Fourier transforms of the
dipole moment and the X-ray electric field, respectively.
Since ISWIR in the experiment is not precisely known,
we calibrate the corresponding ISWIR in the simulation
by comparing the theoretical predictions with the ex-
perimental spectra for the low-intensity collinear case
(Fig. 2a). Good agreement was found for a theoretical
ISWIR twice as large as the nominal experimental one.
This ratio was kept in all the calculations. All the in-
tensity reported here refer to the values estimated in the
experiment.

Both spectra in Fig. 2a and Fig. 2b exhibit a clear
ac-Stark shift of the 2p−1

3/24s and the 2p−1
3/25s/3d states

as well as the gradual convergence to the field-free limit
of the stronger 2p−1

3/25s/3d signal at large negative time

delays, which is an indication of the resonance free-
induction decay, even if the individual hyperbolic fringes
do not have sufficient contrast to be visible in the experi-
ment. The sub-cycle beating does not appear in the sim-
ulation if the photoionization of the autoionizing states
to the continuum above the L3 threshold are accounted
for, or if this process is modelled with a coupling be-
tween autionizing and continuum states but continuum-

continuum transitions are neglected. The Perelomov,
Popov, and Terent’ev (PPT) model [60] for the tunneling
ionization rate, on the other hand, is able to qualitatively
reproduce the vertical fringes.
At higher intensity, ISWIR = 10 TW/cm2, shown in

Figs. 2.c,d, the most prominent effect is larger ac-Stark
shifts, and the observation that the 2p−1

3/25s/3d complex

traverses the more excited satellites, giving rise to the
horizontal structure visible immediately below 248 eV.
Finally, the experiment clearly indicates that the width
of both the 2p−1

3/24s and the 2p−1
3/25s/3d states increases

when the X-ray and the SWIR pulse overlap. In the case
of the 2p−1

3/24s, this increase is entirely attributable to the

additional photoionization width imparted to the state
by the field. The 2p−1

3/25s/3d complex, on the other hand,

could also be split as a result of the radiative coupling
to the nearby states. From the present measurements, it
is difficult to discern which is the dominant broadening
mechanism.
Figure 3 shows the same comparison as in Fig. 2, but

for orthogonal X-ray and SWIR polarization. In this
case, the coupling of the P o states populated by the X-
ray to the Se states is suppressed for geometrical rea-
sons. Most of the features are similar to those already
described in the collinear case, with one major difference:
whereas the ac-Stark shift of the 2p−1

3/24s state is largely

comparable to the one exhibited in the collinear case, the
excursion of the 2p−1

3/25s/3d states is much smaller.

The results highlighted in this work suggest several
possible lines of research in the strong-field ionization of
metastable states: Does the polarization of inner-valence
holes suppress tunneling of valence electrons? Does the
correlation between an inner-valence hole and a satellite
electron alter the polarizability of the parent ion? Is it
possible to stabilize inner-valence holes with strong driv-
ing lasers? To answer these and related questions quan-
titatively for targets as complex as the Argon atom will
require us to refine the current measurements and pair
them with TDSE simulations in spectral bases that ex-
plicitly accounts for spin-orbit coupling, which is beyond
the scope of the present work.
In conclusion, we have demonstrated for the first time

the measurement of the ATAS spectrum for autoionizing
states next to the water window and with sub-cycle time
resolution. These measurements open the way to extend
attosecond time-resolved spectroscopies into the soft x-
ray energy range and to explore the interplay between
strong-field ionization and many-electron dynamics such
as Auger decay.
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