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#### Abstract

Measurement-based quantum computation describes a scheme where entanglement of resource states is utilized to simulate arbitrary quantum gates via local measurements. Recent works suggest that symmetry-protected topologically non-trivial, short-ranged entangled states are promising candidates for such a resource. Miller and Miyake [NPJ Quantum Information 2, 16036 (2016)] recently constructed a particular $\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetry-protected topological state on the UnionJack lattice and established its quantum computational universality. However, they suggested that the same construction on the triangular lattice might not lead to a universal resource. Instead of qubits, we generalize the construction to qudits and show that the resulting $(d-1)$ qudit nontrivial $\mathbb{Z}_{d} \times \mathbb{Z}_{d} \times \mathbb{Z}_{d}$ symmetry-protected topological states are universal on the triangular lattice, for $d$ being a prime number greater than 2 . The same construction also holds for other 3 -colorable lattices, including the Union-Jack lattice.


## I. INTRODUCTION

Raussendorf and Briegel [1] described a one-way computation scheme where the flow of quantum information is driven by local projective measurements on some suitable entangled state (also referred to as a resource state). It is one-way in the sense that the entanglement in the resource state is destroyed irreversibly as measurements are carried out. Such a quantum computation scheme is called measurement-based quantum computation (MBQC) [2-5]. A universal resource state is one on which any gate, including the universal set, can be simulated by performing only local measurements. The first proposed and most well studied universal resource state is the cluster state, defined on a regular lattice,

$$
\begin{equation*}
|\phi\rangle_{C}=\prod_{\langle a, b\rangle} C Z_{(a b)} \bigotimes_{\text {all sites } i}|+\rangle_{i} \tag{1}
\end{equation*}
$$

where $|+\rangle \equiv \frac{1}{\sqrt{2}}(|0\rangle+|1\rangle), C Z \equiv|0\rangle\langle 0| \otimes \mathbb{1}+|1\rangle\langle 1| \otimes$ $Z$ is the controlled-Z gate, and $\langle a, b\rangle$ denotes an edge connecting vertices $a$ and $b$. This can be defined on any graph, and is in general called a graph state.

However, the complete set of universal resource states is not yet known, nor characterized. Ever since then, there has been effort to find and characterize other universal resource states. For example, the list includes cluster states on all regular lattices [6], certain tensornetwork states [7, 8], the TriCluster state [9], certain 2D AKLT and AKLT-like states [10-15], as well as their deformation [16, 17]. It has been established that presence of entanglement in the resource state is necessary for it to be universal, but there is no conclusion on what the general criterion to search for MBQC resource states [1820]. Recent works have suggested that certain phases of matter may host computational capability, such as the symmetry protected topological (SPT) phases [21-25], whose ground states possess short-range entanglement.

The connection of SPT phases to MBQC was first dis-

(a) Each group of qubits labelled by $a, b, c$ are entangled by $C C Z$ gate.

(b) $C Z$ gate remains between different adjacent outcomes.

FIG. 1: Union-Jack state proposed in Ref. [26]. Measuring the red qubits (marked by 'a') at centre of each square results in a random graph state embedded in a square lattice.
covered by Else et al. in 1D as a quantum wire for perfect transmission of quantum information [27, 28], and subsequently strengthened for gate simulations in more generality [29-31]. For two dimensions, the universal quantum computation was only found to be possible on certain fixed-point SPT states $[26,32,33]$, as well as certain deformation around fixed points [17].

Among the above examples, Miller and Miyake proposed a state that possesses 2D SPT order and showed that it is a universal resource for MBQC [26]. It is named the Union-Jack state as it is defined on the structure shown in Fig. 1:

$$
\begin{equation*}
|\phi\rangle_{U J}=\prod_{\langle a, b, c\rangle} C C Z_{(a b c)} \bigotimes_{\text {all sites } i}|+\rangle_{i} \tag{2}
\end{equation*}
$$

where $C C Z \equiv|0\rangle\langle 0| \otimes \mathbb{1} \otimes \mathbb{1}+|1\rangle\langle 1| \otimes C Z$ is the control-control-Z gate and $\langle a, b, c\rangle$ denotes a triangle with vertices $a, b$ and $c$. The state has $\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetry, where each $\mathbb{Z}_{2}$ factor represents symmetry action (generated by spin flip) on all sites $a$, all sites $b$, or all sites


FIG. 2: Qubit triangular SPT state and demonstration of how network structure is lost.
$c$, respectively. Their proof of universality involves measuring the qubits at the center of each square (e.g. sites $a)$, which leads to a (random) graph state whose graph is embedded in a square lattice, with the edges being occupied or not depending on the neighboring measurement outcomes. A similar state can be constructed with the same definition on the triangular lattice, given in Fig. 2a, and will be referred to as the triangular SPT state, which was also constructed by Yoshida in Ref. [34]. Following Miller and Miyake, if we measure those qubits marked in red, as shown in Fig. 2a, the resultant state will become a random graph state on a honeycomb lattice. In particular, as two of the three adjacent plaquettes at a vertex junction will necessarily have the same outcome, this implies that the edge between them experiences no CZ action effectively. Thus, around each vertex there can be either two edges or no edge, and therefore we cannot obtain the network structure needed for universal MBQC, indicating that the qubit triangular SPT state may not be universal. In contrast, the measurements on the Union-Jack lattice result in random graphs on a square lattice and there can be zero, two or four edges occupied around a vertex, which turns out to be sufficient for the universality [26].

In this paper, we consider qudit SPT states on triangular lattices, defined in Eq. 3 below (and other 3-colorable lattices, including the Union Jack), and aim to explore their quantum computational universality. Continuing the reasoning above, for the physical entity being a qubit, there is only one kind of domain wall, i.e. between 0 and 1. If we use qudit, whose Hilbert space has dimensionality $d \geq 3$, there are more than one kind of domain walls. In the qudit triangular state, measuring all the qudits marked in red would lead us to some random graph-like state (with each edge representing $C Z$ raised to some power; see Eq. (13)) embedded in the honeycomb lattice. As we shall prove in Secs. III, the universality of qudit graph-like states depends on their graphical percolation property, in the same way as the qubit case [12,35]. From the percolation perspective, we can intuitively see why the larger $d$ will help. At each junction depending on measurement outcomes on the qudits located at the three
nearest hexagons, there are three scenarios: (i) no edge is occupied, as all three measurement outcomes are equal, and this occurs with probability $1 / d^{2}$; (ii) two edges are occupied with probability $3(d-1) / d^{2}$, when only two of the measurement outcomes are the same; (iii) three edges are occupied with probability $(d-1)(d-2) / d^{2}$, when all three outcomes are distinct. From this the average probability of one edge being present is $1-1 / d$. For $d=2$ this is 0.5 , below the edge percolation threshold of honeycomb lattice [36]; for $d \geq 3$ it is above the threshold, and approaches to unity as $d$ increases. This simple estimate therefore motivates us to study qudit triangular SPT state. But we remark that the use of the percolation threshold is only a crude estimate, as edge occupation is correlated and not independent of other edges. Numerical simulations will be needed to ascertain the percolation property; see Figs. 5 and 9 below.

As shown in Sec. III, our proof of universality for qudit SPT states relies on their reduction to qudit graphlike states. Here we make a distinction between graph states and graph-like states: for the former, each edge in the graph represents uniformly the action of a CZ gate, whereas for the latter, each edge can have different powers of the CZ gate, i.e. $C Z^{r}$, where $r$ is edge dependent. We also make similar distinction between cluster states and cluster-like states. To show qudit graph-like states are universal we need to establish graphical rules of how the graphs transform as some qudits are measured in the qudit Pauli bases and use them to reduce the graph-like states to cluster-like states (i.e. the latter graphs are regular lattices, such as the square lattice). Such rules have been studied in both the qubit case and the qudit case (see Refs. [37, 38]). We will give simple derivation for those rules that are needed for the reduction in Sec. III C. After the chain of reduction, we need to show that cluster-like states are indeed universal for quantum computation. The qudit cluster state (where the edges represent uniformly the qudit CZ gate) on the square lattice was shown by Zhou et al. [39] to be universal, by generalizing the qubit cluster-state formalism by Raussendorf, Browne and Briegel [2]. By further generalizing these results [2, 39], we can show that qudit cluster-like states are indeed universal. Although our proof only works for $d$ being prime, we do expect that they are universal for all $d$.

The remaining of the paper is organized as follows. In Sec. II we describe the construction of qudit triangular SPT states. The discussion of their symmetry properties is relegated to Appendices A and B. It applies to lattices or graphs that are 3 -colorable. In Sec. III we discuss the procedure we use to establish quantum computational universality of qudit SPT states. This section contains important ingredients, discussed above, including (i) the reduction, via local measurements, of qudit SPT states to qudit graph-like states; (ii) numerical results that confirm the required percolation properties of the random graphs; (iii) the reduction of qudit graph-like states to qudit cluster-like states; (iv) proof that cluster-
like states are universal. The details for (iii) are elaborated in Appendix C and the those for (iv) are described in Appendix D. In Sec. IV we summarize our results and discuss a few unresolved issues and possible future work.

## II. QUDIT TRIANGULAR SPT STATE

From now on we will be dealing with qudits only, and modulo $d$ arithmetic is used in most cases where $d$ is the dimension of Hilbert space for a single qudit. For convenience we will define $\varpi \equiv \exp (2 \pi i / d)$, and denote the computational basis by $\{|k\rangle\}$ with $k=0, \ldots, d-1$. We summarize some definitions for qudits in Table I. Unless stated otherwise, the summation over states is always from 0 to $d-1$. Measuring in the basis defined by unitary $U \in U(d)$ means measuring in the basis $\{U|k\rangle\}, k=0, \ldots, d-1$. The state of interest is defined on a triangular lattice (see Fig. 3a). For it to possess symmetry similar to the qubit Union-Jack state, we need to modify the entangling operation in the definition for the qudit case. With one qudit at each site in the state
 vertices of each upward triangle by $C C Z^{k}$ gate, and those on each downward triangle by $C C Z^{\dagger k}$ gate. We thus arrive at states [34]

$$
\begin{equation*}
\left|\phi_{k}\right\rangle_{T}=\prod_{\Delta(a, b, c)} C C Z_{(a b c)}^{k} \prod_{\nabla(d, e, f)} C C Z_{(d e f)}^{\dagger k} \bigotimes_{\text {site } i}|+\rangle_{i} \tag{3}
\end{equation*}
$$

where $\Delta(a, b, c)$ and $\nabla(d, e, f)$ denote the upward and downward triangles, respectively. The qudit CCZ gate is defined as

$$
\begin{equation*}
C C Z \equiv \sum_{m=0}^{d-1}|m\rangle\langle m| \otimes C Z^{m} \tag{4}
\end{equation*}
$$

and the qudit CZ gate is defined as

$$
\begin{equation*}
C Z \equiv \sum_{m=0}^{d-1}|m\rangle\langle m| \otimes Z^{m}=\sum_{m, q} \varpi^{m q}|m, q\rangle\langle m, q| \tag{5}
\end{equation*}
$$

The index $k$ can take value from 1 to $d-1$ and denotes certain nontrivial SPT classes and our treatment for universality holds for all $k \neq 0 \bmod d$ cases. To see the symmetry group $\mathbb{Z}_{d} \times \mathbb{Z}_{d} \times \mathbb{Z}_{d}$, we refer to the example in Fig. 3b. Two adjacent triangles are necessarily one upward and one downward. Without loss of generality we examine sites $a$. Neglecting all the rest of the state, this part shown in the figure has wavefunction:

$$
\begin{equation*}
|\psi\rangle=C C Z_{\left(a_{1} b c\right)}^{k} C C Z_{\left(a_{2} b c\right)}^{\dagger k} \ldots|+\rangle_{\left(a_{1} b c a_{2}\right)} \ldots \tag{6}
\end{equation*}
$$

where ... indicates other part of the state which can have entanglement with qudits $a_{1}, b, c$ and $a_{2}$. We make use of the following equation:

$$
\begin{gather*}
C C Z_{(a b c)}^{\dagger k} X_{a} C C Z_{(a b c)}^{k}=C Z_{(b c)}^{k} X_{a}  \tag{7}\\
C C Z_{(a b c)}^{k} X_{a} C C Z_{(a b c)}^{\dagger k}=C Z_{(b c)}^{\dagger k} X_{a} \tag{8}
\end{gather*}
$$

Operating $X_{a_{1}} \otimes X_{a_{2}}$ on the state therefore gives:

$$
\begin{align*}
X_{a_{1}} X_{a_{2}}|\psi\rangle & =\left[C C Z_{\left(a_{1} b c\right)}^{k} C C Z_{\left(a_{2} b c\right)}^{\dagger}\right] \times \\
& {\left[C Z_{(b c)}^{k} X_{a_{1}} C Z_{(b c)}^{\dagger k} X_{a_{2}}\right] \ldots|+\rangle_{\left(a_{1} b c a_{2}\right)} \ldots } \\
& =\left[C C Z_{\left(a_{1} b c\right)}^{k} C C Z_{\left(a_{2} b c\right)}^{\dagger k}\right] \ldots|+\rangle_{\left(a_{1} b c a_{2}\right)} \ldots \\
& =|\psi\rangle \tag{9}
\end{align*}
$$

where we have also used the fact $X \equiv \sum_{m=0}^{d-1}|m-1\rangle\langle m|$ and thus $X|+\rangle=|+\rangle$. If we extend the consideration to all sites, we can label each site by one of the labels $a, b, c$ such that the three vertices of each triangle are labelled by $(a, b, c)$. From the discussion above we thus see that acting $X^{m}$ on all sites with the same label is a symmetry, because each edge lies between an upward triangle and a downward triangle. $\left\{X^{m} \mid m=0,1, \ldots, d-1\right\}$ forms a $\mathbb{Z}_{d}$ group. As the $C C Z$ gate is symmetric in the three qudits involved, so the same symmetry holds for sublattice of $b$ or $c$ as well. The construction of our states follows the standard way of constructing SPT states in Ref. [33, 41], and is a symmetry-protected topologically non-trivial state. It can be defined on any 3-colorable graph composed of triangles, including Union-Jack lattice; the detail is described explicitly in Appendix A. The nontrivial SPT order for these states can be understood from the so-called decorated domain-wall (DDW) picture [42], which we review in Appendix B. In fact, the measurement of qudits marked red acts to freeze the states of the domain spins. The qudits on the domain walls therefore form $\mathbb{Z}_{d} \times \mathbb{Z}_{d}$ SPT states that decorate the domains.

## III. SHOWING UNIVERSALITY

Our goal is to test whether the qudit triangular SPT state can serve as a universal resource for MBQC. Following Ref. [26] we measure the red qudits in Fig. 3a, and examples of the outcomes on three adjacent plaquettes are shown in Figs. 3c \& 3d. It is worth mentioning what we mean when we say a measurement in a certain basis produces an outcome $a$ : after this measurement the measured qudit is projected onto the one basis state labelled by $a$, where $0 \leq a \leq d-1$. The measurement on all domain spins results in a random graph-like state embedded on the honeycomb lattice (for the triangular SPT state), which holds regardless of the index $k$ in Eq. 3 (as long as $k \neq 0$ ). In order to show that the graph-like states are universal for MBQC, we need to examine their graphical properties. There have been works $[10,35]$ that identified certain MBQC resource states by studying their percolation properties. Here we follow the same idea, and list the four steps in our approach.

1. Measure certain qudits on the triangular state in the computational basis, such that the remaining qudits form a honeycomb. Depending on the

| Object <br> Fourier transform basis | Definition |
| :---: | :---: |
|  | $\left\|+{ }_{j}\right\rangle=\frac{1}{\sqrt{d}} \sum_{k=0}^{d-1} \varpi^{j k}\|k\rangle$ |
|  | \|+ो $=\|+0\rangle$ |
| Generalized Pauli operators | $Z=\sum_{k=0}^{d-1} \varpi^{k}\|k\rangle\langle k\|$ |
|  | $X=\sum_{k=0}^{d-1}\|k-1\rangle\langle k\|$ |
| Fourier gate | $F=\frac{1}{\sqrt{d}} \sum_{j, k=0}^{d-1} \varpi^{j k}\|j\rangle\langle k\|=\sum_{k=0}^{d-1}\|+k\rangle\langle k\|$ <br> (in $d=2 F$ is the Hadamard gate) |
| Control-Z | $\begin{aligned} & C Z=\sum_{k=0}^{d-1}\|k\rangle\langle k\| \otimes Z^{k} \\ = & \sum_{k, l=0}^{d-1} \varpi^{k l}\|k\rangle\langle k\| \otimes\|l\rangle\langle l\| \end{aligned}$ |
| Generalized Control-Z | $\begin{array}{r} C Z^{q}=\sum_{k=0}^{d-1}\|k\rangle\langle k\| \otimes Z^{q k} \\ =\sum_{k, l=0}^{d-1} \varpi^{q k l}\|k\rangle\langle k\| \otimes\|l\rangle\langle l\| \end{array}$ |
| Control-Control-Z | $\begin{array}{r} C C Z=\sum_{k=0}^{d-1}\|k\rangle\langle k\| \otimes C Z^{k} \\ =\sum_{k, l, m=0}^{d-1} \varpi^{k l m}\|k\rangle\langle k\| \otimes\|l\rangle\langle l\| \otimes\|m\rangle\langle m\| \end{array}$ |
| Generalized Pauli group | $\mathcal{P}_{d}=\left\{\varpi^{a} X^{b} Z^{c} \mid a, b, c \in \mathbb{Z}_{d}\right\}$ |
| Mutually unbiased bases $\left\{\left\|a_{k}\right\rangle\right\}_{k=0}^{d-1}$ and $\left\{\left\|b_{k}\right\rangle\right\}_{k=0}^{d-1}$ | if $\left\|\left\langle a_{i} \mid b_{j}\right\rangle\right\|=1 / \sqrt{d}$ for all $i, j$ |

TABLE I: Definitions for states and operators in the qudit case; see e.g. Ref. [40].
outcome, the remaining qudits can be either connected to their neighbours by edges representing $C Z^{q}$ gates (where $q$ can take value from 1 to $d-1$ and can be different for different edges), or not connected.
2. Percolation property of the random subgraphs of the resulting honeycomb can be studied by numerical simulation.
3. Show that the random graph-like state formed after measurements can be converted by local measurements to a cluster-like state (where $C Z$ edges are replaced by general $C Z^{q}$ ). If the idea in Ref. [12] can be generalized to the qudit case, we will be able to make the connection between universality and percolation property of the graph.
4. The qudit cluster state where qudits are connected by $C Z$ gate is proved to be universal by Zhou et al [39]; we need to show that the cluster-like states with general $C Z^{q}$ gates work as well. That is, all possible 1-qudit gates and one imprimitive 2 -qudit gate can be realized on the cluster-like state.

## A. Probability of measurement outcomes

From the definition of our triangular SPT state Eq. (3) it is easy to see that all $d$ possible outcomes appear with the same probability $\frac{1}{d}$. Depending on the outcomes $m_{1}$ and $m_{2}$ for two adjacent measurements, the edge between them results in a $C Z^{m_{1}-m_{2}}$ gate entangling the two qudits on the ends of this edge, where $m_{1} / m_{2}$ together with the two remaining qudits forms an upward/downward triangle. It is clear that when $m_{1}-m_{2}=0$ qudits on the

(a) Green (upward)/orange (downward) triangles encircle three qudits entangled by $C C Z^{k} / C C Z^{\dagger k}$ gate.

(c) Three adjacent plaquettes for $d=3$, where two edges are present.
(b) The state used to demonstrate the symmetry action.

(d) Three adjacent plaquettes for $d=3$, where three edges are present.

FIG. 3: Qudit triangular SPT state and example result after measurements. Note that the edges at the boundary of (c) and (d) are just guide to the eye.
two ends will be disentangled. We can again use Fig. 3b to demonstrate this. Using Eq. (6) we see that:

$$
\begin{equation*}
\left(a_{1}\left\langle\left. m_{1}\right|_{a_{2}}\left\langle m_{2}\right|\right)|\psi\rangle_{a_{1} b c a_{2}}=\left(\frac{1}{\sqrt{d}}\right)^{4} \sum_{j, k} \varpi^{\left(m_{1}-m_{2}\right) j k}|j\rangle_{b}|k\rangle_{c}\right. \tag{10}
\end{equation*}
$$

The measurement hence projects the state to $C Z^{m_{1}-m_{2}}|+\rangle_{b}|+\rangle_{c}$.

## B. Simulation results

We will first describe our simulation procedure, and then present the numerical results on the percolation properties of the random graphs resulting from local measurements on all domain spins. We demonstrate that the resulting graphs are in the percolated phase (i.e. supercritical phase of percolation). This is further confirmed by a stability analysis. Our simulation procedure is given as follows, and illustrated in Fig. 4.

1. Generate random outcomes from $\{0,1, \ldots, d-1\}$ for each plaquette.
2. Determine whether the edge is filled from criterion $a-b \neq 0 \bmod d$.
3. Start filling the present edges; put them into existing trees if they are connected to previously filled edges. [43].
4. Search for a path connecting left boundary to right boundary, as well as one connecting top boundary to bottom boundary.
5. Repeat the steps above and record the probability for existence of both paths in Step 4, which we refer to as the percolation probability.


FIG. 4: A 'percolated' structure formed on a $5 \times 5$ honeycomb lattice, after obtaining random measured outcomes for $d=3$ on the plaquettes. Each filled edge is a $C Z$ or $C Z^{2}$ gate.

In Fig. 5 we present our simulated percolation probability for four different values of $d$. It is clear that probability grows as system size increases, and approaches 1 faster for larger values of $d$. We restrict to prime $d$; the reason will become clear later when we study qudit cluster-like state. To see if this percolation is stable, we delete all the edges independently with a fixed probability $p$, and test the connectivity again. We found that the


FIG. 5: Percolation probability as a function of linear system size $L$ for the honeycomb lattice (as a result of measuring certain sites in the triangular lattice). The turquoise (circled), black (crossed), red (plain) and blue (dotted) lines represent different prime $d$. For each $L$ the probability is calculated from 10000 randomly generated measurement outcome patterns. The percolation probability seems to approach unity exponentially fast in $L$.
percolation probability drops from close to 1 , to close to 0 , at some finite deleting probability $p$, as shown in Fig. 6. The transition becomes sharper as the system size grows. The existence of a phase transition [35] shows that our graphs are in the percolated phase, i.e. the supercritical phase of percolation.

## C. Reduction of random graph-like states to cluster-like states

In Refs. [10, 12], to show universality of random qubit graph states resulting from local generalized measurements on AKLT state, the crucial criterion hinges on the percolation property, and whether a graph is in the supercritical phase determines whether it can be converted to a coarse-grained cluster state (see also Ref. [35]). Although we have different random graph-like states, the same idea should apply provided we can establish similar rules for the qudit case. Let us first review the definitions for qudit graph state and its variation graph-like state. The qudit cluster state can be defined in a similar way as the qubit cluster state in Eq. (1), with definitions for $C Z$ gate and $|+\rangle$ given in Table I. If instead of on a regular lattice, the state is defined on a general graph with:

$$
\begin{equation*}
|\phi\rangle_{G}=\prod_{\langle a, b\rangle} C Z_{(a b)} \bigotimes_{\text {all sites } i}|+\rangle_{i} \tag{11}
\end{equation*}
$$

where $\langle a, b\rangle$ represents an edge in $G$ connecting vertices $a, b$, then it will be called a qudit graph state. Alternatively, it can also be defined through the stabilizer oper-



FIG. 6: Percolation probability as a function of probability of deleting each edge. The upper and lower figures are the cases $d=3$ and $d=5$ respectively. On each figure different lines represent different linear system sizes L. We used the histogram method mentioned in Ref. [43]. For each data point we generated 50 measurement outcome patterns (random graphs) and for each pattern 50 instances of deleting occupied edges were averaged.
ator for all sites:

$$
\begin{equation*}
X_{a}^{\dagger} \bigotimes_{b \in N b(a)} Z_{b}|\phi\rangle_{G}=|\phi\rangle_{G} \tag{12}
\end{equation*}
$$

where $N b(a)$ is the collection of neighbours of any site $a$. Note that in this expression $X^{\dagger}=X$ for qubit. The main difference between the qubit and qudit cases is that the operators $X$ and $Z$ are not Hermitian for qudit. Now we introduce the graph-like state given by:

$$
\begin{equation*}
|\phi\rangle_{G l}=\prod_{\langle a, b\rangle} C Z_{(a b)}^{r_{(a, b)}} \bigotimes_{\text {all sites } i}|+\rangle_{i} \tag{13}
\end{equation*}
$$

where for each edge $\langle a, b\rangle$ in graph $G$ we assign an integer $r_{(a, b)} \in\{1, \ldots, d-1\}$. The corresponding stabilizer definition is, for any site $a$,

$$
\begin{equation*}
X_{a}^{\dagger} \bigotimes_{b \in N b(a)} Z_{b}^{r_{(a, b)}}|\phi\rangle_{G l}=|\phi\rangle_{G l} \tag{14}
\end{equation*}
$$

where sites $a$ and $b$ are connected with a $C Z^{r_{(a, b)}}$ gate. In some previous studies the states we call graph-like states

(a)

(b)

(c)

FIG. 7: Rules of manipulating the graph state by local measurements. The diagrams to the left of the arrow represent the states prior to measurements and the measuring pattern, and the corresponding outcomes are on the right.
were termed graph states [38, 44-46] but here we make a distinction as remarked earlier. If the underlying graph is a regular lattice, we call the state a qudit cluster-like state.

For the reduction to work, we first present three rules of manipulating the graph-like state which are the qudit counterparts of the rules in Ref. [12]. By making measurements in some specific basis on qudits, we alter the form of the graph-like state we obtain from the first step. Note that the measurements will possibly introduce local unitary transformation on the qudits surrounding the measured ones. We are going to prove them explicitly for the cases shown in Fig. 7. General consideration can be found in Ref. [38] using the qudit stabilizer formalism. The state prior to any measurement is:

$$
\begin{equation*}
|\phi\rangle_{C}=\sum_{j_{a}, j_{b}, j_{c}}\left|j_{a}\right\rangle_{a}\left|j_{b}\right\rangle_{b}\left|j_{c}\right\rangle_{c}\left|\phi_{L}\left(j_{a}\right)\right\rangle\left|\phi_{R}\left(j_{c}\right)\right\rangle \varpi^{p j_{a} j_{b}+q j_{b} j_{c}}, \tag{15}
\end{equation*}
$$

where we use $\left|\phi_{L}\left(j_{a}\right)\right\rangle$ and $\left|\phi_{R}\left(j_{c}\right)\right\rangle$ to represent the states to the left and right of the three qudits, and ignore the overall normalization of $|\phi\rangle_{C}$. If we measure qudit $b$ in $Z$ basis with outcome $m$, then we obtain, up to overall normalization,

$$
\begin{equation*}
|\phi\rangle_{C}^{(1)}=\left(\sum_{j_{a}} \varpi^{m p j_{a}}\left|j_{a}\right\rangle_{a}\left|\phi_{L}\left(j_{a}\right)\right\rangle\right)\left(\sum_{j_{c}} \varpi^{m q j_{c}}\left|j_{c}\right\rangle_{c}\left|\phi_{R}\left(j_{c}\right)\right\rangle\right) \tag{16}
\end{equation*}
$$


$R$ and we need to examine the result of measuring qudit $b$ in $Z X^{k}$ basis for $k \neq 0 \bmod d$. We will not derive explicitly what the eigenstates of $Z X^{k}$ are, but use the result in Ref. [40], which states that the eigenstate of $Z X^{k}$ with eigenvalue $\varpi^{m}$ is given by:

$$
\begin{equation*}
\left|\psi_{k}^{m}\right\rangle=\frac{1}{\sqrt{d}} \sum_{l} \varpi^{\alpha_{l}}|l+m\rangle \tag{19}
\end{equation*}
$$

where $\alpha$ 's are integers defined by:

$$
\begin{equation*}
\alpha_{k+l}+l=\alpha_{l} . \tag{20}
\end{equation*}
$$

Now suppose there is a gate $C Z^{r}$ between qudits $a$ and $c$, and $r$ can be 0 if there is actually no gate present. The state after measurement on qudit $b$ with outcome $m$ in $Z X^{k}$ basis is:

$$
\begin{align*}
|\phi\rangle_{C}^{(3)} & =\frac{1}{\sqrt{d}} \sum_{j_{a}, j_{c}, l}\left|j_{a}\right\rangle_{a}\left|\phi_{L}\left(j_{a}\right)\right\rangle\left|j_{c}\right\rangle_{c}\left|\phi_{R}\left(j_{c}\right)\right\rangle \times \\
& \varpi^{-\alpha_{l}+p j_{a}(l+m)+q(l+m) j_{c}+r j_{a} j_{c}} . \tag{21}
\end{align*}
$$

Let us define $R=p j_{a}+q j_{c}$, and $f(R)=\frac{1}{\sqrt{d}} \sum_{l} \varpi^{-\alpha_{l}+l R}$ then we have:

$$
\begin{equation*}
\frac{1}{\sqrt{d}} \sum_{l} \varpi^{-\alpha_{l}+p j_{a}(l+m)+q(l+m) j_{c}}=\varpi^{m R} f(R) \tag{22}
\end{equation*}
$$

We can see from Eq. (20) that $f(R)$ obeys the recursive relation:

$$
\begin{align*}
f(R) & =\sum_{l} \varpi^{-\alpha_{l+k}-l+l R} \\
& =\varpi^{-k(R-1)} \sum_{l+k} \varpi^{-\alpha_{l+k}+(l+k)(R-1)} \\
& =\varpi^{-k(R-1)} f(R-1) . \tag{23}
\end{align*}
$$

Therefore $f(R)=\varpi^{-\frac{1}{2} k R(R-1)} f(0)$ where $f(0)$ is a constant dependent on $k$. Rearranging the above expression, we arrive at:

$$
\begin{align*}
|\phi\rangle_{C}^{(3)} & =\sum_{j_{a}, j_{c}}\left|j_{a}\right\rangle_{a}\left|\phi_{L}\left(j_{a}\right)\right\rangle\left|j_{c}\right\rangle_{c}\left|\phi_{R}\left(j_{c}\right)\right\rangle \times \\
& \varpi^{r j_{a} j_{c}} \varpi^{m R-\frac{1}{2} k R(R-1)} f(0) \\
& =\sum_{j_{a}, j_{c}}\left|j_{a}\right\rangle_{a}\left|\phi_{L}\left(j_{a}\right)\right\rangle\left|j_{c}\right\rangle_{c}\left|\phi_{R}\left(j_{c}\right)\right\rangle \varpi^{(r-k p q) j_{a} j_{c}} \times \\
& \varpi^{\left(m+\frac{k}{2}\right) p j_{a}-\frac{1}{2} k p^{2} j_{a}^{2}} \varpi^{\left(m+\frac{k}{2}\right) q j_{c}-\frac{1}{2} k q^{2} j_{c}^{2}} \tag{24}
\end{align*}
$$

This is effectively entangling qudits $a$ and $c$ by gate $C Z^{r-k p q}$, additionally with local unitary transformations $U_{a}$ on $a$ and $U_{c}$ on $c$ respectively, where

$$
\begin{align*}
U_{a} & =\sum_{j_{a}} \varpi^{\left(m+\frac{k}{2}\right) p j_{a}-\frac{1}{2} k p^{2} j_{a}^{2}}\left|j_{a}\right\rangle\left\langle j_{a}\right|  \tag{25}\\
U_{c} & =\sum_{j_{c}} \varpi^{\left(m+\frac{k}{2}\right) q j_{c}-\frac{1}{2} k q^{2} j_{c}^{2}}\left|j_{c}\right\rangle\left\langle j_{c}\right| . \tag{26}
\end{align*}
$$

If $r=0$ we can choose $k=-p^{-1} q^{-1}$ such that $a$ and $c$ are entangled by $C Z$, whereas if $r \neq 0$ we choose $k=r p^{-1} q^{-1}$ such that $a$ and $c$ are disentangled. We summarize the three rules in Table II.

We will now examine if this type of measurement can be utilized to convert the random graph state to clusterlike state. First let us review the qubit situation where $Y$ measurement is needed. There are two such situations, which we illustrate in Fig. 8: (i) when we need to reduce number of qubits on a segment by one; (ii) when there is a junction as shown. In the qudit equivalent of the former case, we have $r=0$, so we can choose $k=-p^{-1} q^{-1}$ such that the initially unentangled neighbours of the measured qudit will become entangled. For the case of the qudit junction, we choose $k=r p^{-1} q^{-1}$, and disentangle $a$ and $c$. Since initially $a-d$ and $c-d$ are unentangled, the result is that they are now entangled by $C Z^{-k p s}$ and $C Z^{-k q s}$, respectively. Therefore, with an appropriate choice of basis $Z X^{k}$ all the necessary converting rules in the qubit case also work in the qudit case. The reduction of qudit graph-like states (whose graphs are percolated) therefore follows the same procedure as that in Ref. [12], which we summarize in Appendix C.

We would like to mention that more general graphic rules for qubit measurement in $X$ and $Y$ bases, are proved using a local unitary that gives local complementation [37]. This has been generalized to graphic rules for qudit Clifford group operations in Ref. [38]. The rules we proved above explicitly are special cases of such operations, but those are all we need for the reduction.

## D. Qudit cluster-like states are universal

The qudit triangular SPT state after local measurements on one third of qudits is randomly reduced to a qudit graph-like state. We have done simulations showing that for sufficiently large system size, any such random graph is, with probability 1 , in the supercritical phase of percolation. Combining this and the qudit graphical rules of qudit Pauli measurement allows us to reduce the graph-like state to a qudit cluster-like state on a square lattice. This section focuses on the last step in our approach, that is to show the qudit cluster-like state is universal for MBQC. Brylinski and Brylinski [47] proved the theorem that to simulate all possible gates, one only needs to simulate all possible one-qudit gates and one imprimitive two-qudit gate. A two-qudit gate is defined as primitive if it maps any decomposable state to another decomposable state. It is equivalent to saying a primitive gate $V=S \otimes T$ or $V=(S \otimes T) P$ where $S$ and $T$ are one-qudit gates, and $P|x y\rangle=|y x\rangle$. Based on the aforementioned theorem, both qubit cluster state and qudit cluster state on the square lattice have been shown to be universal resource states [2, 39, 40].

However, the final state that we reduce to by local measurements from the qudit SPT state is not the qudit cluster state, but the qudit cluster-like state, where the
$C Z$ edges in the cluster state are replaced by general $C Z^{q}$ edges, where $q$ can take different values at different edges. Is the modified state still a universal resource? Some special cases in one dimension have been studied by Wang et al. [48]. First let us see how teleportation can be realized on this state. Then we proceed with the stabilizer approach in Ref. [2, 39], and show that their gates can also be realized with modifications on this state, provided that $d$ is prime.

We follow the procedure described by Hall [40] with slight modifications. Suppose we have two qudits entangled with each other by $C Z^{q}(1 \leq q \leq d-1)$ (see Fig. 22a) and the first one is prepared as some input $|i n\rangle=\sum_{k} a_{k}|k\rangle$.

$$
\begin{equation*}
|\phi\rangle=C Z^{q}|i n\rangle_{1}|+\rangle_{2}=\sum_{k} a_{k}|k\rangle_{1}\left|+_{q k}\right\rangle_{2} \tag{27}
\end{equation*}
$$

Now it is useful to look at two other types of gates. One is modified Fourier gate:

$$
\begin{equation*}
F_{q}=\sum_{k=0}^{d-1}\left|+_{q k}\right\rangle\langle k|, 1 \leq q \leq d-1 \tag{28}
\end{equation*}
$$

and the other is:

$$
\begin{equation*}
S_{q}=\sum_{k}|q k\rangle\langle k|, 1 \leq q \leq d-1 \tag{29}
\end{equation*}
$$

We see that for prime $d, S_{q}$ is a permutation of the computational basis for any $q$. When $d$ is not prime, however, $S_{q}$ projects to a smaller Hilbert space for some values of $q$. We also have $F_{q}=F S_{q}$. We measure the first qudit in the basis defined by $F_{q}^{\dagger}$, which is equivalent to applying $F_{q}$ gate and then measuring in computational basis.

$$
\begin{align*}
\left(F_{q} \otimes \mathbb{1}\right)|\phi\rangle & =\sum_{k} a_{k}\left|+{ }_{q k}\right\rangle_{1}\left|+{ }_{q k}\right\rangle_{2} \\
& =\frac{1}{\sqrt{d}} \sum_{j, k} a_{k} \varpi^{q j k}|j\rangle_{1}\left|+{ }_{q k}\right\rangle_{2} \\
& =\frac{1}{\sqrt{d}} \sum_{j}\left(\mathbb{1} \otimes X^{j} F_{q}\right)|j\rangle_{1} \sum_{k} a_{k}|k\rangle_{2} . \tag{30}
\end{align*}
$$

We thus observe that when $j$ is measured on the first qudit, the second qudit will be left in the state $X^{j} F_{q}|i n\rangle$. If we wish to recover the input information, we need $d$ to be prime. In our discussion we would henceforth focus on prime $d$ only. Similar to the realization of identity gate in Ref. [2], an identity up to some byproduct operators can be constructed on a three-qudit cluster-like state. Assuming the two edges are $C Z^{p}$ and $C Z^{q}$ respectively, as shown in Fig. 22b, applying the procedure first with basis defined by $F_{p}^{\dagger}$ (outcome $m$ ) and then with basis defined by $F_{q}^{\dagger}$ (outcome $n$ ) gives us:

$$
\begin{align*}
X^{n} F_{q} X^{m} F_{p}|i n\rangle & =X^{n} Z^{\dagger q m} F_{q} F_{p}|i n\rangle \\
& =X^{n} Z^{\dagger q m} S_{c}|i n\rangle \tag{31}
\end{align*}
$$

| State prior to <br> measurement | $\sum_{j_{a}, j_{b}, j_{c}}\left\|j_{a}\right\rangle_{a}\left\|j_{b}\right\rangle_{b}\left\|j_{c}\right\rangle_{c}\left\|\phi_{L}\left(j_{a}\right)\right\rangle\left\|\phi_{R}\left(j_{c}\right)\right\rangle$ <br> $\times \varpi^{p j_{a} j_{b}+q j_{b} j_{c}}$ |  | $\|\phi\rangle_{C}=\sum_{j_{a}, j_{b}, j_{c}}\left\|j_{a}\right\rangle_{a}\left\|j_{b}\right\rangle_{b}\left\|j_{c}\right\rangle_{c}\left\|\phi_{L}\left(j_{a}\right)\right\rangle$ <br> $\times\left\|\phi_{R}\left(j_{c}\right)\right\rangle \varpi^{p j_{a} j_{b}+q j_{b} j_{c}+r j_{a} j_{c}}$ |
| :--- | :---: | :---: | :---: |
| Measured qudit | $b$ | $a$ and $b$ | $b$ |
| Measurement basis | $Z$ | $X$ | $Z X^{k}$ |
| State after | $\left(\sum_{j_{a}} \varpi^{m p j_{a}}\left\|j_{a}\right\rangle_{a}\left\|\phi_{L}\left(j_{a}\right)\right\rangle\right)$ <br> measurement <br> $\times\left(\sum_{j_{c}} \varpi^{m q j_{c}}\left\|j_{c}\right\rangle_{c}\left\|\phi_{R}\left(j_{c}\right)\right\rangle\right)$ | $\sum_{j_{c}}\left\|j_{c}\right\rangle_{c}\left\|\phi_{L}\left(h\left(j_{c}\right)\right)\right\rangle\left\|\phi_{R}\left(j_{c}\right)\right\rangle$ <br> $\times \varpi^{-m h\left(j_{c}\right)}$ | $\sum_{j_{a}, j_{c}}\left\|j_{a}\right\rangle_{a}\left\|\phi_{L}\left(j_{a}\right)\right\rangle\left\|j_{c}\right\rangle_{c}\left\|\phi_{R}\left(j_{c}\right)\right\rangle \varpi^{(r-k p q) j_{a} j_{c}}$ <br> $\times \varpi^{\left(m+\frac{k}{2}\right) p j_{a}-\frac{1}{2} k p^{2} j_{a}^{2} \varpi^{\left(m+\frac{k}{2}\right) q j_{c}-\frac{1}{2} k q^{2} j_{c}^{2}}}$ <br> Graphical rule$\quad$ Fig. 7a |

TABLE II: Rules of different qudit measurements needed for coarse-graining.
where $F_{q} F_{p}=\sum_{k}\left|j_{k}\right\rangle\langle k|$, and $j_{k}$ is uniquely (in the case of prime $d$ ) determined by $q j_{k}+p k=0$. In this case we can find an integer $c$ between 1 and $d-1$ such that $q c+p=0$, which means that $F_{q} F_{p}$ is a permutation of computational basis $S_{c}$. If we include the permutations as another type of byproduct operator, we have realized identity. Similar gate constructions were also discussed in Ref. [48].

Now we will show that the qudit cluster-like state is universal from stabilizer approach. Our state satisfies the eigenvalue equations Eq. (14). Our proof proceeds in a way similar to that for the qudit cluster state [39]. First notice that our qudit cluster-like state state is:

$$
\begin{equation*}
|\phi\rangle_{C}=S \bigotimes_{\text {all sites } s}|+\rangle_{s} \tag{32}
\end{equation*}
$$

and $S$ is the product of all the entangling operations and is itself unitary:

$$
\begin{equation*}
S=\prod_{(a, b) \in E d g e s} C Z_{a b}^{q_{(a, b)}} \tag{33}
\end{equation*}
$$

On any site $a$ we have $X_{a}^{\dagger}|+\rangle_{a}=|+\rangle_{a}$, and therefore:

$$
\begin{equation*}
S X_{a}^{\dagger} S^{\dagger}|\phi\rangle_{C}=|\phi\rangle_{C} \tag{34}
\end{equation*}
$$

Making use of the following identities,

$$
\begin{align*}
C Z_{a b}^{q} X_{a}^{\dagger}\left(C Z_{a b}^{q}\right)^{\dagger} & =X_{a}^{\dagger} \otimes Z_{b}^{q}  \tag{35}\\
C Z_{a b}^{q} X_{b}^{\dagger}\left(C Z_{a b}^{q}\right)^{\dagger} & =Z_{a}^{q} \otimes X_{b}^{\dagger}  \tag{36}\\
C Z_{a b}^{q} X_{c}^{\dagger}\left(C Z_{a b}^{q}\right)^{\dagger} & =X_{c}^{\dagger}, c \neq a, b \tag{37}
\end{align*}
$$

we obtain the result $S X_{a}^{\dagger} S^{\dagger}=X_{a}^{\dagger} \bigotimes_{b \in N b(a)} Z_{b}^{q_{(a, b)}}$. Notice that in general an eigenvalue equation $O|\psi\rangle=\lambda|\psi\rangle$ does not imply $O^{\dagger}|\psi\rangle=\lambda^{*}|\psi\rangle$. However Eq. (14) still holds when the stabilizer is changed to its Hermitian conjugate, because we have $X_{a}|+\rangle_{a}=|+\rangle_{a}$ too.

Now we describe the computation scheme adopted in Ref. [2, 39]: to simulate a gate $g$, we first remove the unwanted qudits by measuring them in computational basis, and obtain the graph containing input section $C_{I}$, body section $C_{M}$, and output section $C_{O}$; input state is prepared on $C_{I}$; we then measure the $n$ qudits in $C_{I}$ in
$X$ basis, and measure all the qudits in $C_{M}$ according to a measurement pattern $M_{C_{M}}$, denoting all the outcomes by $\{s\}$; the $n$ qudits in $C_{O}$ will be in the input state after gate operation $U(g)$, subject to some byproduct operators. If we define projector $P_{M}^{\{s\}}$ as the operator that projects the qudits onto the states denoted by $\{s\}$ in the basis specified by $M$, the previous measuring process is then equivalent to acting on all qudits in $C_{I} \cup C_{M} \cup C_{O}$ with projectors $P_{M_{C_{I}}}^{\{s\}} P_{M_{C_{M}}}^{\{s\}}$.

Since we have replaced the $C Z$ gates with general $C Z^{q}$ gates, we need an altered version of Theorem 1 in Ref. [2] and Theorem 2 in Ref. [39]. Let us change the $X$ and $Z$ operators to some powers of themselves, add the new type of byproduct operator and prove the altered theorem.

Theorem. If the state $|\psi\rangle_{C(g)}=P_{M_{C_{M}}}^{\{s\}}|\phi\rangle_{C(g)}$ satisfies the following $2 n$ eigenvalue equations:

$$
\begin{align*}
X_{C_{I}, i}^{p_{i}}\left(U X_{i}^{q_{i}} U^{\dagger}\right)_{C_{O}}|\psi\rangle_{C(g)} & =\varpi^{-\lambda_{x, i}}|\psi\rangle_{C(g)}  \tag{38}\\
Z_{C_{I}, i}^{\dagger q_{i} r_{i}}\left(U Z_{i}^{p_{i} r_{i}} U^{\dagger}\right)_{C_{o}}|\psi\rangle_{C(g)} & =\varpi^{-\lambda_{z, i}}|\psi\rangle_{C(g)} \tag{39}
\end{align*}
$$

where $\lambda_{x, i}, \lambda_{z, i} \in \mathbb{Z}_{d}, 1 \leq p_{i}, q_{i}, r_{i} \leq d-1$ and $1 \leq i \leq n$, then the output state on $C_{O}$ will be:

$$
\begin{equation*}
\mid \psi(\text { out })\rangle=U U_{\Sigma}|\psi(\mathrm{in})\rangle \tag{40}
\end{equation*}
$$

where $U_{\Sigma}$ is given by:

$$
\begin{equation*}
U_{\Sigma}=\bigotimes_{i=1}^{n} Z_{i}^{-\left(s_{i} p_{i}+\lambda_{x, i}\right) q_{i}^{-1}} X_{i}^{\lambda_{z, i} p_{i}^{-1} r_{i}^{-1}} S_{q_{i} p_{i}^{-1}, i} \tag{41}
\end{equation*}
$$

Technically $U_{\Sigma}$ is not the byproduct operator because it is not in front of $U|\psi(\mathrm{in})\rangle$, but it is closely related. The proof closely follows that in Ref. [2, 39] with slight changes, so we present it in Appendix D 1. This theorem can then be utilized in proving realization of specific gates, which include a universal set of gates. In Ref. [39] the authors give a collection of gates from which all onequdit gates can be realized. We claim that all these gates, as well as an imprimitive two-qudit gate, can be simulated on our cluster-like state in a similar way and prove this in Appendix D 2. With this we have completed the proof that our qudit triangular SPT states are universal for MBQC if $d$ is a prime that is greater than 2 .


FIG. 9: Percolation probability as a function of linear system size for the square lattice (as a result of measuring certain sites in the Union-Jack lattice). The turquoise (circled), black (crossed), red (plain) and blue (dotted)
lines represent different prime $d$.

## IV. DISCUSSION

We have considered qudit SPT states that are protected by $\mathbb{Z}_{d} \times \mathbb{Z}_{d} \times \mathbb{Z}_{d}$ symmetry and shown that they are universal for prime $d>3$ on the triangular lattice. Our approach extends to other 3 -colorable lattices, including the Union-Jack lattice, on which the qubit SPT state by Miller and Miyake is universal. We have thus performed analysis and simulations on the qudit UnionJack SPT states and find that they are also universal, as expected. The simulation results for the percolation study are shown in Fig. 9.

We summarize that our approach in establishing the quantum computational universality for these qudit SPT states consists of a few steps: (i) reduction, via local measurements, of qudit SPT states to qudit graph-like states; (ii) showing the resultant graphs are in supercritical phase of percolation; (iii) reduction of these random graph-like states to qudit cluster-like states; and (iv)
showing that qudit cluster-like states are universal. Step (i) is consistent with the so-called decorated domain-wall picture, as the graph-like states are characterized by nontrivial $\mathbb{Z}_{d} \times \mathbb{Z}_{d}$ order (in terms of its second cohomology group). Step (ii) turns the problem of deciding the universality to the problem of percolation, but it relies on steps (iii) and (iv) to hold. Step (iii) has been previously studied in the context of qubit graph states, and we have generalized and shown it to hold in the qudit case as well. Step (iv) was studied previously in qubit and qudit graph states, but not for qudit graph-like states, where each edge of the graph represents action of CZ gate to some power (which is edge dependent). We show that the universality also holds for qudit cluster-like states.

We note that the results regarding qudit graph-like and cluster-like states are only proved for prime $d$, which may only be an issue in technicality and in particular, we have required the operator $S_{c}$ be full-rank for $c \in$ $\mathbb{Z}_{d}$. In Ref. [39] Zhou et al. showed that qudit cluster state is a MBQC universal resource for general $d$. It is thus interesting to extend our results to non-prime $d$, by establishing that these qudit-like cluster states are universal.

In Ref. [26] Miller and Miyake showed that the qubit Union-Jack state is universal even if one restricts the measurements to be in Pauli bases. It would be interesting to construct gates explicitly on the qudit triangular SPT states to see if whether they are also qudit Pauli universal. This may also shed light on the universality of the non-prime $d$ case. A more challenging question is to find some way to extend these particular states to some family of states [33], or even some entire 2D phases, as this has been achieved in one-dimensional SPT phases [30, 31].
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## Appendix A: SPT properties

In this section we will see that the triangular state is a non-trivial SPT state. A standard procedure of constructing SPT states given by Ref. [33, 34, 41] is:

$$
\begin{equation*}
|\phi\rangle_{S P T}=\left(\prod_{\Delta_{i}} U\left(\nu_{D}\right)^{s\left(\Delta_{i}\right)}\right) \bigotimes_{\text {site } j} \sum_{g \in G}|g\rangle_{j} \tag{A1}
\end{equation*}
$$

where we ignore some overall normalization. Here $\Delta_{i}$ is the $i$-th $(D-1)$-simplex, and $s\left(\Delta_{i}\right)$ is defined such that $s(\Delta)=-s\left(\Delta^{\prime}\right)$ for $\Delta$ and $\Delta^{\prime}$ sharing one $(D-2)$ simplex. The symmetry group is $G$, and states on each site are labelled by group elements $g \in G$. This gives a representation of $G$ : action of a group element $h$ on state $|g\rangle$ is $U_{h}|g\rangle=|h g\rangle . U\left(\nu_{D}\right)$ is a gate formed by $D$-cocycle acting on $D$ qudits:
$U\left(\nu_{D}\right)=\sum_{\left(g_{1}, \ldots, g_{D}\right) \in G^{D}} \nu_{D}\left(1, g_{1}, \ldots g_{D}\right)\left|g_{1}, \ldots, g_{D}\right\rangle\left\langle g_{1}, \ldots, g_{D}\right|$,
where $\quad \nu_{D}\left(1, g_{1}, \ldots g_{D}\right) \quad$ is a $D$-cocycle of $G$ : $\nu_{D}\left(1, g_{1}, \ldots g_{D}\right) \in \mathcal{Z}^{D}(G, U(1))$. Starting from symmetry $G=\mathbb{Z}_{d} \times \mathbb{Z}_{d} \times \mathbb{Z}_{d}$, we will construct a non-trivial SPT state $|\phi\rangle$. First we have the triangular lattice, and define $s$ to be +1 for upward triangles and -1 for downward triangles. More generally $s$ is determined by choosing the branching rules on the triangles [41]. If we assign an arrow to each edge of the triangles such that no complete loop is formed, then we have a branching structure. Next we choose values of $s$ for different triangle orientations given by the arrows. We label three sublattices $a, b$ and $c$ such that on each triangle we have $(a, b, c)$. We fix the rule that in any triangle, the vertex labelled $a$ will be attached to two outgoing edges; the vertex labelled $b$ will have one incoming edge and one outgoing edge; the vertex labelled by $c$ will have both edges incoming. As in Fig. 10, we have two orientations,
either one surrounded by the other type. We can define the counter-clockwise/clockwise orientation to have phase $+1 /-1$, which is the same rule as $+1 /-1$ for upward/downward triangles.


FIG. 10: Branching structure. Upward triangles have a counter-clockwise orientation and hence have $s=1$. Any triangle is next to three triangles of the opposite orientation.

One group element in $G$ can be labelled by $\left(g^{(1)}, g^{(2)}, g^{(3)}\right)$ where $g^{(n)} \in \mathbb{Z}_{d}$, which can then label the state on a site. Note that the Hilbert space on each site is enlarged from the physical $d$-dimensional to $d^{3}$ dimensional. Later we will show that our state with product ancillas and this state in the enlarged Hilbert space are in the same phase. Now we use a specific 3-cocycle:

$$
\begin{array}{r}
\nu_{3}\left(1, g_{a}, g_{b}, g_{c}\right)=\omega_{3}\left(g_{a}, g_{a}^{-1} g_{b}, g_{b}^{-1} g_{c}\right) \\
\omega_{3}\left(g_{1}, g_{2}, g_{3}\right)=\varpi^{k g_{1}^{(1)} g_{2}^{(2)} g_{3}^{(3)}} \tag{A4}
\end{array}
$$

where $k$ takes value from 0 to $d-1$, the case $k=0$ being trivial.

The constructed state is:
$\left|\phi_{k}\right\rangle=\left(\prod_{\text {triangle } i} \hat{\varpi}^{s_{i} k g_{a_{i}}^{(1)}\left(g_{b_{i}}-g_{a_{i}}\right)^{(2)}\left(g_{c_{i}}-g_{b_{i}}\right)^{(3)}}\right) \bigotimes_{\text {site } j} \sum_{g_{j} \in G}\left|g_{j}\right\rangle_{j}$,
where $s_{i}= \pm 1$ for upward/downward triangles, and $a_{i}, b_{i}, c_{i}$ are vertices of triangle $i$. Let us examine the phase given by an upward triangle:

$$
\begin{align*}
\Delta & =\hat{\varpi}^{k g_{a}^{(1)}\left(g_{b}-g_{a}\right)^{(2)}\left(g_{c}-g_{b}\right)^{(3)}} \\
& =\hat{\varpi}^{k g_{a}^{(1)} g_{b}^{(2)} g_{c}^{(3)}} \hat{\varpi}^{k\left[-g_{a}^{(1)} g_{b}^{(2)} g_{b}^{(3)}-g_{a}^{(1)} g_{a}^{(2)} g_{c}^{(3)}+g_{a}^{(1)} g_{a}^{(2)} g_{b}^{(3)}\right] .} \tag{A6}
\end{align*}
$$

By placing ^ on $\varpi$ we emphasize that it is an operator, for which the group element $g$ 's act diagonally on $\left|g_{j}\right\rangle$, inducing a phase factor. Similarly, on an adjacent downward triangle that shares vertices $a, b$, the term is:

$$
\begin{align*}
\nabla & =\hat{\omega}^{-k g_{a}^{(1)}\left(g_{b}-g_{a}\right)^{(2)}\left(g_{c^{\prime}}-g_{b}\right)^{(3)}} \\
& =\hat{\omega}^{-k g_{a}^{(1)} g_{b}^{(2)} g_{c^{\prime}}^{(3)}} \hat{\varpi}^{-k\left[-g_{a}^{(1)} g_{b}^{(2)} g_{b}^{(3)}-g_{a}^{(1)} g_{a}^{(2)} g_{c^{\prime}}^{(3)}+g_{a}^{(1)} g_{a}^{(2)} g_{b}^{(3)}\right]} . \tag{A7}
\end{align*}
$$

When multiplying together, the terms $\pm k\left(-g_{a}^{(1)} g_{b}^{(2)} g_{b}^{(3)}+\right.$ $g_{a}^{(1)} g_{a}^{(2)} g_{b}^{(3)}$ ) cancel. In the same way $-k g_{a}^{(1)} g_{a}^{(2)} g_{c}^{(3)}$ cancels with the term from a downward triangle sharing vertices $a, c$. We can do the same for the phase given by a
downward triangle. Therefore, the state we get is:

$$
\begin{equation*}
\left|\phi_{k}\right\rangle=\left(\prod_{\text {triangle } i} \hat{\varpi}^{s_{i} k g_{a_{i}}^{(1)} g_{b_{i}}^{(2)} g_{c_{i}}^{(3)}}\right) \bigotimes_{\text {site } j} \sum_{g_{j} \in G}\left|g_{j}\right\rangle_{j} . \tag{A8}
\end{equation*}
$$

If we interpret the state $\left|g_{j}\right\rangle$ on each site as formed by three qudits, as in Fig. 11):

$$
\begin{equation*}
\left|g_{j}\right\rangle_{j} \equiv\left|g_{j}^{(1)}, g_{j}^{(2)}, g_{j}^{(3)}\right\rangle_{j}=\left|g^{(1)}\right\rangle_{j, 1}\left|g^{(2)}\right\rangle_{j, 2}\left|g^{(3)}\right\rangle_{j, 3} \tag{A9}
\end{equation*}
$$

then we see that the constructed state can be written as:

$$
\begin{align*}
\left|\phi_{k}\right\rangle & =\left(\prod_{\text {triangle } i} \hat{\varpi}^{s_{i} k g_{a_{i}}^{(1)} g_{b_{i}}^{(2)} g_{c_{i}}^{(3)}}\right)\left(\bigotimes_{\text {site } j \in a} \sum_{g_{j}^{(1)} \in \mathbb{Z}_{d}}\left|g_{j}^{(1)}\right\rangle_{j, 1}\right) \\
& \times\left(\bigotimes_{\text {site } k \in b} \sum_{g_{k}^{(2)} \in \mathbb{Z}_{d}}\left|g_{k}^{(2)}\right\rangle_{k, 2}\right)\left(\bigotimes_{\text {site } l \in c} \sum_{g_{l}^{(3)} \in \mathbb{Z}_{d}}\left|g_{l}^{(3)}\right\rangle_{l, 3}\right) \\
& \times|+\ldots+\rangle \\
& =\left|\phi_{k}\right\rangle_{T}|+\ldots+\rangle, \tag{A10}
\end{align*}
$$

where we use $j \in a$ to denote site $j$ labelled by $a$. This state has been considered and generalized to higher dimensions in Ref. [34]. Here the triangular SPT state $|\phi\rangle_{T}$ (as in Eq. (3)) is defined on the the collection of qudits marked '(1)' on sites labelled $a$, marked '(2)' on sites labelled $b$ and marked '(3)' on sites labelled $c$. All the other qudits are in the state:

$$
\begin{align*}
|+\ldots+\rangle & \equiv\left(\bigotimes_{\text {site } j \in a}|+\rangle_{j, 2}|+\rangle_{j, 3}\right)\left(\bigotimes_{\text {site } k \in b}|+\rangle_{k, 1}|+\rangle_{k, 3}\right) \\
& \times\left(\bigotimes_{\text {site } l \in c}|+\rangle_{l, 1}|+\rangle_{l, 2}\right) . \tag{A11}
\end{align*}
$$

$|\phi\rangle$ is in a non-trivial topological phase protected by symmetry $\mathbb{Z}_{d} \times \mathbb{Z}_{d} \times \mathbb{Z}_{d}$. Here elements in each factor $\mathbb{Z}_{d}$ act on all sites simultaneously. Since $|+\ldots+\rangle$ is a trivial product state, our state $|\phi\rangle_{T}$ and the constructed state $|\phi\rangle$ fall in the same phase. To give a physical understanding of this construction, we discuss the decorated domain-wall picture in the next section.

## Appendix B: Decorated domain-wall SPTs

In this section we review the decorated domain-wall (DDW) construction of SPT phases [42] and then use this to demonstrate that our states have nontrivial SPT order.

## 1. Overview

Consider a $d$ dimensional bosonic system with a global symmetry given by a unitary on-site representation of


FIG. 11: Hilbert space of one qudit enlarged to contain three qudits. The triangular SPT state is defined on the blue ones (connected by lines), whereas the yellow qudits are in the $|+\rangle$ state.
a group $G$. SPT phases classified by group cohomology are in one-to-one correspondence with the elements of the cohomology group $H^{d+1}(G, U(1))$. Let us now focus on the case when the global symmetry can be written as a direct-product form of two groups:

$$
\begin{equation*}
G \cong Q \times K \tag{B1}
\end{equation*}
$$

The SPT phases for this symmetry group are still labeled by the elements of the cohomology group

$$
\begin{equation*}
H^{d+1}(Q \times K, U(1)) \tag{B2}
\end{equation*}
$$

We can now use the Künneth formula for group cohomology [42] to expand Eq. (B2) as

$$
\begin{align*}
H^{d+1}(Q \times K, U(1)) & \cong H^{d+1}\left(Q, H^{0}(K, U(1))\right) \\
& \times H^{d}\left(Q, H^{1}(K, U(1))\right) \\
& \vdots \\
& \times H^{1}\left(Q, H^{d}(K, U(1))\right) \\
& \times H^{0}\left(Q, H^{d+1}(K, U(1))\right) \tag{B3}
\end{align*}
$$

In other words, the SPT phases labeled by the elements of the group Eq. (B2) and hence SPT phases protected by $G$ can be written in terms of a collection of $d+2$ group elements of the smaller groups

$$
\begin{align*}
\alpha & \in H^{d+1}(Q \times K, U(1)) \\
& \equiv\left\{\alpha_{0}, \alpha_{1}, \ldots, \alpha_{d+1}\right\}  \tag{B4}\\
\alpha_{k} & \in H^{d+1-k}\left(Q, H^{k}(K, U(1))\right) \tag{B5}
\end{align*}
$$

Let us consider some special cases

- $\alpha=\left\{\alpha_{0}, 1,1, \ldots, 1\right\}$ : This class of SPT phases are labeled by

$$
\begin{equation*}
\alpha_{0} \in H^{d+1}\left(Q, H^{0}(K, U(1))\right) \cong H^{d+1}(Q, U(1)) \tag{B6}
\end{equation*}
$$

which are simply SPT phases protected by $Q$.

- $\alpha=\left\{1,1, \ldots, 1, \alpha_{d+1}\right\}$ : This class of SPT phases are labeled by

$$
\begin{equation*}
\alpha_{d+1} \in H^{0}\left(Q, H^{d+1}(K, U(1))\right) \cong H^{d+1}(K, U(1)) \tag{B7}
\end{equation*}
$$

which are simply SPT phases protected by $K$.


FIG. 12: Single domain.


FIG. 13: Two intersecting domains.


FIG. 14: Three intersecting domains.

- $\alpha=\left\{\alpha_{0}, 1, \ldots, 1, \alpha_{d+1}\right\}$ : This class of SPT phases are obtained by layering an SPT phase protected by $Q$ with an SPT phase protected by $K$.

The simplest decorated domain wall SPT phase corresponds to the case of $\alpha=\{1,1,1, \ldots, \varphi, 1\}$. This class of SPT phases are labeled by

$$
\begin{equation*}
\varphi \in H^{1}\left(Q, H^{d}(K, U(1))\right) \tag{B8}
\end{equation*}
$$

We will henceforth restrict our attention to these phases. The authors of Ref. [42] provide a nice physical interpretation of these phases in terms of domains of spins that transform under a representation of $Q$ decorated by
domain walls of $d-1$ dimensional SPT phases protected $K$.

To understand this better, let us first look at the meaning of $H^{1}\left(Q, H^{d}(K, U(1))\right)$. For the cases we are interested in i.e. when $Q$ does not act on $K$, this is simply the group of group homomorphisms,

$$
\begin{equation*}
\varphi: Q \rightarrow H^{d}(K, U(1)) \tag{B9}
\end{equation*}
$$

This means, that each $\varphi \in H^{1}\left(Q, H^{d}(K, U(1))\right)$ corresponds to a unique group homomorphism Eq. (B9). Note that the elements of the abelian group, $H^{d}(K, U(1))$ label the different $d-1$ dimensional SPT phases protected by $K$. This is precisely the information the authors of [42] use to construct ground state SPT wavefunction amplitudes. For each basis state $|q\rangle$ associated to a domain that transforms as a regular representation of $Q$, they decorate the boundary using a lower dimensional $K$ SPT phase corresponding to the image of $q$ under $\varphi$. In other words, the boundary of a domain $q$ is decorated by the SPT phase $\varphi(q)$ (see Fig. 12).

When two domains share a common boundary, the SPT phase associated to the domain-wall can be unambiguously fixed by specifying the orientation to the domain wall. In other words, the domain-wall between domains corresponding to $q_{a}$ and $q_{b}$ is decorated by the $\operatorname{SPT} \varphi\left(q_{a} q_{b}^{-1}\right)=\varphi\left(q_{a}\right)-\varphi\left(q_{b}\right)$ (see Fig. 13). Furthermore, a triple intersection of domain-walls reflects the group structure of the lower-dimensional SPT phases, labeled by $H^{d}(K, U(1))$, as shown in Fig. 14. The DDW wavefunction can be viewed as a superposition of networks (specified by the domain spin configuration) of lower-dimensional $K$-SPT phases. By measuring domain spins in the canonical basis of the regular representation, we leave behind intersecting domain-walls of lower-dimensional SPT phases, removing the superposition. We remark that this is the essence of the reduction from SPT states to graph-like states, considered in Sec. III A. In the next section, we focus on the specific case of our interest in 2 dimensions. We refer the reader to Ref. [42] for more details on the general construction.

## 2. Constructing $\mathbb{Z}_{d}^{3}$ DDW SPT ground states

We now focus exclusively on a 2D DDW SPT phase protected by $G=\mathbb{Z}_{d}^{3}$ with $Q=\mathbb{Z}_{d}$ and $K=\mathbb{Z}_{d}^{2}$, where $d$ is a prime number, and construct fixed-point wavefunctions. The data that classifies DDW phases for this group is $H^{1}\left(\mathbb{Z}_{d}, H^{2}\left(\mathbb{Z}_{d}^{2}, U(1)\right)\right)$. We will find that the non-trivial fixed-point wave functions we obtain using DDW picture in this section are precisely the ones we have been studying for universal quantum computation, thereby proving that the latter ones are indeed non-trivial SPT states.
a. $\mathbb{Z}_{d}^{2}$ SPT phases in $1 D$.

First, let us look at the lower dimensional SPT phases labeled by $H^{2}\left(\mathbb{Z}_{d}^{2}, U(1)\right)$ that are used to decorate the walls of the 2 d domains. Once again, using the Künneth formula, we find that

$$
\begin{equation*}
H^{2}\left(\mathbb{Z}_{d}^{2}, U(1)\right) \cong H^{1}\left(\mathbb{Z}_{d}, H^{1}\left(\mathbb{Z}_{d}, U(1)\right)\right) \tag{B10}
\end{equation*}
$$

and all other groups in the expansion are trivial. It is a remarkable fact that all 1D SPT phases protected by $\mathbb{Z}_{d}^{2}$ can themselves be represented as DDWs. Let us construct the wave functions for these SPT phases which we will later use to decorate 2 D domains with. $H^{1}\left(\mathbb{Z}_{d}, U(1)\right)$ is the group of one dimensional irreps of $\mathbb{Z}_{d}$, labeled as $\chi^{\alpha} . \mathbb{Z}_{d}$ is a group of order $d$, isomorphic to integers under addition modulo $d$ :

$$
\begin{equation*}
\mathbb{Z}_{d}=\{0,1, \ldots, d-1\} \tag{B11}
\end{equation*}
$$

The irreps of $\mathbb{Z}_{d}$ are generated using the $d^{t h}$ roots of unity:

$$
\begin{equation*}
\chi^{\alpha}(k)=e^{2 \pi i \alpha k / d}, \quad \alpha, k=1 \ldots d \tag{B12}
\end{equation*}
$$

The $d$ one-dimensional irreps of $\mathbb{Z}_{d}$ themselves also have a $\mathbb{Z}_{d}$ group structure:

$$
\begin{equation*}
\chi^{\alpha}(g) \chi^{\beta}(g) \cong \chi^{\alpha+\beta}(g) \tag{B13}
\end{equation*}
$$

In other words, $H^{1}\left(\mathbb{Z}_{d}, U(1)\right) \cong \mathbb{Z}_{d}$. Furthermore, $H^{1}\left(\mathbb{Z}_{d}, H^{1}\left(\mathbb{Z}_{d}, U(1)\right)\right)$ are the homomorphisms from $\mathbb{Z}_{d}$ to the irreps of $\mathbb{Z}_{d}$,

$$
\begin{equation*}
\xi: \mathbb{Z}_{d} \rightarrow H^{1}\left(\mathbb{Z}_{d}, U(1)\right) \tag{B14}
\end{equation*}
$$

which labels distinct ways of associating a $\mathbb{Z}_{d}$ irrep to each $\mathbb{Z}_{d}$ element. There are $d$ ways of doing this which we will label by $\xi_{0}, \ldots, \xi_{d-1}$

$$
\begin{array}{r}
\xi_{s}: m \rightarrow \chi^{m s}(k)=e^{2 \pi i m s k / d} \\
s, m, k=0 \ldots d-1 \tag{B15}
\end{array}
$$

This means that there are $d$ SPT phases $(d-1$ nontrivial ones) in 1D protected by $\mathbb{Z}_{d}^{2}$. These SPT phases themselves have a $\mathbb{Z}_{d}$ structure and we shall label them by $s=0,1, \ldots, d-1$ and are specified by how we associate $\mathbb{Z}_{d}$ irreps to $\mathbb{Z}_{d}$ domain walls.

To write fixed-point wave functions, let us consider a 1D lattice with domains (edges) and domain walls (vertices) that both transform as $d$ dimensional regular representations of $\mathbb{Z}_{d}$ as shown in Fig. 15, with orientations of the domain wall specified by the arrows in the figure. A non-trivial SPT wavefunction, $\left|\psi_{s}\right\rangle$ is obtained by op-


FIG. 15: 1D DDW state.
erating a trivial SPT wavefunction $\left|\psi_{0}\right\rangle$ with a diagonal
operator $\mathcal{W}_{s}$ which cannot be written as a symmetric finite depth unitary quantum circuit.

$$
\begin{gather*}
\left|\psi_{s}\right\rangle=\mathcal{W}^{s}\left|\psi_{0}\right\rangle  \tag{B16}\\
\left|\psi_{0}\right\rangle=\prod_{e=1}^{\text {edges }} \frac{1}{\sqrt{d}} \sum_{\alpha=0}^{d-1}|\alpha\rangle_{e} \prod_{v=1}^{\text {vertices }} \frac{1}{\sqrt{d}} \sum_{\beta=0}^{d-1}|\beta\rangle_{v}  \tag{B17}\\
\mathcal{W}^{s}=\prod_{e=1(l, r \in \partial e)}^{\text {domains }} \sum_{\alpha, \beta, \gamma=1}^{d}\left[\chi^{\alpha s}(\beta)\right]^{\theta(l)}\left[\chi^{\alpha s}(\gamma)\right]^{\theta(r)} \\
|\alpha\rangle\left\langle\left.\alpha\right|_{e} \mid \beta\right\rangle\left\langle\left.\beta\right|_{l} \mid \gamma\right\rangle\left\langle\left.\gamma\right|_{r}\right. \tag{B18}
\end{gather*}
$$

Note that for each domain, we assign orientation to the boundary of the domain as $\theta= \pm 1$ if the arrow is pointing towards or away from the center of the domain. An example of the wave function amplitude is shown in Fig. 16. We have colored domain qudits with black and domain wall qudits with red. Note that we can rewrite $\mathcal{W}_{s}$ using


FIG. 16: A single domain of 1D DDW state.
a controlled two-qudit operator

$$
\begin{align*}
\mathcal{W}^{s} & =\prod_{e=1(l, r \in \partial e)}^{\text {edges }}\left[C Z^{s}\right]_{e l}^{\theta(l)}\left[C Z^{s}\right]_{e r}^{\theta(r)} \\
& =\prod_{e=1(l, r \in \partial e)}^{\text {edges }}\left[[C Z]_{e l}^{\theta(l)}[C Z]_{e r}^{\theta(r)}\right]^{s}  \tag{B19}\\
C Z_{a b} & =\sum_{\alpha=0}^{d-1}|\alpha\rangle\left\langle\left.\alpha\right|_{a} \sum_{\beta=0}^{d-1} e^{2 \pi i \alpha \beta / d} \mid \beta\right\rangle\left\langle\left.\beta\right|_{b},\right. \\
& =\sum_{\alpha=0}^{d-1}|\alpha\rangle\left\langle\left.\alpha\right|_{a} Z_{b}^{\alpha}\right.  \tag{B20}\\
Z & =\sum_{\beta=0}^{d-1} e^{2 \pi i \beta / d}|\beta\rangle\langle\beta| . \tag{B21}
\end{align*}
$$

Note that, for $\mathbb{Z}_{d=2}$, we get the well-known onedimensional cluster state with this construction [42, 49].

## b. $\mathbb{Z}_{d}^{3} D D W$ in $2 D$.

Let us now finally construct the $\mathbb{Z}_{d}^{3}$ DDW SPT states. These are labeled by elements of $H^{1}\left(\mathbb{Z}_{d}, H^{2}\left(\mathbb{Z}_{d}^{2}, U(1)\right)\right)$. These are the homomorphisms of $\mathbb{Z}_{d}$ to the group of $d$ $1 \mathrm{D} \mathbb{Z}_{d}^{2}$ SPT phases,

$$
\begin{equation*}
\varphi: \mathbb{Z}_{d} \rightarrow H^{2}\left(\mathbb{Z}_{d}^{2}, U(1)\right) \tag{B22}
\end{equation*}
$$

This is again formally the group of homomorphisms $\mathbb{Z}_{d} \rightarrow$ $\mathbb{Z}_{d}$ and hence, there are again $d$ ways of doing this,

$$
\begin{equation*}
\varphi_{k}: s \rightarrow k s, \quad k, s=0, \ldots, d-1 \tag{B23}
\end{equation*}
$$

This means that there are $d$ DDW SPT phases (d-1 nontrivial ones) labeled $k=0, \ldots, d-1$. Let us build fixedpoint wave functions for them. We work with a 2 D trivalent lattice and place $\mathbb{Z}_{d}$ regular representations on all faces (domains) and vertices. We can also fix orientations of all domain boundaries arbitrarily. Let us choose the honeycomb lattice and the orientation shown in Fig. 17 to eventually match up with the state considered.


FIG. 17: 2D DDW state.


FIG. 18: Orientation rules for 1D domain walls.
The SPT wave function labeled by $k=0 \ldots d-1$ is obtained again by operating the trivial state with a diagonal operator $\mathcal{U}_{k}$ that cannot be written as a finite depth $\mathbb{Z}_{d}^{3}$ symmetric circuit, where

$$
\begin{align*}
\left|\psi_{k}\right\rangle & =\mathcal{U}^{k}\left|\psi_{0}\right\rangle  \tag{B24}\\
\left|\psi_{0}\right\rangle & =\prod_{f=1}^{\text {faces }} \frac{1}{\sqrt{d}} \sum_{\alpha=0}^{d-1}|\alpha\rangle_{f} \prod_{v=1}^{\text {vertices }} \frac{1}{\sqrt{d}} \sum_{\beta=0}^{d-1}|\beta\rangle_{v}  \tag{B25}\\
\mathcal{U}^{k} & =\prod_{f=1}^{\text {faces }} \sum_{\alpha=0}^{d-1}|\alpha\rangle\left\langle\left.\alpha\right|_{f} \mathcal{W}_{\partial f}^{\varphi_{k}(\alpha)}\right. \\
& =\prod_{d=1}^{\text {faces }} \sum_{\alpha=0}^{d-1}|\alpha\rangle\left\langle\left.\alpha\right|_{f} \mathcal{W}_{\partial f}^{k \alpha}\right. \\
& =\prod_{d=1}^{\text {faces }}\left[\sum_{\alpha=0}^{d-1}|\alpha\rangle\left\langle\left.\alpha\right|_{f} \mathcal{W}_{\partial f}^{\alpha}\right]^{k}\right. \tag{B26}
\end{align*}
$$

and $\mathcal{W}_{s}$ is as defined before. Note that the orientations, $\theta$ in the 1D DDW that is required to specify $\mathcal{W}^{s}$ is inherited from that of the orientation of the 2 D domain walls by assigning a consistent rule. We use a simple "towards green $\Longrightarrow$ towards black" rule demonstrated in Fig. 18

Using the orientation in Fig. 17, and the rule specified in Fig. 18, we can write $\mathcal{U}^{k}$ as follows using the three qudit controlled operators:

$$
\begin{align*}
\mathcal{U}^{k} & =\prod_{\triangle} C C Z^{k} \prod_{\nabla} C C Z^{-k}  \tag{B27}\\
C C Z & =\sum_{i=0}^{d-1}|i\rangle\langle i| C Z^{i} \tag{B28}
\end{align*}
$$

It is now clear that the states we constructed in Sec. II are $\left|\psi_{k}\right\rangle=\mathcal{U}^{k}\left|\psi_{0}\right\rangle$. The upper and lower triangles are obtained by connecting 'boundary' vertices (black and red dots) of hexagons to the centers.

## Appendix C: Reduction of random graph

After measuring qudits marked red on the triangular SPT state, as described in Sec. III A, we obtain different random graph-like states depending on the measurement outcomes. Their percolation properties were studied in Sec. IIIB. Here we include several examples in Fig. 19, which demonstrate that the network connection indeed improves for larger values of $d$. Note that in the $d=2$ case no junction of three edges is present and hence paths connecting top and bottom and paths connecting left and right cannot both exist.

Based on the rules we describe in Sec. III C, one is able to convert a random planar graph state to a qudit cluster-like state on a square lattice. The detailed converting procedure is given in Ref. [12], and here we summarize it for completeness. For a graph in the percolated phase, we can always find a path connecting from top to bottom and another connecting from left to right in a $l \times l$ square with sufficiently large $l$. The number of such paths is macroscopic [35]. Therefore, the network structure in Fig. 20a is present in our random graph state, which we can obtain by measuring the other unwanted qudits in $Z$ basis. The ideal structure would be single wires joint together with T-shaped junctions. However, measuring the unwanted qudits cannot remove the excessive entangling edges between the remaining qudits. Now the following three step are taken to convert this net to the qudit cluster-like state on a square lattice, illustrated in Fig. 20.

## 1. Clean the unwanted edges.

This step converts structure in Fig. 20a to the graph in Fig. 20b. The excessive edges are divided into two types: at a junction and within a wire. Junction is of some general T-shape but can have extra edges attached to it. Wire is the chain of qudits between two junctions. For each wire, we can


FIG. 19: Examples of connected structure for the random graph-like state generated after measurements. The top figures are embedded in honeycomb after measuring triangular SPT state, for $d=2,3,5$ respectively. The bottom figures are embedded in square after measuring Union-Jack state.
start from left junction and move to the rightmost neighbour one by one, each time measuring all qudits between them in $Z$ basis. For each junction, to which three wires $W_{l}$ (left), $W_{r}$ (right) and $W_{c}$ (center) are attached, we label the excessive edges between any two wires by $E_{l r}, E_{l c}$ and $E_{r c}$. We then find the qudit in, for example $W_{c}$, that is the furthest from junction and connected to an excessive edge; and we measure the qudits between that one and the junction in $Z$ basis. This leads to three types, each of which can be dealt with, illustrated in Fig. 21.
2. Reduce each ring-shaped four-leg junction to onequdit crossing.
This takes Fig. 20b to Fig. 20c by merging one of the four T-shaped junctions with the others one by one. First we take junctions 1 and 4, which are not nearest neighbours, and measure the qudits between them in $Z$ basis. Then we measure the qudits between junction 1 and 2 in $Y$ (in our case $Z X^{k}$ ) basis until there is one left unmeasured. From this the chain is shortened but the connection between 1 and 2 is maintained. Then we measure the qudit in between them and qudit 2 in $X$ basis, merging 1 and 2. Repeating this we can merge 1 and $3,4$. The ring structure now becomes a four-leg crossing.
3. Shorten the distance between adjacent crossings. By this we arrive at Fig. 20d. Similar to the last step, the qudits between any two crossings can be measured either in $Y$ (in our case $Z X^{k}$ ) basis or $X$ basis (where two adjacent ones are measured together), until all qudits at crossing are nearest neighbours to another four qudits at crossing. This gives the square structure.

Note that in the whole process each edge could be any one from the $d-1$ possible entangling gates, and the final product is a cluster-like state instead of the cluster state. We remark that for our random graph embedded in a honeycomb lattice, the first step can be omitted. We can always select out the desired network structure without excessive edges. Also we should emphasize that even though measurements in $Z X^{k}$ basis and in $Y$ basis are slightly different, the two rules needed are still valid, demonstrated in Fig. 8.

## Appendix D: Qudit cluster-like states

## 1. Proof of the theorem

Following the proof in Ref. [2, 39], we first look at the case where the input state is an eigenstate of

(a) The network structure obtained by finding a path through in sufficiently large regions.

(c) The structure after merging the junctions on each ring.

(b) The structure after removing all excessive edges.

(d) The square structure we need.

FIG. 20: The steps of converting a random graph state to a cluster-like state on a square.
$Z_{1}, Z_{2}, \ldots, Z_{n}$ labelled by $Z$-measurement outcomes $\{t\}$, which can be written as:

$$
\begin{equation*}
\mid \psi(\text { in })\rangle_{C_{I}}=(\sqrt{d})^{n} P_{M_{C_{I}}^{\prime}}^{\{t\}}|+\rangle_{C_{I}} \tag{D1}
\end{equation*}
$$

where the basis for preparation $M_{C_{I}}^{\prime}=\left\{Z_{i}, i \in C_{I}\right\}$ differs from measurement basis $M_{C_{I}}=\left\{X_{i}, i \in C_{I}\right\}$. Then we have:

$$
\begin{equation*}
\left(\prod_{i}\left|s_{i}\right\rangle\right)_{C_{I} \cup C_{M}}|\psi(\mathrm{out})\rangle_{C_{O}} \propto P_{M_{C_{I}}}^{\{s\}} P_{M_{C_{I}}^{\prime}}^{\{t\}}|\psi\rangle_{C(g)} \tag{D2}
\end{equation*}
$$

where $\mid($ out $)\rangle$ is a normalized state. With $P_{M_{C_{I}}}^{\{s\}} P_{M_{C_{I}}^{\prime}}^{\{t\}}$ acting on both sides of Eqs. $(38,39)$, we get:

$$
\begin{align*}
\left.\left(U X_{i}^{q_{i}} U^{\dagger}\right)_{C_{O}} \mid \tilde{\psi}(\text { out })\right\rangle_{C_{O}} & \left.=\varpi^{-p_{i} s_{i}-\lambda_{x, i}} \mid \psi(\text { out })\right\rangle_{C_{O}}  \tag{D3}\\
\left.\left(U Z_{i}^{p_{i} r_{i}} U^{\dagger}\right)_{C_{O}} \mid \psi(\text { out })\right\rangle_{C_{O}} & \left.=\varpi^{q_{i} r_{i} t_{i}-\lambda_{z, i}} \mid \psi(\text { out })\right\rangle_{C_{O}}, \tag{D8}
\end{align*}
$$

where $\mid \tilde{\psi}$ (out) $\rangle$ is the output resulting from a different input state:

$$
\begin{equation*}
|\tilde{\psi}(\mathrm{in})\rangle=X_{i}^{\dagger p_{i}}|\{t\}\rangle \tag{D5}
\end{equation*}
$$

i.e. $\mid \tilde{\psi}($ in $)\rangle$ is the input state specified by $\{\tilde{t}\}=\left\{\ldots, t_{i}+\right.$ $\left.p_{i}, \ldots\right\}$, all other elements the same as those in $\{t\}$. $P_{M_{C_{I}}}^{\{s\}} P_{M_{C_{I}}}^{\{t\}}|\psi\rangle_{C(g)}$ is not zero as a consequence of $X$ and $Z$ bases being mutually unbiased. We then need the commutation relations between $S_{c}$ and $X, Z$ [40]:

$$
\begin{equation*}
S_{c} X=X^{c} S_{c}, S_{c} Z=Z^{c^{-1}} S_{c} \tag{D6}
\end{equation*}
$$


(a) Diagram of a wire. The qudits that are to be measured in $Z$ basis are marked.

(c) $W_{c}$ is attached to two adjacent qudits on $W_{l} \cup$ $W_{r}$. The one marked is to be measured in $Z X^{k}$ basis with chosen $k$, explained in Sec. III C.
(b) $W_{c}$ is attached to only one qudit on $W_{l} \cup W_{r}$ : this junction is already T shaped.

(d) $W_{c}$ is attached to at least two qudits on $W_{l} \cup W_{r}$, with one or more qudit between the two that may be attached to $W_{c}$ : measure in $Z$ basis all the qudits between the two outmost connections with $W_{c}$.

FIG. 21: Rules for removing excessive edges, where (b), (c), (d) are the three types of junction with excessive edges between $W_{l}$ and $W_{r}$ omitted.

We see that Eq. (D4) is an eigenvalue equation of operator $\left(U Z_{i}^{p_{i} r_{i}} U^{\dagger}\right)$, with eigenvalue $\varpi^{q_{i} r_{i} t_{i}-\lambda_{z, i}}$. There are $n$ of these equations labelled by $i$. The solution is therefore:

$$
\begin{equation*}
\left.\mid \psi(\text { out })\rangle=e^{i \delta(t)} U\left(\bigotimes_{i} X_{i}^{\lambda_{z, i} p_{i}^{-1} r_{i}^{-1}} S_{q_{i} p_{i}^{-1}, i}\right) \mid \psi(\text { in })\right\rangle \tag{D7}
\end{equation*}
$$

with $e^{i \delta(t)}$ being an arbitrary phase factor which may depend on $\{t\}$. Since $\{t\}$ is not specified, this equation applies to the input state defined by $\{\tilde{t}\}$ as well:

$$
\left.\mid \tilde{\psi}(\text { out })\rangle=e^{i \delta(\tilde{t})} U\left(\bigotimes_{i} X_{i}^{\lambda_{z, i} p_{i}^{-1} r_{i}^{-1}} S_{q_{i} p_{i}^{-1}, i}\right) \mid \tilde{\psi}(\text { in })\right\rangle
$$

Substituting Eqs. D7 and D8 into Eq. D3, we obtain:

$$
\begin{equation*}
e^{i \delta(\tilde{t})}=e^{i \delta(t)} \varpi^{-s_{i} p_{i}-\lambda_{x, i}} \tag{D4}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\delta(\tilde{t})-\delta(t)=\frac{2 \pi}{d}\left(-s_{i} p_{i}-\lambda_{x, i}\right) \tag{D10}
\end{equation*}
$$

for $\{\tilde{t}\}=\left\{\ldots, t_{i}+p_{i}, \ldots\right\}$. We could get this phase difference by adding $Z_{i}$ operator into the solution:

$$
\begin{align*}
\mid \psi(\text { out })\rangle & =e^{i \delta^{\prime}(t)} U Z_{i}^{-\left(s_{i} p_{i}+\lambda_{x, i}\right) q_{i}^{-1}} \times \\
& \left.\left(\bigotimes_{k} X_{k}^{\lambda_{z, k} p_{k}^{-1} r_{k}^{-1}} S_{q_{k} p_{k}^{-1}, k}\right) \mid \psi(\text { in })\right\rangle \tag{D11}
\end{align*}
$$

where $\delta^{\prime}(t)$ now has no $t_{i}$ dependence. For each $i$ from 1 to $n$, Eq. D10 holds so we can put in $Z_{i}$ operator for each $i$. In the end we get:

$$
\begin{align*}
& \mid \psi(\text { out })\rangle=e^{i \eta} U \times \\
& \left(\bigotimes_{i} Z_{i}^{-\left(s_{i} p_{i}+\lambda_{x, i}\right) q_{i}^{-1}} X_{i}^{\lambda_{z, i} p_{i}^{-1} r_{i}^{-1}} S_{q_{i} p_{i}^{-1}, i}\right)|\psi(\mathrm{in})\rangle \tag{D12}
\end{align*}
$$

where $\eta$ does not depend on any of the $t_{i}$ 's. Therefore we can define the unimportant global phase to be 1 , and prove the theorem. Alternatively, one can employ the trick of considering another input state $\bigotimes_{i=1}^{n}|+\rangle_{i}$ and use linearity to relate its phase of output state $e^{i \chi}$ to the phase $e^{i \eta(t)}$ of the output resulting from input labelled by $\{t\}$. To satisfy this one obtain $e^{i \chi}=\frac{1}{d^{n}} \sum_{t} e^{i \eta(t)}[2,39]$. In the next section we are going to use this theorem and realize various types of gates.

## 2. Realization of gates

Having established the theorem, we will see how it can be utilized to prove realization of some gates. The goal is to realize the complete collection of one-qudit gates, and one imprimitive two-qudit gate. We then closely follow the procedure in Ref. [39] and see how their measurement patterns still hold in our case. In short, to simulate all one-qudit gates we need to realize gates of the form:

$$
\begin{array}{r}
Z^{\alpha}(m)=\sum_{n}|n\rangle \varpi^{\alpha\left(n+m_{n} d\right)}\langle n|, \alpha \in \mathbb{R} \\
X^{\alpha}(m)=\sum_{n}\left|+{ }_{n}\right\rangle \varpi^{\alpha\left(n+m_{n} d\right)}\left\langle+_{n}\right|, \alpha \in \mathbb{R}, \tag{D14}
\end{array}
$$

where $m$ is a collection of $d$ integers; and four types of Clifford group elements. We merge their first type and third type to one, and review the definitions below. The first type is:

$$
\begin{array}{r}
U^{(1 n)} Z U^{(1 n) \dagger}=\varpi^{-n(d-1) / 2} Z X^{n} \\
U^{(1 n)} X U^{(1 n) \dagger}=X . \tag{D16}
\end{array}
$$

With $n=1$ it recovers the third type in Ref. [39]. The second type is:

$$
\begin{array}{r}
U^{(n 1)} Z U^{(n 1) \dagger}=\varpi^{-n(d-1) / 2} Z^{n} X \\
U^{(n 1)} X U^{(n 1) \dagger}=Z^{\dagger} . \tag{D18}
\end{array}
$$

The last one is:

$$
\begin{array}{r}
W Z W^{\dagger}=Z \\
W X W^{\dagger}=\varpi^{-(d-1) / 2} Z X \tag{D20}
\end{array}
$$

We will see that on a linear cluster-like state of five qudits or six qudits these gates can be realized. We then give

(a) Can realize teleportation.

(b) Can realize identity.

(c) Can realize $X^{\alpha}(m)$, and two types of Clifford group elements.

(d) Can realize one type of Clifford group elements.

(e) Can realize an imprimitive 2-qudit gate.

FIG. 22: Qudit cluster-like states that can realize various gates up to byproduct operators. Each edge is labelled with the gate that entangles the neighboring qudits.
an example of an imprimitive two-qudit gate realized on a six-qudit cluster-like state.

Let us first examine a cluster-like state of five qudits, as shown in Fig. 22c. Eq. (14) holds for each of the five sites:

$$
\begin{align*}
X_{1}^{\dagger} Z_{2}^{q_{1}}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D21}\\
Z_{1}^{q_{1}} X_{2}^{\dagger} Z_{3}^{q_{2}}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D22}\\
Z_{2}^{q_{2}} X_{3}^{\dagger} Z_{4}^{q_{3}}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D23}\\
Z_{3}^{q_{3}} X_{4}^{\dagger} Z_{5}^{q_{4}}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D24}\\
Z_{4}^{q_{4}} X_{5}^{\dagger}|\phi\rangle_{C} & =|\phi\rangle_{C} . \tag{D25}
\end{align*}
$$

In order to achieve what appears on the left hand side of Eqs. $(38,39)$, we construct some operators from these stabilizers. As explained earlier, with stabilizers changed to their Hermitian conjugates the eigenvalue equations still hold. We then take Hermitian conjugate of some stabilizers, raise them to certain powers, and combine them
with some powers of other stabilizers. As a consequence,

$$
\begin{array}{r}
X_{1}^{q_{2} q_{4}} X_{3}^{\dagger q_{1} q_{4}} X_{5}^{q_{1} q_{3}}|\phi\rangle_{C}=|\phi\rangle_{C} \\
Z_{1}^{\dagger q_{1} q_{3}} X_{2}^{q_{3}} X_{4}^{\dagger q_{2}} Z_{5}^{q_{2} q_{4}}|\phi\rangle_{C}=|\phi\rangle_{C} \tag{D27}
\end{array}
$$

First we show that on this state we can simulate gates $X^{\alpha}(m), Z^{\alpha}(m)$. We want to prove another eigenvalue equation:

$$
\begin{equation*}
Z_{4}^{\dagger \beta}\left(m^{\prime}\right) X_{5}^{\alpha}(m)|\phi\rangle_{C}=|\phi\rangle_{C} \tag{D28}
\end{equation*}
$$

where $\beta$ and $m^{\prime}$ are uniquely determined by $\alpha$ and $m$ for given $q_{4}$. We define some numbers before giving these relations. For $1 \leq q_{4} \leq d-1$ there exists an integer $1 \leq q_{4}^{-1} \leq d-1$ which satisfies $q_{4}^{-1} q_{4}=k d+1, k \in \mathbb{Z}$. For given $q_{4}$, any $0 \leq n \leq d$, we can find a unique $\bar{n}$ between 0 and $d$ such that

$$
\begin{equation*}
q_{4} n=\bar{n} \bmod d . \tag{D29}
\end{equation*}
$$

Now we have:

$$
\begin{array}{r}
\beta=\frac{\alpha}{q_{4}^{-1}} \\
m_{n}^{\prime}=k n+q_{4}^{-1}\left(m_{\bar{n}}+\frac{\bar{n}-q_{4} n}{d}\right) . \tag{D31}
\end{array}
$$

First we notice that $|\phi\rangle_{C}=E \bigotimes_{i=1}^{5}|+\rangle_{i}$ where the entangling operation is:

$$
\begin{equation*}
E=C Z_{12}^{q_{1}} C Z_{23}^{q_{2}} C Z_{34}^{q_{3}} C Z_{45}^{q_{4}} \tag{D32}
\end{equation*}
$$

Therefore Eq. (D28) is equivalent to

$$
\begin{equation*}
\left(E^{\dagger} Z_{4}^{\dagger \beta}\left(m^{\prime}\right) X_{5}^{\alpha}(m) E\right) \bigotimes_{i=1}^{5}|+\rangle_{i}=\bigotimes_{i=1}^{5}|+\rangle_{i} \tag{D33}
\end{equation*}
$$

so we can prove this equation instead. Writing this explicitly and after some manipulation,

$$
\begin{align*}
& \left(C Z_{45}^{q_{4} \dagger} Z_{4}^{\dagger \beta}\left(m^{\prime}\right) X_{5}^{\alpha}(m) C Z_{45}^{q_{4}}\right)|+\rangle_{4} \otimes|+\rangle_{5} \\
& =\frac{1}{\sqrt{d}} \sum_{n}|n\rangle_{4} \otimes|+\rangle_{5} \times e^{i \frac{2 \pi}{d}\left[\alpha\left(\bar{n}+m_{\bar{n}} d\right)-\beta\left(n+m_{n} d\right)\right]} \tag{D34}
\end{align*}
$$

where $\bar{n}$ is given by Eq. (D29). For the right hand side to equal $|+\rangle_{4} \otimes|+\rangle_{5}$ we need:

$$
\begin{equation*}
\alpha\left(\bar{n}+m_{\bar{n}} d\right)-\beta\left(n+m_{n} d\right)=0 . \tag{D35}
\end{equation*}
$$

We can check that Eqs. (D30, D31) satisfy this. Eq. (D28) is then proved. Making use of it, combined with Eqs. (D26, D27), we obtain the following:

$$
\begin{align*}
& X_{1}^{q_{2} q_{4}} X_{3}^{\dagger q_{1} q_{4}}\left[X_{5}^{\alpha}(m) X_{5}^{q_{1} q_{3}} X_{5}^{\dagger \alpha}(m)\right]|\phi\rangle_{C}=|\phi\rangle_{C}  \tag{D36}\\
& Z_{1}^{\dagger q_{1} q_{3}} X_{2}^{q_{3}}\left[Z_{4}^{\dagger \beta}\left(m^{\prime}\right) X_{4}^{\dagger q_{2}} Z_{4}^{\beta}\left(m^{\prime}\right)\right] \times \\
& {\left[X_{5}^{\alpha}(m) Z_{5}^{q_{2} q_{4}} X_{5}^{\dagger \alpha}(m)\right]|\phi\rangle_{C}=|\phi\rangle_{C}} \tag{D37}
\end{align*}
$$

The theorem then tells us that this realizes the gate $X_{5}^{\alpha}(m) U_{\Sigma}$. To find the byproduct operator, we see that

$$
\begin{equation*}
U_{\Sigma}=Z^{-\left(s_{1} q_{2} q_{4}+s_{3}\right) q_{1}^{-1} q_{3}^{-1}} X^{\left(s_{2}+s_{4}\right) q_{2}^{-1} q_{4}^{-1}} S_{q_{1} q_{3} q_{2}^{-1} q_{4}^{-1}} \tag{D38}
\end{equation*}
$$

Since $X^{\alpha}(m)$ commutes with $X$, we only need to study powers of $Z$ and $S_{q_{1} q_{3} q_{2}^{-1} q_{4}^{-1}}$. Note that:

$$
\begin{gather*}
Z\left|+{ }_{j}\right\rangle=\left|+{ }_{j+1}\right\rangle  \tag{D39}\\
S_{c}\left|+_{j}\right\rangle=\left|++_{j c^{-1}}\right\rangle . \tag{D40}
\end{gather*}
$$

Therefore $Z^{z} S_{c} X^{\alpha}(m) S_{c}^{-1} Z^{-z}$ is also diagonal in $X$ basis. We then define $m^{(k)}$ to be a collection of $d$ integers where only non-zero element is $m_{k}^{(k)}=m_{k}$, for $k=0, \ldots d-1$. The following equation can be solved by $d$ real numbers labelled by $\alpha_{k}$ :

$$
\begin{gather*}
\prod_{k} X^{\alpha_{k}}\left(m^{(k)}\right)=Z^{-\left(s_{1} q_{2} q_{4}+s_{3}\right) q_{1}^{-1} q_{3}^{-1}} S_{q_{1} q_{3} q_{2}^{-1} q_{4}^{-1} \times} \\
X^{\alpha}(m) S_{q_{1} q_{3} q_{2}^{-1} q_{4}^{-1}}^{-1} Z^{\left(s_{1} q_{2} q_{4}+s_{3}\right) q_{1}^{-1} q_{3}^{-1}} \tag{D41}
\end{gather*}
$$

The procedure to realize $X^{\alpha}(m)$ is as follows: measure qudit 1 in basis $X_{1}$, qudit 2 in basis $X_{2}^{q_{3}}$ and qudit 3 in basis $X_{3}^{\dagger q_{1} q_{4}}$ to obtain $s_{1}, s_{2}$ and $s_{3}$; solve Eq. (D41); measure qudit 4 in basis $\left[\prod_{k} Z_{4}^{\dagger \beta_{k}}\left(m^{\prime(k)}\right) X_{4}^{\dagger q_{2}} \prod_{k} Z_{4}^{\beta_{k}}\left(m^{\prime(k)}\right)\right]$, where $\beta_{k}$ and $m^{\prime(k)}$ are related to $\alpha_{k}$ and $m^{(k)}$ by Eqs. (D30, D31). The final result is:

$$
\begin{align*}
& \left(\prod_{k} X^{\alpha_{k}}\left(m^{(k)}\right)\right) U_{\Sigma}= \\
& Z^{-\left(s_{1} q_{2} q_{4}+s_{3}\right) q_{1}^{-1} q_{3}^{-1}} X^{\left(s_{2}+s_{4}\right) q_{2}^{-1} q_{4}^{-1}} S_{q_{1} q_{3} q_{2}^{-1} q_{4}^{-1}} X^{\alpha}(m) \tag{D42}
\end{align*}
$$

It will be interesting to see how we can view this realization from the perspective of teleportation. In Fig. 23 we see that the measurement basis of the last step is determined by previous measurements.


FIG. 23: View realization of gate $X_{5}^{\alpha}(m)$ from the perspective of teleportation.

The five-qudit cluster-like state also enables us to realize the first and the last types of Clifford group elements.

Starting from Eqs. (D26, D27), we can form some operators by applying the operator in Eq. (D26) $q_{1}^{-1} q_{3}^{-1}$ times, the operator in Eq. (D27) $q_{2}^{-1} q_{4}^{-1}$ times, and the stabilizer $X_{5}^{\dagger} Z_{4}^{q_{4}} n$ times.

$$
\begin{array}{r}
X_{1}^{q_{2} q_{4} q_{1}^{-1} q_{3}^{-1}} X_{3}^{\dagger q_{4} q_{3}^{-1}} X_{5}|\phi\rangle_{C}= \\
 \tag{D44}\\
\\
\left(\phi|\phi\rangle_{C}\right. \\
Z_{1}^{\dagger q_{1} q_{3} q_{2}^{-1} q_{4}^{-1}} X_{2}^{q_{3} q_{2}^{-1} q_{4}^{-1}}\left(Z_{4}^{q_{4} n} X_{4}^{q_{4}^{-1}}\right)^{\dagger}\left(Z_{5} X_{5}^{n}\right)|\phi\rangle_{C}= \\
|\phi\rangle_{C}
\end{array}
$$

From the theorem we can realize the first type by measuring in the bases $\left\{X_{1}, \quad X_{2}^{q_{3} q_{2}^{-1} q_{4}^{-1}}, \quad X_{3}^{\dagger q_{4} q_{3}^{-1}}\right.$, $\left.\left(\varpi^{-n(d-1) / 2} Z_{4}^{q_{4} n} X_{4}^{q_{4}^{-1}}\right)^{\dagger}\right\}$. Denoting the outcomes by $\left\{s_{1}, s_{2}, s_{3}, s_{4}\right\}$, we have:

$$
\begin{equation*}
U_{\Sigma}=Z^{-s_{1} q_{2} q_{4} q_{1}^{-1} q_{3}^{-1}-s_{3}} X^{s_{2}+s_{4}} S_{q_{1} q_{3} q_{2}^{-1} q_{4}^{-1}} \tag{D45}
\end{equation*}
$$

Commuting $U^{(1 n)}$ through powers of $Z$ and $X$, we see that the only effects are change in exponents of $Z$ and $X$ and a global phase. The non-trivial consequence comes from commuting through $S_{q_{1} q_{3} q_{2}^{-1} q_{4}^{-1}}$. We examine $\tilde{U}^{(1 n)}=S_{c} U^{(1 n)} S_{c}^{-1}:$

$$
\begin{align*}
\tilde{U}^{(1 n)} Z \tilde{U}^{(1 n) \dagger} & =\varpi^{n c(c-d) / 2} Z X^{n c^{2}}  \tag{D46}\\
& \tilde{U}^{(1 n)} X \tilde{U}^{(1 n) \dagger}=X, \tag{D47}
\end{align*}
$$

where for simplicity we define:

$$
\begin{equation*}
c=q_{1} q_{3} q_{2}^{-1} q_{4}^{-1} \tag{D48}
\end{equation*}
$$

By measuring in the bases $\left\{X_{1}, X_{2}^{q_{3} q_{2}^{-1} q_{4}^{-1}}, X_{3}^{\dagger q_{4} q_{3}^{-1}}\right.$, $\left.\left(\varpi^{n c(c-d) / 2} Z_{4}^{q_{4} n c^{2}} X_{4}^{q_{4}^{-1}}\right)^{\dagger}\right\}$ instead, we obtain the desired form:

$$
\begin{equation*}
\tilde{U}^{(1 n)} U_{\Sigma}=\varpi^{n c z(c z-d) / 2} Z^{z} X^{s_{2}+s_{4}+n c^{2} z} S_{c} U^{(1 n)} \tag{D49}
\end{equation*}
$$

where $z=-s_{1} q_{2} q_{4} q_{1}^{-1} q_{3}^{-1}-s_{3}$. Similarly, we can also form the following two equations from Eqs. (D26, D27):

$$
\begin{align*}
& X_{1}^{q_{2} q_{4} q_{1}^{-1} q_{3}^{-1}}\left(Z_{3}^{q_{3} q_{4}^{-1} c^{-2}} X_{3}^{\dagger q_{4} q_{3}^{-1}}\right) \times \\
& X_{4}^{\dagger q_{4}^{-1} c^{-2}}\left(Z_{5}^{c^{-2}} X_{5}\right)|\phi\rangle_{C}=|\phi\rangle_{C}  \tag{D50}\\
& Z_{1}^{\dagger q_{1} q_{3} q_{2}^{-1} q_{4}^{-1}} X_{2}^{q_{3} q_{2}^{-1} q_{4}^{-1}} X_{4}^{\dagger q_{4}^{-1}} Z_{5}|\phi\rangle_{C}=|\phi\rangle_{C} \tag{D51}
\end{align*}
$$

where $c$ is defined in the same way as Eq. (D48). Measuring in the bases $\left\{X_{1}, \quad X_{2}^{q_{3} q_{2}^{-1} q_{4}^{-1}}\right.$, $\left.\left(\varpi^{c^{-1}\left(d-c^{-1}\right) / 2} Z_{3}^{q_{3} q_{4}^{-1} c^{-2}} X_{3}^{\dagger q_{4} q_{3}^{-1}}\right), \quad X_{4}^{\dagger q_{4}^{-1}}\right\}$ then allows us to realize $\tilde{W} U_{\Sigma}$, where $\tilde{W}=S_{c} W S_{c}^{-1}$. From this we get byproduct operator:

$$
\begin{align*}
& \tilde{W} U_{\Sigma}=\varpi^{c^{-2}\left(s_{2}+s_{4}\right)\left(s_{2}+s_{4}-c d\right) / 2} \times \\
& Z^{-s_{1} c^{-1}-s_{3}+s_{2} c^{-2}} X^{s_{2}+s_{4}} S_{c} W . \tag{D52}
\end{align*}
$$

For the second type, we need a linear cluster-like state of six qudits, like in Fig. 22d. The stabilizer eigenvalue equations are:

$$
\begin{align*}
X_{1}^{\dagger} Z_{2}^{q_{1}}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D53}\\
Z_{1}^{q_{1}} X_{2}^{\dagger} Z_{3}^{q_{2}}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D54}\\
Z_{2}^{q_{2}} X_{3}^{\dagger} Z_{4}^{q_{3}}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D55}\\
Z_{3}^{q_{3}} X_{4}^{\dagger} Z_{5}^{q_{4}}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D56}\\
Z_{4}^{q_{4}} X_{5}^{\dagger} Z_{6}^{q_{5}}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D57}\\
Z_{5}^{q_{5}} X_{6}^{\dagger}|\phi\rangle_{C} & =|\phi\rangle_{C} . \tag{D58}
\end{align*}
$$

From them we get the following two equations:

$$
\begin{align*}
& X_{1}^{q_{2} q_{4} q_{1}^{-1} q_{3}^{-1} q_{5}^{-1} X_{3}^{\dagger q_{4} q_{3}^{-1} q_{5}^{-1}} X_{5}^{q_{5}^{-1}} Z_{6}^{\dagger}|\phi\rangle_{C}=|\phi\rangle_{C}}  \tag{D59}\\
& Z_{1}^{\dagger q_{1} q_{3} q_{5} q_{2}^{-1} q_{4}^{-1}} X_{2}^{q_{3} q_{5} q_{2}^{-1} q_{4}^{-1}}\left(Z_{4}^{q_{4} q_{5}^{-1} n e^{2}} X_{4}^{\dagger q_{5} q_{4}^{-1}}\right) \times \\
& X_{5}^{\dagger q_{5}^{-1} n e^{2}}\left(Z_{6}^{n e^{2}} X_{6}\right)|\phi\rangle_{C}=|\phi\rangle_{C} \tag{D60}
\end{align*}
$$

where $e=q_{1} q_{3} q_{5} q_{2}^{-1} q_{4}^{-1}$. This realizes $\tilde{U}^{(n 1)} U_{\Sigma}$ where $\tilde{U}^{(n 1)}$ is defined by:

$$
\begin{align*}
& \tilde{U}^{(n 1)} Z \tilde{U}^{(n 1) \dagger}=\varpi^{n e(e-d) / 2} Z^{n e^{2}} X  \tag{D61}\\
& \tilde{U}^{(n 1)} X \tilde{U}^{(n 1) \dagger}=Z^{\dagger} \tag{D62}
\end{align*}
$$

If we measure in bases $\left\{X_{1}, X_{2}^{q_{3} q_{5} q_{2}^{-1} q_{4}^{-1}}, X_{3}^{\dagger q_{4} q_{3}^{-1} q_{5}^{-1}}\right.$, $\left.\left(\varpi^{n e(d-e) / 2} Z_{4}^{q_{4} q_{5}^{-1} n e^{2}} X_{4}^{\dagger q_{5} q_{4}^{-1}}\right), X_{5}^{q_{5}^{-1}}\right\}$. And we have $\tilde{U}^{(n 1)} S_{e}=S_{e^{-1}} U^{(n 1)}$. Therefore, defining $x=-s_{1} e^{-1}-$ $s_{3}-s_{5}$ for simplicity,

$$
\begin{gather*}
\tilde{U}^{(n 1)} U_{\Sigma}=\varpi^{x\left(\frac{1}{2} n e^{2} x-s_{2}-s_{4}\right)} \times \\
Z^{n e^{2} x} X^{x} S_{e^{-1}} U^{(n 1)} \tag{D63}
\end{gather*}
$$

Now Let us make use of the theorem again to show realization of an imprimitive two-qudit gate. We look at the six-qudit cluster-like state in Fig. 22e. Again, we give the stabilizer eigenvalue equations first:

$$
\begin{align*}
X_{1}^{\dagger} Z_{3}^{q_{1}}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D64}\\
X_{2}^{\dagger} Z_{4}^{q_{2}}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D65}\\
Z_{1}^{q_{1}} X_{3}^{\dagger} Z_{5}^{q_{3}} Z_{4}^{q_{5}}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D66}\\
Z_{2}^{q_{2}} X_{4}^{\dagger} Z_{6}^{q_{4}} Z_{3}^{q_{5}}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D67}\\
X_{5}^{\dagger} Z_{3}^{q_{3}}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D68}\\
X_{6}^{\dagger} Z_{4}^{q_{4}}|\phi\rangle_{C} & =|\phi\rangle_{C} . \tag{D69}
\end{align*}
$$

After some manipulation that involves finding inverse in $\mathbb{Z}_{d}$ we reach:

$$
\begin{align*}
X_{1}^{-q_{1}^{-1} q_{3}} X_{5}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D70}\\
Z_{1}^{\dagger-q_{1} q_{3}^{-1}} X_{3}^{\dagger q_{3}^{-1}} Z_{5} X_{6}^{q}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D71}\\
X_{2}^{-q_{2}^{-1} q_{4}} X_{6}|\phi\rangle_{C} & =|\phi\rangle_{C}  \tag{D72}\\
Z_{2}^{\dagger-q_{2} q_{4}^{-1}} X_{4}^{\dagger q_{4}^{-1}} Z_{6} X_{5}^{q}|\phi\rangle_{C} & =|\phi\rangle_{C} \tag{D73}
\end{align*}
$$

where $q=q_{3}^{-1} q_{4}^{-1} q_{5}$. Obtaining measurement outcomes $s_{3}$ and $s_{4}$ on qudit 3 in the $X_{3}^{q_{3}^{-1}}$ basis and qudit 4 in the $X_{4}^{q_{4}^{-1}}$ basis respectively, we find that the effect of gate $U$ is:

$$
\begin{array}{r}
U X_{5} U^{\dagger}=X_{5} \\
U X_{6} U^{\dagger}=X_{6} \\
U Z_{5} U^{\dagger}=Z_{5} X_{6}^{q} \\
U Z_{6} U^{\dagger}=Z_{6} X_{5}^{q} . \tag{D77}
\end{array}
$$

It can then be verified that $U$ is the equivalent of $C Z^{q}$ gate in the $X$ basis: $\tilde{U}(q)=\sum_{j, k} \varpi^{q j k}\left|+{ }_{j}\right\rangle_{5}\left\langle+{ }_{j}\right| \otimes$
$\left|+{ }_{k}\right\rangle_{6}\left\langle+_{k}\right|$. By commuting $U_{\Sigma}$ through $\tilde{U}(q)$ we find that:

$$
\begin{align*}
& \tilde{U}(q) Z_{5}^{s_{1} q_{1}^{-1} q_{3}} X_{5}^{s_{3}} S_{-q_{1} q_{3}^{-1}, 5} Z_{6}^{s_{2} q_{2}^{-1} q_{4}} X_{6}^{s_{4}} S_{-q_{2} q_{4}^{-1}, 6} \\
& =Z_{5}^{z_{5}} X_{5}^{x_{5}} S_{-q_{1} q_{3}^{-1}, 5} Z_{6}^{z_{6}} X_{6}^{x_{6}} S_{-q_{2} q_{4}^{-1}, 6} \tilde{U}\left(q_{1}^{-1} q_{2}^{-1} q_{5}\right) \tag{D78}
\end{align*}
$$

where $z_{5}, x_{5}, z_{6}, x_{6}$ are integers that can be found according to Eqs. D74-D77. The actual gate realized is $\tilde{U}\left(q_{1}^{-1} q_{2}^{-1} q_{5}\right)$, which is indeed imprimitive. Combining all the one-qudit gates above, we can simulate any arbitrary one-qudit gate. Together with the imprimitive two-qudit gate, we are able to simulate any gate.

The entanglement structure to implement the universal gates can be cut from that on the square lattice, by measuring certain sites in the $Z$ basis. Therefore the qudit cluster-like state on the square lattice or any other regular lattices is universal.

