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#### Abstract

We consider the temporal correlations of the quantum state of a qubit subject to simultaneous continuous measurement of two non-commuting qubit observables. Such qubit state correlators are defined for an ensemble of qubit trajectories, which has the same fixed initial state and can also be optionally constrained by a fixed final state. We develop a stochastic path integral description for the continuous quantum measurement and use it to calculate the considered correlators. Exact analytic results are possible in the case of ideal measurements of equal strength and are also shown to agree with solutions obtained using the Fokker-Planck equation. For a more general case with decoherence effects and inefficiency, we use a diagrammatic approach to find the correlators perturbatively in the quantum efficiency. We also calculate the state correlators for the quantum trajectories which are extracted from readout signals measured in a transmon qubit experiment, by means of the quantum Bayesian state update. We find an excellent agreement between the correlators based on the experimental data and those obtained from our analytical and numerical results.


## I. INTRODUCTION

Continuous weak quantum measurement (CWQM) has attracted much attention in the quantum information science community. The subject involves the studies of quantum state dynamics conditioning on observed time-continuous measurement records, particularly in the regime where the measurement strength does not need to be infinitely strong. This topic has been discussed theoretically in the past few decades [1-10], and its experimental study has been motivated by recent developments in superconducting qubit technology [11-17]. Such experimental and theoretical efforts have paved the way for interesting applications of CWQMs such as rapid state purification [18], quantum feedback [9, 13, 16, 19, 20], and preparation of entangled states [21-24]. With CWQMs, it is also possible to simultaneously measure non-commuting observables [25-27], and the first experimental demonstration of such measurement on a superconducting qubit was realized only last year [28].

Precise simultaneous measurement of non-commuting observables of a quantum system is forbidden by textbook quantum mechanics. This is so because if one of the measurements were to collapse the system wavefunction to an eigenstate of a measurement operator, a precise or strong measurement of another non-commuting observable would produce an uncertain result. Such measurement incompatibility with strong measurements, however, can be bypassed by using CWQMs. The reason
is that the latter are rather imprecise (weak) measurements such that the readout signals have small signal-to-noise ratios (SNRs), and, therefore, the two competing measurements collapse the system state only partially over time, resulting in a quantum state that continuously evolves in a diffusive manner.

Simultaneous continuous measurement of two qubit observables, $\sigma_{z}$ and $\sigma_{\varphi} \equiv \sigma_{z} \cos \varphi+\sigma_{x} \sin \varphi$, was implemented by weakly coupling a superconducting transmon qubit to two intracavity modes [28]. The measurement was effectively a stroboscopic measurement of a fast rotating qubit. In that experiment, the considered angles included $\varphi=0$ (commuting observables) and $\varphi \neq 0$ (noncommuting observables, for example $\varphi=\pi / 2$ corresponds to measurement of $\sigma_{x}$ and $\sigma_{z}$ ). The corresponding quantum trajectories were inferred from the measurement readouts and verified using state tomography techniques. In the case of simultaneous measurement of commuting observables $(\varphi=0)$, the qubit state evolves, as expected, to either eigenstates of $\sigma_{z}$ (i.e., measurement induces two state attractors at the Bloch points $z= \pm 1$ ). In contrast, for simultaneous measurement of $\sigma_{x}$ and $\sigma_{z}$, the qubit state does not collapse to any eigenstates of such observables. Instead, the quantum trajectories exhibit free diffusion in the Bloch sphere [27].

The goal of this paper is to investigate the temporal correlations of the qubit state during a simultaneous continuous measurement of two non-commuting qubit observables. Qubit trajectories depend on the nature of the
coupling between the qubit and the detectors and the detectors' properties (e.g., quantum efficiency). We emphasize that the quantum state correlators are different from the correlators of detector readout signals, discussed, e.g., in [29]. The self-correlation function of the detector readouts does not depend on the measurement quantum efficiency, $\eta$, if we consider temporal correlations at sufficiently long times (larger than the reciprocal bandwidth of the detector). The cross-correlation function is not affected by $\eta$ even at vanishing times [29]. This can be understood physically by considering the readout of a nonideal detector (with $\eta<1$ ) as the sum of two contributions; namely, one from the readout of an ideal detector ( $\eta=1$ ) and another from a source of uncorrelated noise, whose strength is proportional to $\eta^{-1}-1$. Both contributions then contribute additively to the readout correlators. In contrast, quantum state correlators depend on the quantum efficiency, and their measurement requires detectors with not too small $\eta$, which is nowadays possible with experimental setups based on superconducting qubits weakly coupled to microwave cavities [15, 28].

In this work, we consider the statistical properties of the state of a qubit subject to simultaneous continuous measurement of two non-commuting observables. We are interested in the temporal correlations of state-dependent quantities over certain sub-ensembles of quantum trajectories. It is noted that the correlators analyzed here are distinct from the correlators often discussed in previous literature, which are of the form, $\left\langle\sigma_{i}\left(t_{1}\right) \sigma_{j}\left(t_{2}\right)\right\rangle$, where $\sigma_{i, j}$ are time-dependent qubit observables written in the Heisenberg picture and the expectation bracket $\langle\cdot\rangle$ implies non-selective ensemble averaging. The correlators for quantum state trajectories considered here bring us the ability to apply boundary conditions to the quantum state in the ensemble, both at the beginning and at the end of the course of the measurement. In this paper, we consider two scenarios (i) quantum state correlators with pre-selection (fixed initial state), and (ii) quantum state correlators with pre- and post-selection (fixed initial and final states). We adopt the calculation technique based on stochastic path integrals [30] to qubit trajectories in the Bloch sphere. The stochastic path integral description provides a convenient way to explore the statistical properties of sub-ensembles of quantum trajectories by allowing us to impose boundary conditions at the beginning and at the end of each trajectory. We obtain analytical results for the case of ideal measurements of $\sigma_{x}$ and $\sigma_{z}$ of equal strength. In the non-ideal case, $\eta<1$, we develop a diagrammatic perturbation theory, similar to the loop expansion in quantum field theory, to calculate the considered sub-ensemble averages in the limit of small $\eta$. Moreover, we calculate the quantum state correlators from the quantum state trajectories monitored in Ref. [28] and show that they agree well with our analytical and numerical results.

We begin our analysis with a review of the quantum trajectory approach to quantum measurement and the stochastic master equation in Sec. II A, and then intro-
duce the stochastic path integral formalism in Sec. II B. The stochastic path integral formalism is then used to compute statistical quantities such as conditional averages and correlation functions, presented specifically for the "XZ measurement" (the joint simultaneous measurement of $\sigma_{x}$ and $\sigma_{z}$ observables) in Sec. III. In Sec. III A, we investigate the simplest case, that of an ideal XZ measurement with equal measurement strength, where the quantum state dynamics resembles diffusion on a sphere. The non-ideal case is considered in III B, using the perturbative expansion of the path integral in terms of diagrams to approximate the statistical averages. A complementary approach to this physics using the FokkerPlanck is demonstrated in Sec. IV. We compare our results with the correlators constructed from the experiment data using superconducting circuits [28] in Sec. V, and conclude in Sec. VI.

## II. BACKGROUND

## A. The stochastic master equation

We first discuss the stochastic master equation describing the evolution of a qubit subject to simultaneous CWQM of two non-commuting observables. Any qubit observable can be decomposed in terms of the Pauli matrices $\sigma_{x}, \sigma_{y}$ and $\sigma_{z}$. Thus, without loss of generality, we assume that the measured qubit observables are $\sigma_{z}$ and

$$
\begin{equation*}
\sigma_{\varphi} \equiv \sigma_{z} \cos \varphi+\sigma_{x} \sin \varphi \tag{1}
\end{equation*}
$$

The cases of $\varphi=0$ and $\varphi=\pi$ correspond to simultaneous measurement of two commuting observables with correlated and anti-correlated measurement results, respectively. For other angles $\varphi$, the two measured observables do not commute.

Simultaneous continuous measurement of the observables $\sigma_{z}$ and $\sigma_{\varphi}$ in the weak coupling regime, given a system state $\rho(t)$, produces the detector readouts [29, 31, 32] $r_{z}(t)$ and $r_{\varphi}(t)$ respectively,

$$
\begin{align*}
& r_{z}(t)=\frac{\Delta r_{z}}{2}\left(\operatorname{Tr}\left[\sigma_{z} \rho(t)\right]+\sqrt{\tau_{z}} \xi_{z}(t)\right) \\
& r_{\varphi}(t)=\frac{\Delta r_{\varphi}}{2}\left(\operatorname{Tr}\left[\sigma_{\varphi} \rho(t)\right]+\sqrt{\tau_{\varphi}} \xi_{\varphi}(t)\right) \tag{2}
\end{align*}
$$

where the first and second terms at the right-hand-side of each equation represent the signal and the noise parts, respectively. The parameters $\Delta r_{z}$ and $\Delta r_{\varphi}$ are the responses of the $z$ - and $\varphi$-detectors, which we can rescale for simplicity so that $\Delta r_{z, \varphi}=2$. The parameters $\tau_{z}$ and $\tau_{\varphi}$ are the detector "characteristic measurement times", which are defined as the integration time necessary to obtain a SNR of one for the time-averaged measurement readouts [33]. The quantum efficiency for each measurement channel is defined as $\eta_{i}=1 /\left(2 \Gamma_{i} \tau_{i}\right)$, where $i=z, \varphi$ and $\Gamma_{z, \varphi}$ are the total (ensemble averaged) dephasing
rates for the two measurements. Ideal measurements correspond to the unit quantum efficiency $\eta_{i}=1$, whereas, non-ideal measurements correspond to the case of $\eta_{i}<1$. The noises $\xi_{z}(t)$ and $\xi_{\varphi}(t)$ are assumed uncorrelated Gaussian white noises with the two-time correlation functions

$$
\begin{equation*}
\left\langle\xi_{z}(t) \xi_{z}\left(t^{\prime}\right)\right\rangle=\left\langle\xi_{\varphi}(t) \xi_{\varphi}\left(t^{\prime}\right)\right\rangle=\delta\left(t-t^{\prime}\right) \tag{3}
\end{equation*}
$$

The qubit trajectory is described by the stochastic master equation (Itô interpretation [34]) [29, 31, 32]

$$
\begin{align*}
\dot{x}= & -\left(\Gamma_{z}+\Gamma_{\varphi} \cos ^{2} \varphi\right) x+\frac{\Gamma_{\varphi} \sin 2 \varphi}{2} z+\left(1-x^{2}\right) \frac{\xi_{\varphi} \sin \varphi}{\sqrt{\tau_{\varphi}}} \\
& -x z\left(\frac{\xi_{\varphi} \cos \varphi}{\sqrt{\tau_{\varphi}}}+\frac{\xi_{z}}{\sqrt{\tau_{z}}}\right),  \tag{4a}\\
\dot{y}= & -\left(\Gamma_{z}+\Gamma_{\varphi}\right) y-x y \frac{\xi_{\varphi} \sin \varphi}{\sqrt{\tau_{\varphi}}}-y z\left(\frac{\xi_{\varphi} \cos \varphi}{\sqrt{\tau_{\varphi}}}+\frac{\xi_{z}}{\sqrt{\tau_{z}}}\right)  \tag{4b}\\
\dot{z}= & -\Gamma_{\varphi} \sin ^{2} \varphi z+\frac{\Gamma_{\varphi} \sin 2 \varphi}{2} x+\left(1-z^{2}\right)\left(\frac{\xi_{\varphi} \cos \varphi}{\sqrt{\tau_{\varphi}}}+\frac{\xi_{z}}{\sqrt{\tau_{z}}}\right) \\
& -x z \frac{\xi_{\varphi} \sin \varphi}{\sqrt{\tau_{\varphi}}}, \tag{4c}
\end{align*}
$$

where we have used the Bloch parametrization of the qubit density matrix, $\rho(t)=\left[\hat{\mathbb{1}}+x(t) \sigma_{x}+y(t) \sigma_{y}+\right.$ $\left.z(t) \sigma_{z}\right] / 2$, where $\hat{\mathbb{1}}$ is the identity matrix. We may also include additional terms to the right-hand-side of Eq. (4) to account for coherent evolution of the qubit due to a Hamiltonian, $H_{\mathrm{q}}$, and environmental decoherence due to a weak coupling of the qubit to unmonitored degrees of freedom [29]. In section V, we specify such additional drift terms for the considered experiment [28]. Equation (4) describes the state dynamics during a simultaneous continuous measurement of $\sigma_{z}$ and $\sigma_{\varphi}$. We note that the corresponding Lindblad equation, obtained from Eq. (4) by simply dropping the noise terms, is not capable of correctly predicting the statistical quantities that we calculate.

## B. Stochastic path integral for XZ measurements

An alternative description of the stochasticity of the qubit trajectories can be obtained by writing the joint probability density function, $\mathcal{P}$, of the noises in the measurement readouts and the quantum state trajectory at all times as a (stochastic) path integral. The general treatment of the stochastic path integral formalism for continuous weak measurements is discussed in detail in Refs. [30, 35]. Here, we consider an example for the XZ measurement, where the measured qubit observables are $\sigma_{x}$ and $\sigma_{z}$. The more general case of arbitrary angle $\varphi$ is briefly discussed in Sec. III C. To construct such stochastic path integral, we need two ingredients. One is the probability densities of the measurement readout
noises at each time step, $d t$, and the other element is the deterministic evolution of the quantum state given particular values of the noises. Considering a qubit measurement of duration $T$, which is divided into $N$ steps of duration $d t$, the joint probability density of the noises and the quantum states (at all times) is given by $\mathcal{P}=\prod_{k=0}^{N-1} P\left(\boldsymbol{q}_{k+1} \mid \boldsymbol{q}_{k}, \xi_{x, k}, \xi_{z, k}\right) P\left(\xi_{x, k}\right) P\left(\xi_{z, k}\right)$. The terms $\xi_{x, k}$ and $\xi_{z, k}$ are the values of the white noises at the time $t_{k}=t_{0}+k d t$, with the probability density, e.g., $P\left(\xi_{x, k}\right)=\sqrt{d t / 2 \pi} \exp \left(-\xi_{x, k}^{2} d t / 2\right)$. The vector $\boldsymbol{q}_{k}=\left\{x_{k}, y_{k}, z_{k}\right\}$ denotes the Bloch vector at that time. The transition probability $P\left(\boldsymbol{q}_{k+1} \mid \boldsymbol{q}_{k}, \xi_{x, k}, \xi_{z, k}\right)=$ $\delta\left(\boldsymbol{q}_{k+1}-\mathcal{E}\left[\boldsymbol{q}_{k}, \xi_{x, k}, \xi_{z, k}\right]\right)$ describes the deterministic evolution of the qubit state for given $\xi_{x, k}$ and $\xi_{z, k}$.

For the XZ measurement, the qubit evolution is dictated by the stochastic master equation (4) with $\varphi=\pi / 2$,

$$
\begin{align*}
& \dot{x}=-\Gamma_{z} x+\left(1-x^{2}\right) \frac{\xi_{x}}{\sqrt{\tau_{x}}}-x z \frac{\xi_{z}}{\sqrt{\tau_{z}}}  \tag{5a}\\
& \dot{z}=-\Gamma_{x} z+\left(1-z^{2}\right) \frac{\xi_{z}}{\sqrt{\tau_{z}}}-x z \frac{\xi_{x}}{\sqrt{\tau_{x}}} \tag{5b}
\end{align*}
$$

where $\Gamma_{x}$ denotes the dephasing rate due to measurement of $\sigma_{x}$. Because the Bloch $y$-coordinate does not appear in Eq. (5), we can disregard its evolution as long as we are interested in the qubit state evolution on the Bloch $x z$ plane. This is indeed the case if the initial value of such variable is $y\left(t=t_{0}\right)=0$. Then, from Eq. (4b), $y(t)=0$ for all times and we can redefine the state vector $\boldsymbol{q}_{k}=\left\{x_{k}, z_{k}\right\}$. The form of $\mathcal{E}\left[\boldsymbol{q}_{k}, \xi_{z, k}, \xi_{x, k}\right]$ is obtained by writing Eq. (5) in an explicit time-discretized form, e.g., $\dot{x}=\left(x_{k+1}-x_{k}\right) / d t=f_{x}\left(x_{k}, z_{k}, \xi_{x, k}, \xi_{z, k}\right)$.

Following the outline presented in Refs. [30, 35], we write the delta functions for the deterministic evolution as Fourier integrals to express the joint probability density of the noises and qubit state as $\mathcal{P}\left(\left\{\boldsymbol{q}_{k}\right\}_{1}^{N},\left\{\xi_{x, k}\right\}_{0}^{N-1},\left\{\xi_{z, k}\right\}_{0}^{N-1} \mid \boldsymbol{q}_{0}\right) \propto \int \mathcal{D} \boldsymbol{p} e^{-\mathcal{S}}$. Note that the latter depends on the initial qubit state, $\boldsymbol{q}_{0}$, at the time $t_{0}$. We refer to the exponent, $\mathcal{S}$, as the stochastic action and $\int \mathcal{D} \boldsymbol{p} \equiv \int_{-i \infty}^{i \infty} \cdots \int_{-i \infty}^{i \infty} \Pi_{k=0}^{N-1}(2 \pi)^{-2} d p_{x, k} d p_{z, k}$. Here, $\boldsymbol{p}_{k}=\left\{p_{x, k}, p_{z, k}\right\}$, introduced by the Fourier representation of the delta functions, are considered as auxiliary integration variables which are regarded as pure imaginary (so that $\mathcal{S}$ is real). Hereon, our notation will be in the time-continuous form, i.e., $p_{x}(t)=$ $\lim _{d t \rightarrow 0}\left\{p_{x, k}\right\}$, for simplicity and we will use the timediscrete form whenever necessary. The stochastic action $\mathcal{S}$ for the XZ measurement of a qubit is given by

$$
\begin{equation*}
\mathcal{S}=\int_{t_{0}}^{T} d t\left\{p_{x}(t) \dot{x}(t)+p_{z}(t) \dot{z}(t)-\mathcal{H}\right\} \tag{6}
\end{equation*}
$$

where $\mathcal{H}=-\Gamma_{z} p_{x}(t) x(t)-\Gamma_{x} p_{z}(t) z(t)+\mathcal{H}_{x}+\mathcal{H}_{z}$ given that

$$
\begin{align*}
& \mathcal{H}_{x}=\frac{1}{\sqrt{\tau_{x}}}\left[\left(1-x^{2}\right) \xi_{x} p_{x}-x z \xi_{x} p_{z}\right]-\frac{\xi_{x}^{2}}{2}  \tag{7a}\\
& \mathcal{H}_{z}=\frac{1}{\sqrt{\tau_{z}}}\left[\left(1-z^{2}\right) \xi_{z} p_{z}-x z \xi_{z} p_{x}\right]-\frac{\xi_{z}^{2}}{2} \tag{7b}
\end{align*}
$$

where the time argument of the noise and qubit variables are omitted for simplicity.

The joint probability density, $\mathcal{P}$, mentioned above can be used to compute statistical averages of statedependent quantities, $\mathcal{A}[\boldsymbol{q}(t)]$, which may depend on $\boldsymbol{q}(t)$ at various times; e.g., $\mathcal{A}[\boldsymbol{q}(t)]=z\left(t_{1}\right) z\left(t_{2}\right)$ or $x\left(t_{1}\right) z\left(t_{2}\right)$ where $t_{1}, t_{2}$ are some intermediate times between $t_{0}$ and $T$. In particular, the conditional averages with fixed boundary conditions, $\boldsymbol{q}\left(t_{0}\right)=\boldsymbol{q}_{0} \equiv \boldsymbol{q}_{\text {in }}$ and $\boldsymbol{q}(T)=\boldsymbol{q}_{N} \equiv \boldsymbol{q}_{\mathrm{f}}$, of the quantum trajectories can be calculated as follows

$$
\begin{align*}
& \boldsymbol{q}_{\mathrm{f}}\langle\mathcal{A}[\boldsymbol{q}(t)]\rangle_{\boldsymbol{q}_{\text {in }}}= \\
& \quad \frac{\int_{\boldsymbol{q}\left(t_{\mathrm{o}}\right)=\boldsymbol{q}_{\mathrm{in}}}^{\boldsymbol{q}(T)=\boldsymbol{q}_{\mathrm{i}}} \mathcal{D} \int \mathcal{D} \xi \mathcal{A}[\boldsymbol{q}(t)] \mathcal{P}\left[\boldsymbol{q}(t), \xi(t) \mid \boldsymbol{q}_{\text {in }}\right]}{P\left(\boldsymbol{q}_{\mathrm{f}}, T \mid \boldsymbol{q}_{\text {in }}, t_{0}\right)} \tag{8}
\end{align*}
$$

where the denominator

$$
\begin{equation*}
P\left(\boldsymbol{q}_{\mathrm{f}}, T \mid \boldsymbol{q}_{\text {in }}, t_{0}\right)=\int_{\boldsymbol{q}\left(t_{0}\right)=\boldsymbol{q}_{\text {in }}}^{\boldsymbol{q}(T)=\boldsymbol{q}_{\mathrm{f}}} \mathcal{D} \boldsymbol{q} \int \mathcal{D} \xi \mathcal{P}\left[\boldsymbol{q}(t), \xi(t) \mid \boldsymbol{q}_{\text {in }}\right] \tag{9}
\end{equation*}
$$

is the conditional probability density to obtain the final state $\boldsymbol{q}_{\mathrm{f}}$ at time $T$ given the initial state, $\boldsymbol{q}_{\mathrm{in}}$, at the time $t_{0}$. We use the notation $\int_{\boldsymbol{q}(0)=\boldsymbol{q}_{\text {in }}}^{\boldsymbol{q}(T)=\boldsymbol{q}_{\mathrm{f}}} \mathcal{D} \boldsymbol{q} \equiv$ $\int \cdots \int \prod_{k=1}^{N-1} d x_{k} d z_{k}$, which implies integration over the intermediate qubit states except over the initial and final states, $\boldsymbol{q}_{0}$ and $\boldsymbol{q}_{N}$, respectively. Similarly, $\int \mathcal{D} \xi \equiv$ $\int \cdots \int \Pi_{k=0}^{N-1} d \xi_{x, k} d \xi_{z, k}$.

## III. STATE CORRELATIONS OF JOINTLY MEASURED, NON-COMMUTING OBSERVABLES

In this section we show how to calculate conditional averages with pre- and/or post-selection using the stochastic path integral formalism. We consider conditional averages of the form, e.g., $\boldsymbol{q}_{\mathrm{f}}\left\langle z\left(t_{1}\right) x\left(t_{2}\right)\right\rangle_{\boldsymbol{q}_{\mathrm{in}}}$. The latter represents the two-time quantum state correlator of the qubit $z$-coordinate at time $t_{1}$ and the $x$-coordinate at time $t_{2}$, and the average is over quantum trajectories with initial state $\boldsymbol{q}\left(t_{0}\right)=\boldsymbol{q}_{\text {in }}$ and final state $\boldsymbol{q}(T)=\boldsymbol{q}_{\mathrm{f}}$. Conditional averages with only pre-selection can be obtained by taking the limit $T \rightarrow \infty$. We first consider the case which is simple to treat analytically; namely, ideal XZ measurement with detectors of equal measurement strengths $\left(\Gamma_{x}=\Gamma_{z}\right)$. Then, we discuss a diagrammatic perturbation theory for non-ideal measurements.

## A. Conditional averages for ideal XZ measurement

We will assume that the initial state of the qubit at the time $t=0$ corresponds to some state on the Bloch $x z$ great circle: $x^{2}+z^{2}=1$; i.e., $y(0)=0$. From Eq. (4b), we notice that the $y$-coordinate will remain zero during the XZ measurement. Moreover, ideal measurements are
characterized by the fact that pure states remain pure during the measurement, even in the case of simultaneous weak measurement of non-commuting observables [27]. Thus, for the considered ideal XZ measurement, the quantum trajectories can be parametrized by only the polar coordinate, $\theta(t)$,

$$
\begin{equation*}
x(t)=\sin \theta(t), \quad y(t)=0 \text { and } z(t)=\cos \theta(t) \tag{10}
\end{equation*}
$$

From Eqs. (4a) and (4c), we obtain the following equation for the polar coordinate, $\theta(t)$, in the Itô interpretation

$$
\begin{align*}
\dot{\theta}(t)= & \left(\Gamma_{x}-\Gamma_{z}\right) \sin \theta(t) \cos \theta(t) \\
& -\sin \theta(t) \frac{\xi_{z}(t)}{\sqrt{\tau_{z}}}+\cos \theta(t) \frac{\xi_{x}(t)}{\sqrt{\tau_{x}}} \tag{11}
\end{align*}
$$

where $\tau_{x}=1 / 2 \Gamma_{x}$ and $\tau_{z}=1 / 2 \Gamma_{z}$. In particular, for the case of interest of detectors of equal measurement strengths, the above equation reduces to $\left(\Gamma_{x}=\Gamma_{z}=\Gamma_{\mathrm{m}}\right)$

$$
\begin{equation*}
\dot{\theta}(t)=\frac{\xi_{\theta}(t)}{\sqrt{\tau_{\mathrm{m}}}} \tag{12}
\end{equation*}
$$

where $\tau_{\mathrm{m}}=\tau_{x}=\tau_{z}$ is the measurement time of both measurement channels, and $\xi_{\theta}(t) \equiv \cos \theta(t) \xi_{x}(t)-$ $\sin \theta(t) \xi_{z}(t)$ can be regarded as a single Gaussian noise term with two-time correlation function: $\left\langle\xi_{\theta}(t) \xi_{\theta}\left(t^{\prime}\right)\right\rangle=$ $\delta\left(t-t^{\prime}\right)$. Equation (12) describes free diffusion of the qubit state on the $x z$ great circle.

The joint probability density of the qubit state, parametrized by the angle $\theta(t)$, and the effective noise, $\xi_{\theta}(t)$, can be obtained by following the steps discussed in section II B. We find

$$
\begin{equation*}
\mathcal{P}\left[\theta(t), \xi_{\theta}(t)\right] \propto \int \mathcal{D} p_{\theta} \exp \left(-\mathcal{S}\left[p_{\theta}(t), \theta(t), \xi_{\theta}(t)\right]\right) \tag{13}
\end{equation*}
$$

where the exponent is equal to (assuming that the initial time is $t_{0}=0$ )

$$
\begin{equation*}
\mathcal{S}=\int_{t_{0}=0}^{T} d t\left\{i p_{\theta}(t)\left[\dot{\theta}(t)-\tau_{\mathrm{m}}^{-1 / 2} \xi_{\theta}(t)\right]+\frac{\xi_{\theta}^{2}(t)}{2}\right\} \tag{14}
\end{equation*}
$$

and the auxiliary integration variables, $p_{\theta}(t)$, are real. From Eq. (8), we notice that to calculate conditional averages of state-dependent quantities only, $\mathcal{A}[\boldsymbol{q}(t)]$, it is convenient to integrate out the noise $\xi_{\theta}(t)$ and get

$$
\begin{align*}
\mathcal{P}[\theta(t)] & \propto \int \mathcal{D} \xi_{\theta} \mathcal{P}\left[\theta(t), \xi_{\theta}(t)\right]  \tag{15}\\
& \propto \exp \left(-\frac{\tau_{\mathrm{m}}}{2} \int_{0}^{T} d t \dot{\theta}^{2}(t)\right) \tag{16}
\end{align*}
$$

which is the probability density functional for each realization of $\theta(t)$, omitting a trivial proportional constant. In Eq. (16), the angle coordinate should be treated as a coordinate on the real axis; i.e., $\theta \in(-\infty, \infty)$. Then, the conditional average, Eq. (8), for XZ measurements with
detectors of equal measurement strength, can be written as

$$
\begin{equation*}
{ }_{\boldsymbol{q}_{\mathrm{f}}}\langle\mathcal{A}[\boldsymbol{q}(\theta)]\rangle_{\boldsymbol{q}_{\mathrm{in}}}=\frac{\sum_{n \in \mathbb{Z}} \int_{\theta(0)=\theta_{\mathrm{in}}}^{\theta(T)=\theta_{\mathrm{f}}+2 \pi n} \mathcal{D} \theta \mathcal{A}[\boldsymbol{q}(\theta)] \mathcal{P}[\theta(t)]}{P\left(\theta_{\mathrm{f}}, T \mid \theta_{\mathrm{in}}, 0\right)} \tag{17}
\end{equation*}
$$

where the initial state is $\boldsymbol{q}_{\text {in }}=\left(\sin \theta_{\mathrm{in}}, 0, \cos \theta_{\mathrm{in}}\right)$ and the final state is $\boldsymbol{q}_{\mathrm{f}}=\left(\sin \theta_{\mathrm{f}}, 0, \cos \theta_{\mathrm{f}}\right)$; such states are parametrized by the angles $\theta_{\mathrm{in}}, \theta_{\mathrm{f}} \in[0,2 \pi)$. The sum in Eq. (17) is over all angles, $\theta(T)$, corresponding to the same physical state $\boldsymbol{q}_{\mathrm{f}}$. The denominator in Eq. (17) is the transition probability,

$$
\begin{equation*}
P\left(\theta_{\mathrm{f}}, T \mid \theta_{\mathrm{in}}, 0\right)=\sum_{n \in \mathbb{Z}} \int_{\theta(0)=\theta_{\mathrm{in}}}^{\theta(T)=\theta_{\mathrm{f}}+2 \pi n} \mathcal{D} \theta \mathcal{P}[\theta(t)] . \tag{18}
\end{equation*}
$$

We are interested in calculating the quantum state correlators with pre- and post-selection

$$
\begin{align*}
& C_{z z}\left(t_{1}, t_{2} \mid \boldsymbol{q}_{\mathrm{f}}, T ; \boldsymbol{q}_{\mathrm{in}}, 0\right) \equiv \boldsymbol{q}_{\mathrm{f}}\left\langle z\left(t_{1}\right) z\left(t_{2}\right)\right\rangle_{\boldsymbol{q}_{\text {in }}}  \tag{19}\\
& C_{z x}\left(t_{1}, t_{2} \mid \boldsymbol{q}_{\mathrm{f}}, T ; \boldsymbol{q}_{\text {in }}, 0\right) \equiv \boldsymbol{q}_{\mathrm{f}}\left\langle z\left(t_{1}\right) x\left(t_{2}\right)\right\rangle_{\boldsymbol{q}_{\mathrm{in}}} . \tag{20}
\end{align*}
$$

Because of the rotational symmetry, the correlator $C_{x x}\left(t_{1}, t_{2} \mid \boldsymbol{q}_{\mathrm{f}}, T ; \boldsymbol{q}_{\mathrm{in}}, 0\right)$ can be obtained from the result for $C_{z z}$ by changing $\theta_{\mathrm{in}} \rightarrow \theta_{\mathrm{in}}-\pi / 2$ and $\theta_{\mathrm{f}} \rightarrow \theta_{\mathrm{f}}-\pi / 2$.

In order to compute the conditional correlators, it is convenient to introduce

$$
\begin{equation*}
\mathcal{A}_{s_{1} s_{2}}[\boldsymbol{q}(\theta)] \equiv \exp \left[i \int_{0}^{T} d t J_{s_{1} s_{2}}(t) \theta(t)\right] \tag{21}
\end{equation*}
$$

where $J_{s_{1} s_{2}}(t)=s_{1} \delta\left(t-t_{1}\right)+s_{2} \delta\left(t-t_{2}\right)$ can be regarded as a source field, see below, and $s_{1}, s_{2}= \pm 1$. Then, the state correlators of interest can be expressed as

$$
\begin{align*}
& C_{z z}\left(t_{1}, t_{2} \mid \boldsymbol{q}_{\mathrm{f}}, T ; \boldsymbol{q}_{\text {in }}, 0\right)=\frac{1}{4} \sum_{s_{1}, s_{2}= \pm 1} \boldsymbol{q}_{\mathrm{f}}\left\langle\mathcal{A}_{s_{1} s_{2}}[\boldsymbol{q}(\theta)]\right\rangle_{\boldsymbol{q}_{\text {in }}},  \tag{22}\\
& C_{x z}\left(t_{1}, t_{2} \mid \boldsymbol{q}_{\mathrm{f}}, T ; \boldsymbol{q}_{\text {in }}, 0\right)=\frac{1}{4 i} \sum_{s_{1}, s_{2}= \pm 1} s_{2} \boldsymbol{q}_{\mathrm{f}}\left\langle\mathcal{A}_{s_{1} s_{2}}[\boldsymbol{q}(\theta)]\right\rangle_{\boldsymbol{q}_{\text {in }}} . \tag{23}
\end{align*}
$$

In Eq. (23), the coefficient $s_{2}$ in each term of the sum arises because we are interested in the correlation of the $x$-coordinate at the time $t_{2}, x\left(t_{2}\right)=$ $\sum_{s_{2}= \pm 1} s_{2} \exp \left[i s_{2} \theta\left(t_{2}\right)\right] / 2 i$, and the $z$-coordinate at the time $t_{1}, z\left(t_{1}\right)=\sum_{s_{1}= \pm 1} \exp \left[i s_{1} \theta\left(t_{1}\right)\right] / 2$.

The calculation of each term in the sums of Eqs. (22)(23) requires the calculation of the path integral $\int \mathcal{D} \theta \mathcal{P}[\theta(t)] \mathcal{A}_{s_{1} s_{2}}[\boldsymbol{q}(\theta)]$, see also Eq. (17). Such a Gaussian path integral can be straightforwardly calculated [36]. We find

$$
\begin{align*}
& \int_{\theta(0)=\theta_{0}}^{\theta(T)=\theta_{T}} \mathcal{D} \theta \mathcal{P}[\theta(t)] \mathcal{A}_{s_{1} s_{2}}[\boldsymbol{q}(\theta)]=\left(\frac{\tau_{\mathrm{m}}}{2 \pi T}\right)^{1 / 2} \\
& \times \exp \left\{-\int_{0}^{T} d t\left[\frac{\tau_{\mathrm{m}}}{2} \dot{\bar{\theta}}(t)^{2}-i J_{s_{1} s_{2}}(t) \bar{\theta}(t)\right]\right\} \tag{24}
\end{align*}
$$

where $\bar{\theta}(t)$ satisfies the (saddle-point) equation

$$
\begin{equation*}
\ddot{\bar{\theta}}=-\frac{i}{\tau_{\mathrm{m}}} J_{s_{1} s_{2}}(t) \tag{25}
\end{equation*}
$$

with the boundary conditions $\bar{\theta}(0)=\theta_{0}$ and $\bar{\theta}(T)=\theta_{T}$. The solution of Eq. (25) can be written in terms of the corresponding Green's function, $G\left(t, t^{\prime}\right)$, which satisfies the equation $\partial_{t}^{2} G\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right)$ with homogeneous boundary conditions: $G\left(0, t^{\prime}\right)=G\left(T, t^{\prime}\right)=0$,

$$
\begin{equation*}
\bar{\theta}(t)=-\frac{i}{\tau_{\mathrm{m}}}\left[s_{1} G\left(t, t_{1}\right)+s_{2} G\left(t, t_{2}\right)\right]+\frac{\theta_{T}-\theta_{0}}{T} t+\theta_{0} \tag{26}
\end{equation*}
$$

The Green's function reads explicitly as

$$
\begin{equation*}
G\left(t, t^{\prime}\right)=\left(t-t^{\prime}\right) \Theta\left(t-t^{\prime}\right)-\left(1-t^{\prime} / T\right) t \tag{27}
\end{equation*}
$$

where $\Theta(\cdot)$ is the Heaviside step function. Note that the Green's function is symmetric, $G\left(t, t^{\prime}\right)=G\left(t^{\prime}, t\right)$, and $G(t, t)=-t(1-t / T)$. By inserting Eq. (26) into Eq. (24), we find that the sought path integral is given by

$$
\begin{align*}
& \int_{\theta(0)=\theta_{0}}^{\theta(T)=\theta_{T}} \mathcal{D} \theta \mathcal{P}[\theta(t)] \mathcal{A}_{s_{1} s_{2}}[\boldsymbol{q}(\theta)]=\sqrt{\frac{\tau_{\mathrm{m}}}{2 \pi T}} F_{s_{1} s_{2}}\left(t_{1}, t_{2}\right) \times \\
& \exp \left\{-\frac{\tau_{\mathrm{m}}\left(\theta_{T}-\theta_{0}\right)^{2}}{2 T}+i \frac{\theta_{T}-\theta_{0}}{T}\left(s_{1} t_{1}+s_{2} t_{2}\right)+i\left(s_{1}+s_{2}\right) \theta_{0}\right\}, \tag{28}
\end{align*}
$$

where $F_{s_{1} s_{2}}\left(t_{1}, t_{2}\right) \equiv \exp \left\{\sum_{a, b=1,2} s_{a} s_{b} G\left(t_{a}, t_{b}\right) / 2 \tau_{\mathrm{m}}\right\}$ is a coefficient independent of $\theta_{0}$ and $\theta_{T}$. Using the result (28) in Eq. (17), we obtain

$$
\left.\begin{array}{rl}
\boldsymbol{q}_{\mathrm{f}} & \left\langle\mathcal{A}_{s_{1} s_{2}}[ \right.
\end{array}\right)
$$

where $\Delta \theta=\theta_{\mathrm{f}}-\theta_{\mathrm{in}}$. From Eqs. (29) and (22)-(23), the correlators of interest can be found.

The method discussed above to calculate two-time quantum state correlators can be easily generalized to calculate any $n$-point correlation function of $x$ or $z$. In such cases, we would need to introduce $\mathcal{A}_{s_{1} \ldots s_{n}}$ as a generalization of Eq. (21) with a source field $J_{s_{1} \ldots s_{n}}(t)=$ $\sum_{j=1}^{n} s_{j} \delta\left(t-t_{j}\right)$ and $s_{j}= \pm 1$. The correlators of interest can be written as, for instance, $\boldsymbol{q}_{\boldsymbol{f}}\left\langle x\left(t_{1}\right) z\left(t_{2}\right) x\left(t_{3}\right)\right\rangle_{\boldsymbol{q}_{\text {in }}}=$ $\sum_{s_{1} s_{2} s_{3}} s_{1} s_{3} \boldsymbol{q}_{\mathrm{f}}\left\langle\mathcal{A}_{s_{1} s_{2} s_{3}}\right\rangle_{\boldsymbol{q}_{\mathrm{in}}} / 2(2 i)^{2}$. Each term in the latter sum is evaluated following a procedure similar to the calculation of ${ }_{\boldsymbol{q}_{\mathrm{f}}}\left\langle\mathcal{A}_{s_{1} s_{2}}\right\rangle_{\boldsymbol{q}_{\mathrm{in}}}$.

## 1. Conditional quantum correlators without post-selection

Thus far we have discussed quantum state correlators over sub-ensemble of quantum trajectories with pre- and post-selected states. Now, we consider quantum state correlators without post-selection. Such correlators can


FIG. 1. Conditional averages for ideal XZ measurement. Panel (a) shows the qubit state averaged over a sub-ensemble of quantum trajectories, which begin at the initial pure state, $\boldsymbol{q}_{\text {in }}=\{\cos (\pi / 4), 0, \sin (\pi / 4)\}$ at time $t=0$ and end at the final pure state $\boldsymbol{q}_{\mathrm{f}}=\{\sin (7 \pi / 8), 0, \cos (7 \pi / 8)\}$ at time $t=T$. We show the sub-ensemble average trajectories for three different periods $T=\tau_{\mathrm{m}}, 3.5 \tau_{\mathrm{m}}$ and $10 \tau_{\mathrm{m}}$. Solid lines depict our analytical results, Eq. (33), and the crosses depict Monte Carlo simulation results. The dashed line, connecting the initial state and the fully mixed state, shows the conventional exponential decay of the (total) ensemble average state due to XZ measurement. In panel (b), solid lines show our analytical results for the quantum state correlators, Eqs. (22)-(23) and (29). The boundary conditions on the quantum trajectories are the same as in panel (a). The crosses represent Monte Carlo simulation results.
be obtained by taking the limit $T \rightarrow \infty$ on the previous results. Specifically,

$$
\begin{align*}
\left\langle\mathcal{A}_{s_{1} s_{2}}[\boldsymbol{q}(\theta)]\right\rangle_{\boldsymbol{q}_{\mathrm{in}}} & =\lim _{T \rightarrow \infty} \boldsymbol{q}_{\mathrm{f}}\left\langle\mathcal{A}_{s_{1} s_{2}}[\boldsymbol{q}(\theta)]\right\rangle_{\boldsymbol{q}_{\mathrm{in}}}  \tag{30}\\
& =e^{-\left(s_{1}^{2} t_{1}+s_{2}^{2} t_{2}+2 s_{1} s_{2} t_{\mathrm{min}}\right) / 2 \tau_{\mathrm{m}}+i \theta_{\mathrm{in}}\left(s_{1}+s_{2}\right)} \tag{31}
\end{align*}
$$

where $t_{\text {min }}=\min \left\{t_{1}, t_{2}\right\}$. We obtain the result (31) by first applying Poisson's resummation formula to the numerator and denominator in Eq. (29); for instance, $\quad \sum_{n \in \mathbb{Z}} \exp \left[-(\Delta \theta+2 \pi n)^{2} \tau_{\mathrm{m}} / 2 T\right]=$ $\sqrt{T / 2 \pi \tau_{\mathrm{m}}} \sum_{n \in \mathbb{Z}} \exp \left[-n^{2} T / 2 \tau_{\mathrm{m}}+\Delta \theta n i\right]$. Then, in the limit $T \rightarrow \infty$, only the $n=0$ term in the latter sum contributes. The quantum state correlators without post-selection are given by the following simple closed
form expressions

$$
\begin{align*}
\left\langle z\left(t_{1}\right) z\left(t_{2}\right)\right\rangle_{\boldsymbol{q}_{\text {in }}}= & e^{-\frac{t_{1}+t_{2}}{2 \tau_{\mathrm{m}}}}\left\{\cos ^{2} \theta_{\text {in }} \cosh \left(t_{\min } / \tau_{\mathrm{m}}\right)\right. \\
& \left.+\sin ^{2} \theta_{\text {in }} \sinh \left(t_{\min } / \tau_{\mathrm{m}}\right)\right\}  \tag{32a}\\
\left\langle z\left(t_{1}\right) x\left(t_{2}\right)\right\rangle_{\boldsymbol{q}_{\text {in }}}= & e^{-\frac{t_{1}+t_{2}}{2 \tau_{\mathrm{m}}}} e^{-\frac{t_{\min }}{\tau_{\mathrm{m}}}} \sin \left(2 \theta_{\text {in }}\right) / 2 \tag{32b}
\end{align*}
$$

Notice that the sign of the cross-correlation is determined entirely by the initial angle. It simply indicates whether the $(x, z)$ coordinates start out as of the same or different sign to give either positive correlation $(+,+),(-,-)$ or negative correlation $(+,-),(-,+)$.

## 2. Qubit state averaged over sub-ensemble with fixed initial and final states

We know the general fact that measurement induces exponential decay of the ensemble average qubit state. In particular, for the considered ideal XZ measurement, the Bloch state decays as $x_{\text {ens }}(t)=x_{\text {in }} \exp \left(-\Gamma_{\mathrm{m}} t\right), y_{\text {ens }}(t)=$ $y_{\text {in }} \exp \left(-2 \Gamma_{\mathrm{m}} t\right)$ and $z_{\text {ens }}(t)=z_{\text {in }} \exp \left(-\Gamma_{\mathrm{m}} t\right)$. An interesting question to discuss is how the sub-ensemble average state evolves from a fixed initial state, $\boldsymbol{q}_{\text {in }}$, at time $t_{0}$ to a fixed final state $\boldsymbol{q}_{\mathrm{f}}$ at time $T$.

To answer the above question, we need to calculate $\boldsymbol{q}_{\text {sub-ens-avg }}(t)={ }_{\boldsymbol{q}_{\mathrm{f}}}\langle\boldsymbol{q}(t)\rangle_{\boldsymbol{q}_{\text {in }}}$. For the considered ideal XZ measurement, the components $\boldsymbol{q}_{\mathrm{f}}\langle z(t)\rangle_{\boldsymbol{q}_{\text {in }}}$ and $\boldsymbol{q}_{\boldsymbol{f}}\langle x(t)\rangle_{\boldsymbol{q}_{\text {in }}}$ can be calculated from the real and imaginary parts of ${ }_{\boldsymbol{q}_{\mathrm{f}}}\langle\exp [i \theta(t)]\rangle_{\boldsymbol{q}_{\mathrm{in}}}$, which in turn can be obtained from the result (29) with $s_{2}=0$. We obtain

$$
\begin{align*}
& \boldsymbol{q}_{\mathrm{f}}\langle z(t)\rangle_{\boldsymbol{q}_{\mathrm{in}}}=e^{-t(1-t / T) / 2 \tau_{\mathrm{m}}} \\
& \quad \times \frac{\sum_{n \in \mathbb{Z}} e^{-(\Delta \theta+2 \pi n)^{2} \tau_{\mathrm{m}} / 2 T} \cos \left(\theta_{\mathrm{in}}+(\Delta \theta+2 \pi n) t / T\right)}{\sum_{n \in \mathbb{Z}} e^{-(\Delta \theta+2 \pi n)^{2} \tau_{\mathrm{m}} / 2 T}}, \\
& \boldsymbol{q}_{\mathrm{f}}\langle x(t)\rangle_{\boldsymbol{q}_{\mathrm{in}}}=e^{-t(1-t / T) / 2 \tau_{\mathrm{m}}} \\
& \quad \times \frac{\sum_{n \in \mathbb{Z}} e^{-(\Delta \theta+2 \pi n)^{2} \tau_{\mathrm{m}} / 2 T} \sin \left(\theta_{\mathrm{in}}+(\Delta \theta+2 \pi n) t / T\right)}{\sum_{n \in \mathbb{Z}} e^{-(\Delta \theta+2 \pi n)^{2} \tau_{\mathrm{m}} / 2 T}}, \tag{33}
\end{align*}
$$

and ${ }_{\boldsymbol{q}_{\mathrm{f}}}\langle y(t)\rangle_{\boldsymbol{q}_{\mathrm{in}}}=0$ since we are considering state evolution on the Bloch $x z$ plane.

In Fig. 1 we show some of the results obtained in this section. Figure 1(a) depicts the sub-ensemble average state for various values of $T$ with boundary conditions on the quantum trajectories specified by the angles $\theta_{\text {in }}=\pi / 4$ and $\theta_{\mathrm{f}}=7 \pi / 8$. We notice that for $T=10 \tau_{\mathrm{m}}$, the average $\boldsymbol{q}_{\text {sub-ens-avg }}(t)$ first becomes mixed (i.e., states lying inside the Bloch sphere) and approaches the fully mixed state $(x=y=z=0)$ at around $t=T / 2$, and then it unwinds itself such that the subensemble average state reaches the target pure state $\boldsymbol{q}_{\mathrm{f}}$ at the final time $T$. This turning behavior is less obvious for shorter post-selection time $T=3.5 \tau_{\mathrm{m}}$ and $T=\tau_{\mathrm{m}}$ as the trajectories in the subensemble do not have enough time to wander around the Bloch sphere to contribute to the mixedness of the
state. We point out that this evolution is rather different from the conventional exponential decay of the (total) ensemble average evolution induced by the XZ measurement (shown as the dashed line in Figure 1(a)). Figure 1(b) shows the quantum state correlators for the ideal XZ measurement with the same boundary conditions as in Fig. 1(a) and $T=3.5 \tau_{\mathrm{m}}$. Solid lines depict our analytical formulas, Eqs. (22)-(23) and (29), and the crosses depict Monte Carlo simulation results. The percentage of simulated trajectories which satisfy the boundary conditions are $0.12 \%, 0.30 \%$ and $0.34 \%$ for $T=\tau_{\mathrm{m}}, 3.5 \tau_{\mathrm{m}}$ and $10 \tau_{\mathrm{m}}$, respectively.

## B. Perturbative solutions of conditional averages for non-ideal XZ measurements

In the case of non-ideal XZ measurements, where there exist measurement inefficiencies, qubit energy relaxation and dephasing due to unwanted coupling with the environment, our knowledge about the qubit state comes in the form of a mixed state. In order to describe its evolution, we need to consider two coordinates; for example, the $x$ and $z$ Bloch coordinates. In this case, an analytic solution for the correlators is not forthcoming, so we apply the stochastic path integral perturbatively to compute the conditional averages for the quantum state variables. Following the method presented in Refs. [30, 37], the stochastic action discussed in Section II B, Eqs. (6)(7), is first rearranged into a free action and an interaction action, $\mathcal{S}=\mathcal{S}_{F}+\mathcal{S}_{I}$, where,

$$
\begin{align*}
\mathcal{S}_{F}= & \int_{0}^{T} d t\left\{i p_{x}\left(\dot{x}+\Gamma_{z} x\right)+i p_{z}\left(\dot{z}+\Gamma_{x} z\right)+\frac{\xi_{x}^{2}}{2}+\frac{\xi_{z}^{2}}{2}\right\}  \tag{34}\\
\mathcal{S}_{I}=\int_{0}^{T} d t & {\left[\left\{i p_{x} x z-i p_{z}\left(1-z^{2}\right)\right\} \frac{\xi_{z}}{\sqrt{\tau_{z}}}\right.} \\
& \left.+\left\{-i p_{x}\left(1-x^{2}\right)+i p_{z} x z\right\} \frac{\xi_{x}}{\sqrt{\tau_{x}}}\right] . \tag{35}
\end{align*}
$$

The free action includes only the bilinear terms in $x, z, p_{x}, p_{z}, \xi_{x}$ and $\xi_{z}$ variables and therefore can be rewritten in terms of the free Green's function, e.g., $\mathcal{S}_{F}=i \sum_{a=x, z} \int d t d t^{\prime} p_{a}(t) G_{a}^{-1}\left(t, t^{\prime}\right) a\left(t^{\prime}\right)$, where $a=x, z$. The rest of the terms in the action define the interaction action $\mathcal{S}_{I}$. The free Green's functions for the variables $x$ and $z$ are given by

$$
\begin{align*}
& G_{x}\left(t, t^{\prime}\right)=\exp \left\{-\Gamma_{z}\left(t-t^{\prime}\right)\right\} \Theta\left(t-t^{\prime}\right) \\
& G_{z}\left(t, t^{\prime}\right)=\exp \left\{-\Gamma_{x}\left(t-t^{\prime}\right)\right\} \Theta\left(t-t^{\prime}\right) \tag{36}
\end{align*}
$$

The function $\Theta(t)$ is a left continuous Heaviside step function $\left(\Theta(0)=0\right.$ and $\lim _{t \rightarrow 0^{+}} \Theta(t)=1$, see Ref. [30]). The Green's functions for the noise terms in the free action are simply the delta functions $G_{\xi}\left(t, t^{\prime}\right)=\delta\left(t-t^{\prime}\right)$, for both noises $\xi_{x}$ and $\xi_{z}$. The perturbative expansion comes from expanding the exponential, $e^{\mathcal{S}_{I}}$, in powers of
$\mathcal{S}_{I}$, where one can construct diagrammatic rules to keep track of nonvanishing terms. In the diagrammatic expansion, the terms in the interaction action $\mathcal{S}_{I}$ determine vertices, whereas, the Green's functions determine propagators. The vertices and propagators are shown in Table I. We follow the diagrammatic rules explained in full detail in Ref. [30] and note that the type of expansion presented in the reference is similar to the loop expansion in quantum theory. However, one can show that, in this case, the order of the expansion can be equivalently controlled by a small noise parameter which is related to the measurement efficiency $\eta_{x, z}$. Even though the measurement efficiency is not shown explicitly in the equations we used so far, they are actually contained in the definition of the characteristic measurement time $\tau_{x, z}=1 /\left(2 \Gamma_{x, z} \eta_{x, z}\right)$.

We illustrate the diagrammatic approach by computing the correlators of this type: $C_{A B}\left(t_{1}, t_{2} \mid \boldsymbol{q}_{\text {in }}, 0\right) \equiv$ $\left\langle A\left(t_{1}\right) B\left(t_{2}\right)\right\rangle_{\boldsymbol{q}_{\text {in }}}$, where $A, B$ are any two of the Bloch sphere coordinates $x, z$ and the conditioning is only on the initial state $\boldsymbol{q}_{\text {in }}=\left\{x_{\text {in }}, z_{\text {in }}\right\}$ at time $t_{0}=0$. We note that conditioning on both initial and final states is also possible, however the diagrammatic rules are far more complicated and we are not considering that case here. We begin with the cross-correlation function,

showing how the ending vertices $z_{t_{1}}$ and $x_{t_{2}}$ can be connected to other vertices in Table I only up to 0 loops (tree-level diagrams). Importantly, we note that the noise propagators (shown as wavy lines) can only connect vertices with the same noise flavors, as a result of the independence of the two noises $\xi_{x}$ and $\xi_{z}$. The mathematical expressions corresponding to the diagrams are given by

$$
\begin{align*}
& C_{z x}\left(t_{1}, t_{2} \mid \boldsymbol{q}_{\mathrm{in}}, 0\right)=-\left(\frac{1}{\tau_{z}}+\frac{1}{\tau_{x}}\right) z_{\mathrm{in}} x_{\mathrm{in}} \\
& \times \int_{0}^{T} d t^{\prime} G_{z}\left(t_{1}, t^{\prime}\right) G_{x}\left(t_{2}, t^{\prime}\right) G_{x}\left(t^{\prime}, t_{0}\right) G_{z}\left(t^{\prime}, t_{0}\right) \\
& +\frac{x_{\mathrm{in}} z_{\mathrm{in}}^{3}}{\tau_{z}} \int_{0}^{T} d t^{\prime} G_{z}\left(t_{1}, t^{\prime}\right) G_{x}\left(t_{2}, t^{\prime}\right) G_{z}\left(t^{\prime}, t_{0}\right)^{3} G_{x}\left(t^{\prime}, t_{0}\right) \\
& +\frac{x_{\mathrm{in}}^{3} z_{\mathrm{in}}}{\tau_{x}} \int_{0}^{T} d t^{\prime} G_{z}\left(t_{1}, t^{\prime}\right) G_{x}\left(t_{2}, t^{\prime}\right) G_{z}\left(t^{\prime}, t_{0}\right) G_{x}\left(t^{\prime}, t_{0}\right)^{3} \tag{38}
\end{align*}
$$

| Type | Labels of vertices | Value | Diagrams |
| :---: | :---: | :---: | :---: |
| Initial | $x_{\mathrm{in}}, z_{\mathrm{in}}$ | $x_{\mathrm{in}}, z_{\mathrm{in}}$ | $\leftarrow$ |
| 2 legged | $p_{x} \xi_{x}, p_{z} \xi_{z}$ | $\frac{1}{\sqrt{\tau_{x}}}, \frac{1}{\sqrt{\tau_{z}}}$ | $\leftarrow-\frac{1}{\sqrt{\tau_{x}}},-\frac{1}{\sqrt{\tau_{z}}}$ |

TABLE I. Different possible vertices and associated diagrams for correlation functions of $x$ and $z$ in joint continuous XZ measurement. We note the different measurement times $\tau_{x, z}$ go with the appropriate $x$ or $z$ diagram vertex or propagator.

We evaluate above integrals and obtain

$$
\begin{align*}
& C_{z x}=e^{-\Gamma_{x} t_{1}-\Gamma_{z} t_{2}}\left\{-2 x_{\mathrm{in}} z_{\mathrm{in}}\left(\Gamma_{z} \eta_{z}+\Gamma_{x} \eta_{x}\right) t_{\min }+\right. \\
& \left.\frac{x_{\mathrm{in}} z_{\mathrm{in}}^{3} \Gamma_{z} \eta_{z}}{\Gamma_{x}}\left(1-e^{-2 \Gamma_{x} t_{\mathrm{min}}}\right)+\frac{z_{\mathrm{in}} x_{\mathrm{in}}^{3} \Gamma_{x} \eta_{x}}{\Gamma_{z}}\left(1-e^{-2 \Gamma_{z} t_{\mathrm{min}}}\right)\right\} . \tag{39}
\end{align*}
$$

Other examples are the self-correlators $C_{z z}$ and $C_{x x}$. The diagrams for the $z-z$ correlator conditioning on an initial state are given by

which can be evaluated to give

$$
\begin{align*}
& C_{z z}=e^{-\Gamma_{x}\left(t_{1}+t_{2}\right)}\left\{-4 \Gamma_{z} \eta_{z} z_{\mathrm{in}}^{2} t_{\min }+\frac{\Gamma_{z} \eta_{z}}{\Gamma_{x}}\left(e^{2 \Gamma_{x} t_{\mathrm{min}}}-1\right)\right. \\
& \left.+\frac{x_{\mathrm{in}}^{2} z_{\mathrm{in}}^{2} \Gamma_{x} \eta_{x}}{\Gamma_{z}}\left(1-e^{-2 \Gamma_{z} t_{\mathrm{min}}}\right)+\frac{z_{\mathrm{in}}^{4} \Gamma_{z} \eta_{z}}{\Gamma_{x}}\left(1-e^{-2 \Gamma_{x} t_{\mathrm{min}}}\right)\right\} . \tag{41}
\end{align*}
$$

For the other self-correlator $C_{x x}$, the calculation is in the same way, with the replacements $x_{\text {in }} \leftrightarrow z_{\text {in }}$, and $z \leftrightarrow x$.

Figure 2 shows the comparison between our analytical results from the diagrammatic perturbation theory and Monte Carlo simulations. We show the results for the covariance and variance functions of the Bloch coordinates, defined as $\operatorname{Cov}\left[A\left(t_{1}\right) B\left(t_{2}\right)\right] \equiv$ $\left\langle A\left(t_{1}\right) B\left(t_{2}\right)\right\rangle_{\boldsymbol{q}_{\text {in }}}-\left\langle A\left(t_{1}\right)\right\rangle_{\boldsymbol{q}_{\text {in }}}\left\langle B\left(t_{2}\right)\right\rangle_{\boldsymbol{q}_{\text {in }}}$ and $\operatorname{Var}[A(t)] \equiv$ $\left\langle\left[A(t)-\langle A(t)\rangle_{\boldsymbol{q}_{\text {in }}}\right]^{2}\right\rangle_{\boldsymbol{q}_{\text {in }}}$, respectively. We consider two cases: measurement efficiencies $\eta_{x}=\eta_{z}=0.5$ and 0.05 . As expected from the expansion, where we only keep terms


FIG. 2. Covariance and variance functions of the Bloch coordinates for non-ideal XZ measurements. The analytical results obtained from the diagrammatic perturbative expansion are presented in solid curves and the Monte Carlo simulation results are presented with markers. The results from the diagrammatic expansion agree with the numerical data much better for the case of small measurement quantum efficiency $\eta=0.05$, as shown in panel (b), than for the case with $\eta=0.5$, shown in panel (a). The insets shows the results for the variance functions. We assume both measurement channels have the same quantum efficiency $\left(\eta_{x}=\eta_{z}=\eta\right)$.
up to the tree-level diagrams, the numerical covariance and variance functions are in good agreement with the theory when $\eta_{x, z}$ are small, corresponding to the small noise limit where the noisy trajectories are not too far away from its averaged trajectory [30].

## C. Application to general cases with non-commuting observables $\sigma_{z}$ and $\sigma_{\varphi}$

The analysis of the perturbative diagrams for XZ measurement can be generalized to the case of simultaneous and continuous measurement of $\sigma_{z}$ and $\sigma_{\varphi}$ with arbitrary angle, $\varphi$, between the measurement axes. The stochastic equations for this case are given in Eq. (4) (consider only equations for $x$ and $z$ ), and we can use them to construct a stochastic path integral with a stochastic action, which can be separated into free and interaction parts, $\tilde{\mathcal{S}}=\tilde{\mathcal{S}}_{F}+\tilde{\mathcal{S}}_{I}$. We notice that the terms in the free action for XZ measurement, Eq. (34), apart from the noise terms, are of the form: $p_{a}(\dot{a}+\Gamma a)$ where $a=x, z$, leading to the Green's functions of Eq. (36). In order to be able to use the diagrammatic rules of XZ measurement case also in the case of arbitrary $\varphi$, we need to keep the same structure of the free action in both cases. We do this by transforming the variables $x, z$ in the stochastic master equations (4) to a new set of variables $u, v$ that diagonalizes the linear parts of the evolution equations. That is, we find eigenvectors and eigenvalues of the decoherence matrix $M$,

$$
M=\left(\begin{array}{cc}
-\left(\Gamma_{z}+\Gamma_{\varphi} \cos ^{2} \varphi\right) & \frac{\Gamma_{\varphi} \sin 2 \varphi}{2}  \tag{42}\\
\frac{\Gamma_{\varphi} \sin 2 \varphi}{2} & -\Gamma_{\varphi} \sin ^{2} \varphi
\end{array}\right) .
$$

The eigenvalues of the decoherence matrix are $\lambda_{+}$and $\lambda_{-}$,

$$
\begin{equation*}
\lambda_{ \pm}=-\frac{\Gamma_{z}}{2}-\frac{\Gamma_{\varphi}}{2} \pm \frac{\sqrt{\Xi}}{2} \tag{43}
\end{equation*}
$$

where $\Xi=\Gamma_{\varphi}^{2}+\Gamma_{z}^{2}+2 \Gamma_{\varphi} \Gamma_{z} \cos (2 \varphi)$. The stochastic differential equations after the variable transformation are of the form

$$
\begin{align*}
\dot{u} & =\lambda_{-} u+\kappa_{z u} \xi_{z}+\kappa_{x u} \xi_{\varphi}+\alpha_{x 1} u^{2} \xi_{\varphi} \\
& +\alpha_{x 2} u v \xi_{\varphi}+\alpha_{z} u^{2} \xi_{z}+\alpha_{z} u v \xi_{z}  \tag{44a}\\
\dot{v} & =\lambda_{+} v+\kappa_{z v} \xi_{z}+\kappa_{x v} \xi_{\varphi}+\alpha_{x 2} v^{2} \xi_{\varphi} \\
& +\alpha_{x 1} u v \xi_{\varphi}+\alpha_{z} v^{2} \xi_{z}+\alpha_{z} u v \xi_{z} \tag{44b}
\end{align*}
$$

where the $\alpha$ - and $\kappa$-coefficients are functions of $\Gamma_{z}, \Gamma_{\varphi}$ and $\varphi$. The final form of the free action, constructed from these stochastic master equations, is given by $\tilde{\mathcal{S}}_{F}=$ $\int_{0}^{T} d t\left\{i p_{u}\left(\dot{u}+\lambda_{-} u\right)+i p_{v}\left(\dot{v}+\lambda_{+} v\right)+\xi_{\varphi}^{2} / 2+\xi_{z}^{2} / 2\right\}$ which is similar to Eq. (34). Therefore, we can apply the same diagrammatic rules used in the XZ measurement case and only need to consider the new set of vertices built from the rest of the terms in the interaction action [those terms proportional to the $\alpha$ - and $\kappa$-coefficients in Eq. (44)].

## IV. CONDITIONAL AVERAGES USING THE FOKKER-PLANCK EQUATION

In this section we will use the Fokker-Planck equation for the transition probability, $P\left(\boldsymbol{q}, t \mid \boldsymbol{q}^{\prime}, t^{\prime}\right)$, to calculate the conditional quantum state correlators defined
in Eqs. (22)-(23). To find such correlators, we introduce the two-sided joint probability density $W_{2}$ for the quantum state to reach the states $\boldsymbol{q}_{1}$ at time $t_{1}$ and $\boldsymbol{q}_{2}$ at time $t_{2} \geq t_{1}$ given that the initial state is $\boldsymbol{q}_{\text {in }}$ at time $t_{0}$ and the final state is $\boldsymbol{q}_{\mathrm{f}}$ at time $T$,

$$
\begin{align*}
& W_{2}\left(\boldsymbol{q}_{\mathrm{f}}, T\left|\boldsymbol{q}_{2}, t_{2} ; \boldsymbol{q}_{1}, t_{1}\right| \boldsymbol{q}_{\mathrm{in}}, t_{0}\right)= \\
& \quad \frac{P\left(\boldsymbol{q}_{\mathrm{f}}, T \mid \boldsymbol{q}_{2}, t_{2}\right) P\left(\boldsymbol{q}_{2}, t_{2} \mid \boldsymbol{q}_{1}, t_{1}\right) P\left(\boldsymbol{q}_{1}, t_{1} \mid \boldsymbol{q}_{\mathrm{in}}, t_{0}\right)}{P\left(\boldsymbol{q}_{\mathrm{f}}, T \mid \boldsymbol{q}_{\mathrm{in}}, t_{0}\right)} \tag{45}
\end{align*}
$$

The transition probability $P\left(\boldsymbol{q}, t \mid \boldsymbol{q}^{\prime}, t^{\prime}\right)$, with $t>t^{\prime}$, can be obtained from the Fokker-Planck equation associated to the Itô equations (4a)-(4c). In particular, such transition probability can be easily calculated analytically for the ideal XZ measurement case with detectors of equal measurement strengths. As in section III, we assume that the initial state is such that $y(0)=0$ and then $y(t)=0$ for all times. Quantum trajectories can then be parametrized by the polar coordinate, $\theta(t)$, which we will use it to denote the Bloch state $\boldsymbol{q}=\{\sin \theta, 0, \cos \theta\}$. The Fokker-Planck equation associated to Eq. (12) reads as

$$
\begin{equation*}
\partial_{t} P\left(\theta, t \mid \theta^{\prime}, t^{\prime}\right)=D \partial_{\theta}^{2} P\left(\theta, t \mid \theta^{\prime}, t^{\prime}\right) \tag{46}
\end{equation*}
$$

where the diffusion coefficient is $D=\left(2 \tau_{\mathrm{m}}\right)^{-1}$ and the initial condition is $P\left(\theta, t^{\prime} \mid \theta^{\prime}, t^{\prime}\right)=\delta\left(\theta-\theta^{\prime}\right)$. The solution of Eq. (46) is given by $P\left(\theta, t \mid \theta^{\prime}, t^{\prime}\right)=(2 \pi)^{-1} \sum_{n \in \mathbb{Z}} \exp [i n(\theta-$ $\left.\left.\theta^{\prime}\right)-D n^{2}\left(t-t^{\prime}\right)\right]$. The conditional average quantities, ${ }_{\boldsymbol{q}_{\mathrm{f}}}\left\langle\mathcal{A}_{s_{1} s_{2}}[\theta(t)]\right\rangle_{\boldsymbol{q}_{\text {in }}}$, in Eqs. (22)-(23) are now expressed in terms of the two-sided joint probability density as

$$
\begin{align*}
& { }_{\boldsymbol{q}_{\mathrm{f}}}\left\langle\mathcal{A}_{s_{1} s_{2}}[\boldsymbol{q}(\theta)]\right\rangle_{\boldsymbol{q}_{\mathrm{in}}}=\int_{0}^{2 \pi} d \theta_{1} \int_{0}^{2 \pi} d \theta_{2} e^{i s_{1} \theta_{1}+i s_{2} \theta_{2}} \times \\
& \frac{P\left(\theta_{\mathrm{f}}, T \mid \theta_{2}, t_{2}\right) P\left(\theta_{2}, t_{2} \mid \theta_{1}, t_{1}\right) P\left(\theta_{1}, t_{1} \mid \theta_{\mathrm{in}}, t_{0}\right)}{P\left(\theta_{\mathrm{f}}, T \mid \theta_{\mathrm{in}}, t_{0}\right)} \tag{47}
\end{align*}
$$

It can be shown that Eq. (47) leads to the same result as Eq. (29). To show this, we evaluate the integrals in Eq. (47) and obtain (assuming $t_{0}=0$ )

$$
\begin{align*}
\boldsymbol{q}_{\mathrm{f}}\left\langle\mathcal{A}_{s_{1} s_{2}}[\boldsymbol{q}(\theta)]\right\rangle_{\boldsymbol{q}_{\mathrm{in}}}= & e^{i \theta_{\mathrm{in}}\left(s_{1}+s_{2}\right)-D\left(s_{1}^{2} t_{1}+s_{2}^{2} t_{2}+2 s_{1} s_{2} t_{1}\right)} \times \\
& \frac{\sum_{n \in \mathbb{Z}} e^{-D n^{2} T+\left[\Delta \theta-2 D\left(s_{1} t_{1}+s_{2} t_{2}\right) i\right] n i}}{\sum_{n \in \mathbb{Z}} e^{-D n^{2} T+\Delta \theta n i}} . \tag{48}
\end{align*}
$$

We then obtain the result (29) after applying Poisson's resummation formula to the sums in the numerator and denominator in Eq. (48).

The Fokker-Planck approach also enables us to find analytically the two-sided probability density $W$ of $\theta$ at the time $t$ in terms of the transition probability, obtained above,

$$
\begin{equation*}
W\left(\theta_{\mathrm{f}}, T|\theta, t| \theta_{\mathrm{in}}, t_{0}\right)=\frac{P\left(\theta_{\mathrm{f}}, T \mid \theta, t\right) P\left(\theta, t \mid \theta_{\mathrm{in}}, t_{0}\right)}{P\left(\theta_{\mathrm{f}}, T \mid \theta_{\mathrm{in}}, t_{0}\right)} \tag{49}
\end{equation*}
$$



FIG. 3. Two-sided probability distribution of the polar coordinate, $\theta$, at the time $t$. Such distribution takes into account only quantum trajectories with fixed initial and final states, parametrized by the angles $\theta_{\mathrm{in}}=\pi / 4$ and $\theta_{\mathrm{f}}=7 \pi / 8$, at the times $t=0$ and $T=10 \tau_{\mathrm{m}}$, respectively. The distribution is shown for various times: $t=0.5 \tau_{\mathrm{m}}, 2.5 \tau_{\mathrm{m}}, 5 \tau_{\mathrm{m}}, 7.5 \tau_{\mathrm{m}}$ and $9.5 \tau_{\mathrm{m}}$. The circles represent Monte Carlo simulation results.

Figure 3 shows the above distribution for various times between $t=0$ and $T=10 \tau_{\mathrm{m}}$, and $\theta_{\text {in }}=\pi / 4$ and $\theta_{\mathrm{f}}=7 \pi / 8$. We note that, at short times, the considered distribution resembles a Gaussian-like distribution centered at the angle $\theta_{\text {in }}$, then it tends to flatten out until the time $t=T / 2$ (see green line in Fig. 3). For larger times, $t>T / 2$, the distribution recovers a Gaussian-like shape centered at the angle $\theta_{\mathrm{f}}$. From Fig. 3, it is easy to understand the behavior exhibited by the sub-ensemble average state, $\boldsymbol{q}_{\text {sub-ens-avg }}(t)$, shown in Fig. 1(a). Specifically, the decay of $\boldsymbol{q}_{\text {sub-ens-avg }}$ toward the center of the Bloch sphere is due to the fact that the distribution, $W$, becomes increasingly flat until the time $t=T / 2$.

## V. QUANTUM STATE CORRELATORS FOR THE TRANSMON QUBIT EXPERIMENT

To confirm the above theoretical analysis, we now discuss quantum state correlators of experimental data. We performed two non-commuting stroboscopic measurements on a superconducting transmon qubit using the single-quadrature measurement technique and experimental setup described in Ref. [28]. The latter effectively implements simultaneous continuous measurement of $\sigma_{z}$ and $\sigma_{x}$ with quantum back-action of the informational type. The qubit state dynamics is then described by the stochastic master equation Eq. (4) with the following additional terms [29], due to finite qubit coherence and residual Rabi oscillations,

$$
\begin{align*}
& \dot{x}=-\gamma x+\tilde{\Omega}_{\mathrm{R}} z  \tag{50a}\\
& \dot{y}=-T_{2}^{-1} y  \tag{50b}\\
& \dot{z}=-\gamma z-\tilde{\Omega}_{\mathrm{R}} x, \tag{50c}
\end{align*}
$$

where the terms proportional to $\gamma$ describe $x z$ depolarization of the measured qubit with a rate $\gamma=$


FIG. 4. Comparison of theory and experiment for quantum state correlators: (a) covariances and (b) variances, for the qubit under the simultaneous measurement of $\sigma_{x}$ and $\sigma_{z}$. The correlators derived from experimental qubit trajectories are shown in solid curves, whereas the Monte-Carlo simulation results are shown with markers, showing excellent agreement with the experimental data. As expected from Fig. 2, the first order perturbative solutions, shown in dashed gray, while giving the correct qualitative behaviour, deviate from the experimental results in the moderately high efficiency limit ( $\eta_{z}=0.54$ and $\eta_{x}=0.41$ ).
$\left(T_{1}^{-1}+T_{2}^{-1}\right) / 2, T_{1}=60 \mu \mathrm{~s}$ and $T_{2}=30 \mu \mathrm{~s}$, and the residual Rabi-frequency is $\tilde{\Omega}_{\mathrm{R}} \approx 2 \pi \times 12 \mathrm{kHz}$ [29].

From the experimental readouts of both measurement channels, we first obtain the quantum trajectories by applying the quantum Bayesian update at each experimental time step, $d t=4 \mathrm{~ns}$, see Appendix A for details, and then we calculate the state correlators. The results are shown in Fig. 4. Figure 4(a) shows the comparison between state correlators obtained from experimental quantum trajectories, Monte Carlo simulations, and the perturbation theory discussed in section III B. In the Monte Carlo simulations, we use the same set of parameters used in constructing the qubit trajectories from experimental data. We find excellent agreement between simulated and experimental results. As depicted by Fig. 4(a), the first-order in $\eta_{x, z}$ perturbative results are still able to capture the correct trend of the correlators. Figure 4(b) shows the variances of the Bloch coordinates $x$ and $z$. Here, we also find good agreement between the numerical simulations and the results obtained from the experimental readouts.

## VI. CONCLUSIONS

We have investigated the conditional averages and temporal correlation functions of the qubit state evolution under simultaneous non-commuting observable measurement. We consider the joint measurement of the noncommuting pseudo-spin observables $\sigma_{x}$ and $\sigma_{z}$. Under these continuous measurements, the qubit state trajectories in time are described by the stochastic master equation, and the associated stochastic path integral. In the ideal quantum limit measurement case of equal measurement rates, closed-form solutions of any multi-time correlation function can be found using the stochastic path integral formalism, even when conditioning on the initial and final states. We also presented a complimentary method for finding the conditional correlators using the Fokker-Planck equation. For the non-ideal measurement case, where the measurement is inefficient and environment dephasing is present, the conditional correlators can be obtained perturbatively using the diagrammatic approach. We have shown that the perturbative results, to first order in the efficiency, are in good agreement with the numerically simulated trajectories in the small quantum efficiency regime. Most importantly, we have compared the results of this theoretical analysis with the qubit trajectory data inferred and tomographically verified from a superconducting circuit coupled to multimode cavity, and have found excellent agreement between the correlation functions of the experimental data and our theoretical treatment.
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## Appendix A: Extracting quantum trajectories from experimental data

In this section, we discuss how to obtain the quantum trajectories from the experimental readout signals, $\bar{r}_{z}(t)$
and $\bar{r}_{\varphi}(t)$, recorded with a time resolution of $d t=4 \mathrm{~ns}$. The experimental setup is described in detail in Ref. [28].

Since the experimental readout signals have a finite time resolution, $d t=4 \mathrm{~ns}$, we cannot directly use the stochastic master equation (4) (valid for infinitesimal $d t)$ to compute the quantum trajectories. Instead, we use the quantum Bayesian rule. This garanties that at each time step we obtain a physical density matrix. The qubit state at the time $t+d t$ is obtained from the state at the time $t$ by means of the composed mapping: $\rho(t+d t)=\mathcal{L}_{\text {env }} \circ \mathcal{M}[\rho(t)]$. Here, the operation $\mathcal{M}[\rho]=\mathcal{M}_{x} \circ \mathcal{M}_{z}[\rho]$ represents the evolution due to measurement of $\sigma_{z}$ and $\sigma_{x}$ during the time step $d t$ (neglecting errors of order $d t^{2}$ due to the non-commutativity of the measured operators). The evolution due to measurement of $\sigma_{z}$ alone reads as

$$
\begin{equation*}
\left(\mathcal{M}_{z}[\rho]\right)_{i j}=\frac{\left(M_{z} \rho M_{z}^{\dagger}\right)_{i j}}{\operatorname{Tr}\left[M_{z} \rho M_{z}^{\dagger}\right]} \exp \left(-\Lambda_{i j} d t\right) \tag{A1}
\end{equation*}
$$

where $M_{z}=\left(4 \pi \tau_{z} / d t\right)^{-1 / 2} \exp \left[-\left(\bar{r}_{z}(t)-\sigma_{z}\right)^{2} d t / 4 \tau_{z}\right]$ and the matrix $\Lambda$ has vanishing diagonal elements and offdiagonal elements given by $\Lambda_{01}=\Lambda_{10}=\Gamma_{z}-1 / 2 \tau_{z}$. Note that $\Lambda$ vanishes in the case of ideal measurements. The state update Eq. (A1) represents the quantum Bayesian update for a non-ideal measurement of $\sigma_{z}$ for the period $d t$. The Bayesian update for $\sigma_{x}$-measurement is similar to that of $\sigma_{z}$. First, we rotate the state along the $y$-axis by $-\pi / 2$ [i.e., $\rho \rightarrow \exp \left(i \pi \sigma_{y} / 4\right) \rho \exp \left(-i \pi \sigma_{y} / 4\right)$ ], we apply the Bayesian update defined in Eq. (A1) [with $\bar{r}_{x}(t), \tau_{x}$ and $\Gamma_{x}$ instead of $\bar{r}_{z}(t), \tau_{z}$ and $\Gamma_{z}$, respectively], and then we rotate back the state along the $y$-axis by $\pi / 2$. The experimental parameters are $\tau_{z}=1 /\left(2 \eta_{z} \Gamma_{z}\right)=1.21 \mu \mathrm{~s}$ and $\tau_{x}=1 /\left(2 \eta_{x} \Gamma_{x}\right)=1.60 \mu \mathrm{~s}$, and $\Gamma_{z}=\Gamma_{x}=1 / 1.3 \mu \mathrm{~s}$ [28]. Another operation $\mathcal{L}_{\text {env }}[\rho]$ is necessary to account for the state evolution due to environmental decoherence and residual Rabi oscillations, which in our case is obtained by evolving Eq. (50) over the time step, $d t$. In the experiment, the initial Bloch vector for the qubit trajectories is $\boldsymbol{q}_{\text {in }}=\{\sin (\pi / 4), 0, \cos (\pi / 4)\}$, and the total number of readout traces is approximately $2 \times 10^{5}$ for each measurement channel. After calculating the experimental quantum trajectories, we calculate the quantum state correlators with only the pre-selection condition, $\boldsymbol{q}(t=0)=\boldsymbol{q}_{\text {in }}$. The results are shown in Fig. 4.
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