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We derive an intrinsically temperature-dependent approximation to the correlation grand poten-
tial for many-electron systems in thermodynamical equilibrium in the context of finite-temperature
reduced density matrix functional theory (FT-RDMFT). We demonstrate its accuracy by calculating
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existing exchange-correlation approximations from density functional theory and zero-temperature
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I. INTRODUCTION

Kohn-Sham density functional theory[1, 2] (KS-DFT)
has become the most widely applied method in chem-
istry and materials science for calculating ground-state
properties of quantum systems from first principles[3].

However, various interesting physical phenomena
at finite temperature pose challenges for its finite-
temperature (FT) generalization [4, 5]. These include
temperature-driven magnetic[6, 7] or superconducting[8,
9] phase transitions in solids, femto-chemistry at sur-
faces of solids[10], properties of shock compressed noble
gases[11, 12], the properties of plasmas[13–15], thermal
conductivities of inertial confinement fusion capsules[16],
and planetary interiors and their formation processes[17–
22].

An alternative to KS-DFT is reduced-density-matrix-
functional theory (RDMFT). It has several conceptual
differences to KS-DFT. Of relevance to our work is that
unlike in DFT, both the kinetic energy and the exchange
energy are by definition treated exactly, because both
are expressed explicitly as a functional of the 1RDM.
Only the correlation contribution to the interaction en-
ergy needs to be approximated. Therefore, the process of
functional construction in RDMFT is distinct from KS-
DFT.

The homogeneous electron gas (HEG) is the corner-
stone of modern electronic structure theory[23]. An accu-
rate understanding of its properties is intimately related
to functional construction in KS-DFT and RDMFT. In
DFT, the total energy is a functional of the spin densi-
ties, ρσ(r), which for the HEG reduces to a function of
the (spatially constant) spin densities ρσ. This function
is well known from QMC and many-body calculations. In
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other words, in DFT the known function eHEG
XC (ρσ), the

exchange-correlation (XC) energy per particle, serves as
input for the functional construction. By construction, in
RDMFT however, the total energy is a functional of the
one-body density matrix which, for the HEG, remains
a functional (of the momentum-dependent) occupation
numbers n(k). This functional is not well known and,
therefore, in RDMFT the HEG serves as a test system
rather than an exactly known input.

At zero temperature, highly accurate quantum Monte-
Carlo (QMC) calculations of its XC energy[24, 25]
form the basis of the local-spin-density approximation
(LSDA)[26–28]. Recently, the XC energy of the HEG
at finite temperature has been determined using path-
integral QMC calculations[29] and parametrized in terms
of a temperature-dependent LSDA[30, 31].

At zero temperature, RDMFT has been success-
fully applied to problems that are inherently difficult
for KS-DFT. Prominent examples are dissociation en-
ergy curves[32–35] and fundamental gaps in molecules,
solids[34, 36, 37], and particularly in Mott insulators[38].

As a central result of this paper we construct a
FT-RDMFT correlation functional based on our recent
FT generalization of RDMFT[39] and the perturbative
methodology introduced therein[39]. As an immediate
application, we calculate the magnetic phase diagram of
the HEG.

The paper is organized as follows: In Sec. II we briefly
review the formalism of FT-RDMFT[39] and introduce
the HEG, thereby setting up our notation. We work in
atomic units throughout, where e2 = ~ = me = 1 so
that lengths are expressed in Bohr radii, and energies in
hartree. In Sec. III we summarize our results on the mag-
netic phase diagram of the HEG. We rationalize the qual-
itative features of exact phase diagram as a benchmark
and assess the predicted phase diagrams within various
approximations. We analyze, in particular, the accuracy
of the FT-RDMFT correlation approximation (κ−TIE
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functional) derived in this work. In Sec. IV we calcu-
late the magnetic phase diagram within the FT-RDMFT
exchange approximation, i.e., completely neglecting the
correlation component of the free energy. We also point
out that this is equivalent to FT Hartree-Fock theory.
In Sec. V we construct and implement the FT-RDMFT
correlation functional (κ−TIE functional) based on the
insights gained at zero temperature (see Appendix C).
Additionally, we implement the LSDA, random-phase ap-
proximation (RPA), and the BOW-TIE functionals in
FT-RDMFT and assess the predicted magnetic phase di-
agrams. Details on the numerical implementation of FT-
RDMFT are given in Ref. [40]. Finally, in Sec. VI we
summarize our results and give a perspective on future
work. Furthermore, in Appendix A we give an overview
of existing zero-temperature RDMFT XC functionals. In
Appendix B we discuss planar spin spirals exemplifying
a noncollinear spin configuration and extend the mag-
netic phase diagram within the FT-RDMFT exchange
approximation. In Appendix C we identify two proper-
ties (reproduction of accurate momentum distributions
and spin-channel inseparability) required for an accu-
rate FT-RDMFT XC approximation. We also construct
a zero-temperature RDFMT correlation approximation
(BOW-TIE functional) satisfying both of these require-
ments. In Appendix D we demonstrate that RDFMT
XC functionals fail in accurately capturing partially po-
larized spin configurations when spin-channel separabil-
ity is assumed. Finally, in Appendix E we assess the
accuracy of the BOW functional for the 2D HEG.

II. THEORETICAL FRAMEWORK

A. Overview of FT-RDMFT

Consider a grand-canonical operator

Ω̂ = Ĥ − µN̂ − Ŝ/β , (1)

where Ĥ denotes the Hamiltonian, N̂ the particle num-
ber operator, and Ŝ the entropy operator. In electronic
structure theory, Ĥ usually denotes the electronic Hamil-
tonian in the Born-Oppenheimer approximation given by
Ĥ = T̂ + Ŵ + V̂ , where T̂ denotes the kinetic energy op-
erator, Ŵ the Coulombic repulsion operator, and V̂ a
scalar, external potential. The coupling to the heat and
particle baths is achieved via the temperature 1/β and
the chemical potential µ.

Statistical averages such as the grand potential

Ω[D̂] = tr{D̂Ω̂} (2)

are calculated with the statistical density operator (SDO)

D̂ =
∑
i

wi|Ψi〉〈Ψi|, wi ≥ 0,
∑
i

wi = 1 , (3)

which is a weighted sum of projection operators on the
underlying Hilbert space, where |Ψi〉 and wi denote the

orthonormal N -particle states and their corresponding
weights.

The corresponding 1RDM is defined by the SDO and

the common fermionic field operators ψ̂ as

γσσ′(r, r′) = tr{D̂ψ̂+
σ′(r

′)ψ̂σ(r)} ,

=
∑
i

wi〈Ψi|ψ̂+
σ′(r

′)ψ̂σ(r)|Ψi〉 . (4)

The 1RDM is hermitian by construction. Therefore it
is commonly written in its spectral representation, most
generally as a matrix in spin space

γσσ′(r, r′) =
∑
i

niΦ
†
i (r
′)⊗ Φi(r) (5)

=
∑
i

ni

(
φ∗i1(r′)φi1(r) φ∗i2(r′)φi1(r)

φ∗i1(r′)φi2(r) φ∗i2(r′)φi2(r)

)
.

(6)

where

Φi(r) =

(
φi1(r)

φi2(r)

)
(7)

denotes a two-component (Pauli) spinor. This notation
is used in Appendix B where we discuss FT-RDMFT
for planar spin spiral states in order to illustrate a non-
collinear spin configuration.

However, in the remainder of this work we only con-
sider the collinear spin configuration. In this special case
different spin channels can be treated separately in terms
of spinors containing only one spin component, where

Φi1(r) =

(
φi1(r)

0

)
, Φi2(r) =

(
0

φi2(r)

)
. (8)

This leads to a 1RDM which is diagonal in the spin co-
ordinate

γσσ′(r, r′) = δσσ′

∑
i

niσφ
∗
iσ(r′)φiσ(r), (9)

where {niσ} denote real-valued eigenvalues and {φiσ}
the corresponding eigenstates which are called occupa-
tion numbers (ONs) and natural orbitals (NOs)[41].

The 1RDM isN -representable[42] under the conditions
that {φi} is a complete set, the fermionic constraint

0 ≤ niσ ≤ 1 , (10)

and particle number conservation∑
i

niσ = Nσ . (11)

The electronic density ρ(r) is determined from the diag-
onal of the 1RDM, ρ(r) =

∑
σ ρσ(r) =

∑
σ γσσ(r, r).
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In our recent work[39] we have established the founda-
tions of FT-RDMFT. We showed that the map between
the SDO and the 1RDM at equilibrium is invertible, i.e.,

D̂eq

1−1←→ µ(r, r′)
1−1←→ γeq,σσ′(r, r′) . (12)

Furthermore, we showed the existence of a universal
functional for the whole set of ensemble-N -representable
1RDMs[39]

F [γ] = inf
D̂→γ

(
tr{D̂(T̂ + Ŵ − 1/β ln D̂)}

)
(13)

which allows us to write the grand potential as

Ω[γ] = F [γ] + V [γ]− µN [γ] , (14)

where V [γ] =
∑
σ

∫
drdr′ [v(r, r′)− µδ(r− r′)] γσσ′(r, r′)

denotes the statical average over the scalar (and
generally nonlocal) external potential v(r, r′) and
N [γ] =

∑
σ

∫
dr γσσ′(r, r) the statistical average over

the particle number. Due to the existence of a KS
system in FT-RDMFT[39], we express the universal
functional in terms of the common KS quantities as

F [γ] = Ωk[γ]− SS[γ]

β
+ ΩH[γ] + ΩX[γ] + ΩC[γ] , (15)

where

Ωk[γ] =
∑
σ

∫
dr lim

r→r′

(
−∇

2

2

)
γσσ′(r, r′) , (16)

SS[γ] = −
∑
i,σ

(niσ ln(niσ) + (1− niσ) ln(1− niσ)) ,

(17)

ΩH[γ] =
∑
σ

1

2

∫
drdr′w(r′, r)γσσ′(r′, r′)γσσ′(r, r) , and

(18)

ΩX[γ] = −
∑
σ

1

2

∫
drdr′w(r′, r)γσσ′(r, r′)γσσ′(r′, r)

(19)

denote the functionals of the kinetic energy, noninteract-
ing entropy, Hartree energy, and exchange energy. The
interelectronic interaction is Coulombic and denoted by
w(r, r′) = 1/|r− r′|.

The central goal of this work is to find approximations
to the correlation functional ΩC[γ] at finite temperature.
In contrast to DFT, the kinetic energy functional in FT-
RDMFT yields the true kinetic energy of the interacting
system. Therefore, the correlation functional contains
only correlation contributions from the interelectronic in-
teraction and the entropic component. The existence of
a KS system allows us to derive an adiabatic connection
formula and, consequently, to expand the grand poten-
tial functional using methods from FT many-body per-
turbation theory (MBPT)[39] i n order to systematically
approximate the correlation functional.

In general, we determine the equilibrium by

Ωeq = min
γ∈ΓN

Ω[γ] (20)

which is a minimization over the set of all ensemble-N -
representable 1RDMs denoted by ΓN .

Although our perturbative method is explicitly de-
rived assuming a grand canonical ensemble, we can work
within the canonical ensemble[39] such that the domain
of minimization is given by the set of all ensemble-N -
representable 1RDMs fulfilling the fermionic constraint
in Eq. (10) and particle number conservation in Eq. (11)
for a fixed particle number N .

Once the correlation functional ΩC[γ] is approximated,
the grand potential Ω[γ] needs to be minimized on the do-
main of ensemble-N -representable density matrices[43].
In RDMFT, the numerical minimization is usually ham-
pered by imposing auxiliary conditions regarding the
fermionic constraint, particle number conservation, and
the orthonormality of the NOs. In this work, we em-
ploy a self-consistent minimization scheme[40]. It re-
lies on the fact that for every 1RDM in the domain of
N-representable 1RDMs there is a 1RDM from the set
of all finite-temperature noninteracting-V-representable
1RDMs arbitrarily close to it[40] and is facilitated by the
existence of a KS system in FT-RDFMT[39]. The main
idea is then to replace the grand potential Ω[γ] by an
effective grand potential Ωeff[γ] at a different tempera-
ture whose minimum will be arbitrarily close to the min-
imum of Ω[γ] and the requirement that they both have
the same functional derivative with respect to γk, the
1RDM of iteration cycle k. The minimum of Ωeff[γ] is
then found by a diagonalization of its effective Hamilto-
nian and an occupation of the new ONs according to the
Fermi-Dirac distribution. The resulting 1RDM will then
serve as the starting point γk+1 for the subsequent iter-
ation. The variational equations determining γk in each
iteration step as well as further details on the valida-
tion and numerical implementation of this self-consistent
minimization scheme are given in Ref. [40].

B. FT-RDMFT for the HEG

The HEG in collinear spin configuration in 3D
is an important paradigm for many-electron quan-
tum systems[23, 44, 45]. Highly accurate QMC
calculations[24, 29, 46, 47] provide the basis for parame-
terizations of its XC energy in terms of density function-
als at zero[26–28] and finite temperature[30, 31]. The
HEG is obtained by considering N electrons in the vol-
ume V and letting both N → ∞ and V → ∞, while
keeping the density ρ = N/V finite. The density of the
HEG is typically defined by the Wigner-Seitz radius

rS =

(
3

4πρ

)1/3

(21)
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which is the radius of a sphere with constant density
containing one electron. Alternatively, the HEG can be
characterized by the Fermi wavevector kF = (3π2ρ)1/3 =
(9π/4)1/3r−1

S , the Fermi energy εF = k2
F/2, and the Fermi

temperature TF = εF/kB . Introducing the polarization

ξ =
ρ↑ − ρ↓
ρ↑ + ρ↓

(22)

in terms of the spin-resolved densities ρ↑ and ρ↓, where
ρσ = ρ (1±ξ), allows us to express the Fermi wavevector,
the Fermi energy, and Fermi temperature of each spin
channel as

kσF = kF (1± ξ)1/3 , (23)

εσF = εF (1± ξ)2/3 , (24)

TσF = TF (1± ξ)2/3. (25)

The 1RDM of the HEG is given by

γσσ′(r− r′) = δσσ′

∫
d3k

(2π)3
nσ(k) eik·(r−r

′) , (26)

where the NOs are planes waves, the ONs nσ(k) denote
the momentum distribution of spin channel σ, and the
polarization in FT-RDMFT is defined through the ONs
by

ξ =
N↑ −N↓
N↑ +N↓

, (27)

with

Nσ = (2π)−3

∫
d3k nσ(k) (28)

with the spin-dependent ONs of Eq. (9).
Considering the positive charge background to retain

charge neutrality, the universal functional of the HEG
simplifies to

F [γ] = Ωk[γ] + ΩX[γ] + ΩC[γ]− SS[γ]

β
(29)

and also coincides with its free-energy functional. The
equilibrium is determined by

Feq = min
γ
F [γ] . (30)

The individual energy components simplify to

Ωk[γ] =
1

ρ

∑
σ

∫
d3k

(2π)3
nσ(k)

k2

2
(31)

Ωx[γ] = − 1

2ρ

∑
σ

∫
dk3

1

(2π)3

∫
dk3

2

(2π)3

nσ(k)nσ(k′)
4π

(k− k′)2
(32)

SS[γ] = −1

ρ

∑
σ

∫
d3k

(2π)3

(
nσ(k) ln(nσ(k))

+ (1− nσ(k)) ln(1− nσ(k))
)
. (33)

In the numerical treatment, we assume the ONs to be
constant in small volumes Vi around the k-points ki. Eqs.
(31) - (33) then transform into sums yielding

Ωk[{niσ}] =
∑
i,σ

niσti (34)

Ωx[{niσ}] = −1

2

∑
i,j,σ

niσnjσKi,j (35)

SS[{niσ}] = −
∑
i,σ

(
niσ ln(niσ)

+ (1− niσ) ln(1− niσ)
)
ωi, (36)

where

ti =
1

ρ

∫
Vi

d3k

(2π)3

k2

2
(37)

Ki,j =
1

ρ

∫
Vi

dk3
1

(2π)3

∫
Vj

dk3
2

(2π)3

4π

(k− k′)2
(38)

ωi =
1

ρ

∫
Vi

d3k

(2π)3
. (39)

III. SUMMARY OF RESULTS: MAGNETIC
PHASE TRANSITIONS IN THE HEG

A. Magnetic phase diagram of the HEG

The magnetic phase diagram is our benchmark to as-
sess the accuracy of FT-RDMFT correlation approxima-
tions developed in this paper. The phase diagram is con-
structed by calculating and comparing free energies of
different phases. We distinguish between the fully polar-
ized collinear states which we call ferromagnetic (FM)
phase, unpolarized states which we call paramagnetic
(PM) phase, and partially polarized (PP) phase.

Although the exact phase diagram of the HEG is not
known, we can rationalize its qualitative behavior. At
zero temperature and a sufficiently large rS, the equilib-
rium configuration is the FM phase. With decreasing
rS we expect a continuous phase transition from the FM
to the PM phase. QMC calculations predict this phase
transition to occur within a critical Wigner-Seitz radius
of rc ≈ 50 . . . 75 [24, 46]. At finite temperature, the char-
acteristic energy of the system is given by the Fermi en-
ergy εF and the corresponding Fermi temperature is TF.
With increasing temperature the entropic contribution
becomes increasingly dominant. Therefore, we expect a
phase transition from the FM phase, over an intermedi-
ate PP phase, eventually to the PM phase.

Note that we assume a collinear spin configuration. In
Appendix B we discuss planar spin spirals exemplifying
a more general, noncollinear spin configuration.
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a Stoner model b FT-RDMFT exchange c LSDA within FT-RDMFT

d BOW-TIE correlation functional e FT-RPA within FT-RDMFT f κ−TIE correlation functional

FIG. 1: (Color online) Magnetic phase diagrams of the HEG in collinear spin configuration within various
approximations: the Stoner model in 1a, the FT-RDMFT exchange functional in 1b, the FT-RDMFT LSDA

functional in 1c, the BOW-TIE correlation functional in 1d, the FT-RPA correlation functional in 1e, and the
κ−TIE correlation functional in 1f. The dashed blue line depicts the Fermi temperature TF. The dashed red line
depicts an unphysical, instantaneous phase transition. Note that the κ−TIE correlation functional in 1f correctly

predicts a continuous, second-order phase transition from the FM to the PM phase.

B. Magnetic phase diagram of the HEG within the
Stoner model

Consider a HEG with collinear spin configuration in
3D within the Stoner model[46, 48, 49]. This amounts to
replacing the Coulomb interaction by a contact interac-
tion

wS(r, r′) ∝ r2
S(1− δσ1σ2

)δ(r− r′) (40)

and including this as a first-order perturbation on top of
the noninteracting HEG. Then we obtain the free-energy
functional within the Stoner model

F [γ] = Ωk[γ] + ΩS

W[γ]− SS[γ]

β
, (41)

where the interaction grand potential is simply given in
terms of the polarization ξ by

ΩS

W[γ] =
g(1− ξ2)

rS
. (42)

The interaction strength is denoted by g. Its value is
determined by requiring the Stoner model to reproduce
the zero-temperature phase transition between FM and
PM phases to occur at a critical Wigner-Seitz radius rc ≈
60. This yields an interaction strength g ≈ 0.0102.

C. Summary of magnetic phase diagrams

We summarize the main results of this paper in Fig.1.
It illustrates the behavior of the magnetic phase diagram
of the HEG within various approximations. In the fol-
lowing, we compare these approximate phase diagrams
with each other and with our expectations for the ex-
act phase diagram. In particular, we expect the critical
temperature Tc on the order of the Fermi temperature
TF.

The phase diagram of the Stoner model is shown in
Fig.1a. By construction, the zero-temperature phase
transition between the FM and PM phase occurs within
the correct Wigner-Seitz radius rc ≈ 60. Furthermore, it
predicts a finite-temperature transition at rTc ≈ 80 with
a critical temperature Tc ≈ 49 K. However, the criti-
cal temperature Tc of the finite-temperature transition
at rTc is underestimated compared to the Fermi temper-
ature TF ≈ 90 K. Although the Stoner model is capable
of predicting quite a reasonable phase diagram, it is nev-
ertheless only a heuristic model.

The phase diagram of the FT-RDMFT exchange-only
calculation (which is identical to a FT-Hartree-Fock cal-
culation) is shown in Fig. 1b. It significantly underesti-
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mates the zero-temperature phase transition between the
FM and PM phases predicting rc ≈ 5.45[23]. The finite-
temperature transition is predicted at rTc ≈ 7.1 with a
corresponding critical temperature of Tc ≈ 10500 K. This
approximation is qualitatively reasonable by predicting
the critical temperature of the finite-temperature tran-
sition as TC ≈ TF. However, it predicts an unphysical,
instantaneous phase transition from the FM to PM phase
(depicted by a dashed red line).

In Fig. 1c we show the phase diagram when the
LSDA in the well-known PW parameterization[28] is
applied within FT-RDMFT. By construction the zero-
temperature transition occurs at the correct Wigner-
Seitz radius rc ≈ 70. However, the LSDA correlation
functional given in Eq. (45) does not take into the mo-
mentum distribution of the occupation numbers and is
therefore expected to be inaccurate at finite tempera-
ture. For 20 < rS < 80 and temperatures greater than
TF the phase diagram is irregular. At finite temperature
it predicts a phase transition from the PM to the PP
phase and eventually another transition back to the PM
phase at rTc ≈ 20 overestimating the critical tempera-
ture Tc ≈ 2750 K compared to the Fermi temperature
TF ≈ 1250 K.

The phase diagram resulting from the BOW-TIE func-
tional (derived in Eq. (C8)) is shown in Fig. 1d. The
zero-temperature transition is underestimated predict-
ing rc ≈ 28. It predicts the finite-temperature tran-
sition at rTc ≈ 21 overestimating the critical tempera-
ture Tc ≈ 4000 K compared to the Fermi temperature
TF ≈ 1100 K. Furthermore, it also predicts an unphysi-
cal, instantaneous phase transition from the FM to the
PM phase.

In Fig. 1e we illustrate the phase diagram when the
FT-RPA density functional is used within FT-RDMFT.
The zero-temperature transition is underestimated pre-
dicting rc ≈ 18. The finite-temperature transition is pre-
dicted at rTc ≈ 21 with a critical temperature TC ≈ 115 K
which is much smaller than the Fermi temperature TF ≈
1300 K. Furthermore, it also predicts an unphysical, in-
stantaneous phase transition from the FM to the PM
phase.

Finally, in Fig. 1f we illustrate the phase diagram re-
sulting from the intrinsically temperature-dependent FT-
RDMFT correlation functional (κ−TIE functional) de-
rived in Eq. (70). The zero-temperature transition is at
rc ≈ 19. The finite-temperature phase transition is at
rTc ≈ 15 with a critical temperature Tc ≈ 1000 K some-
what smaller than the Fermi temperature TF ≈ 2200 K.
Nevertheless, this approximation yields a physically rea-
sonable phase diagram with a physically correct second-
order phase transition between the FM and the PM
phase and a qualitatively improved momentum distribu-
tion compared to other RDMFT functionals.

IV. EXCHANGE IN FT-RDMFT

Consider Eq. (29) without the correlation contribution.
This yields the free-energy functional

F [{niσ}] = Ωk[{niσ}] + Ωx[{niσ}]− 1/βSS[{niσ}] ,
(43)

where the individual energy components are defined in
Eqs. (34), (35), and (36). Note that this functional is
identical to the Hartree-Fock functional and that mini-
mizing Eq. (43) is equivalent to solving the FT Hartree-
Fock equations[50, 51]. Note that we only discuss the
collinear spin configuration here. An example of a non-
collinear spin configuration is given in Appendix B where
we investigate the magnetic phase diagram of the planar
spin spiral cofiguration within the exchange level.

We begin by calculating the magnetic phase diagram
of the HEG as a function of the temperature and the
Wigner-Seitz radius rS. The result is shown in Fig. 1b.
We find an unphysical, instantaneous phase transition
between the PM and the FM phase with increasing rS.
We can understand this transition by considering how the
individual energy components of the free energy depend
on rS. The kinetic contribution favoring a PM phase is
proportional to r−2

S , the exchange contribution favoring a
FM phase is proportional to r−1

S , and the entropy favor-
ing a PM phase has no explicit dependence on rS. First
consider the zero-temperature phase transition. The ki-
netic contribution is dominant for small rS leading to a
PM phase. With increasing rS the effect of the exchange
contribution becomes increasingly important, overcom-
ing the kinetic contribution at some critical Wigner-Seitz
radius rc = 5.45[23] where a magnetic phase transition
from the PM to the FM phase occurs. In order to un-
derstand the phase transition at finite temperature, we
also need to take into account the entropic contribution.
With increasing rS it eventually dominates over kinetic
and exchange contributions. Hence, the PM phase be-
comes favorable for increasing rS at any finite tempera-
ture. At a critical Wigner-Seitz radius rTc = 7.1 and a
critical temperature Tc ≈ 10500 K the PM phase dom-
inates. Furthermore, the phase diagram illustrates how
the FM phase vanishes faster with increasing tempera-
ture. This behavior can be attributed to the temperature
prefactor of the entropic contribution.

Note that the instantaneous phase transition between
the PM and FM phases is unphysical and persists at finite
temperature. It only occurs due to the incapability of the
exchange approximation. In the real system we expect a
second-order phase transition which has been predicted
by highly accurate QMC calculations so far only at zero
temperature [46].

Nevertheless the exchange RDMFT functional yields
a qualitatively correct prediction of the critical temper-
ature TC ≈ TF. This suggests that the noninteracting
entropy functional accurately captures a large fraction of
the total interacting entropy.



7

V. CORRELATION IN FT-RDMFT

We begin by pointing out a conceptual difference be-
tween DFT and RDMFT. In DFT, constructing the
LSDA requires parametrizing the correlation energy of
the HEG as a function of rS for a constant density ρ.
On the other hand, constructing an analogous local re-
duced density matrix approximation (LRDMA) requires
parametrizing the HEG for all possible density matri-
ces γσσ′(r − r′) that are compatible with translational
invariance, i.e., for all possible momentum distributions
n(k). Hence, in RDMFT the HEG correlation-energy per
volume becomes εHEGC [γσσ′(k,R)], a functional of n(k)
rather than just of ρ. Assuming that this functional is
accessible, the LRDMA of RDMFT is defined as

ELRDMA
C [γσσ′(r, r′)] =

∫
d3R εHEGC [γσσ′(k,R)] , (44)

where ELRDMA
c denotes an approximate correlation

energy of a nonuniform system and γσσ′(k,R) =∫
d3s γσσ′(R+s/2,R−s/2) exp(ik ·s) the Wigner trans-

form of the 1RDM. This procedure is similar to defining
the LDA in superconducting DFT [52, 53]. While there
are many LSDA constructions conceivable that correctly
reduce to the homogeneous limit, Eq. (44) is the only def-
inition that correctly reproduces the correlation energy
of a weakly inhomogeneous electron gas [53].

Despite some attempts[54, 55], construction a reli-
able LRDMA remains an important task for the future.
Its extension to spin-dependent configurations and finite
temperature is conceptually straightforward. However,
calculating the temperature-dependent εHEGc [n(k), T ]
through path-integral QMC and similar techniques[25] is
complicated by the fermionic sign problem[56]. Therefore
we can only revert to constructing approximate RDMFT
correlation functionals based on the HEG.

In this work we derive an intrinsically temperature-
dependent approximation to the correlation functional
in FT-RDMFT (κ−TIE functional). Our construction
is based on two properties required for an accurate FT-
RDMFT correlation functional: it needs to (i) accu-
rately capture the momentum distribution, i.e., simul-
taneously give the correct occupation of high momentum
states and the depletion of low momentum states; (ii)
be spin-channel inseparable to be capable of accurately
describing both spin-polarized and spin-unpolarized con-
figurations. None of these two requirements is fulfilled
by existing RDFMT functionals. The importance of the
momentum distribution within the LSDA for the excited
state exchange functional has recently been analyzed [57].
In Appendix C we lay the groundwork for the finite-
temperature case by deriving the BOW and BOW-TIE
zero-temperature RDMFT correlation functionals which
simultaneously satisfy both (i) and (ii).

We begin by implementing existing XC approximations
(LSDA, BOW-TIE, FT-RPA) in FT-RDMFT and calcu-
lating the magnetic phase diagram of the HEG within

these approximations. Then we derive the κ−TIE func-
tional as an intrinsically temperature-dependent correla-
tion functional and assess its accuracy.

A. LSDA correlation

We implement the LSDA within the PW
parametrization[28] as follows. Using the result in
Eq. (C2), we remove the kinetic correlation energy at
zero temperature yielding the free-energy functional

F
T→0
= Ωk[n(k)] + Ωx[n(k)] +WPW

C (ρ) . (45)

It yields exactly the parametrized QMC results, because
the momentum distribution is a step function. At finite
temperature we re-include the kinetic correlation to re-
store the accuracy of the LSDA.

The resulting phase diagram shown in Fig. 1c. By con-
struction the zero-temperature transition occurs at the
correct Wigner-Seitz radius rc ≈ 70. However, in the
range 20 < rS < 80 and temperatures greater than TF

the phase diagram is irregular. With increasing temper-
ature it predicts a phase transition from the PM to the
PP phase and eventually another transition back to the
PM phase at rTc ≈ 20. It yields a the critical temper-
ature Tc ≈ 2750 K which is larger than the Fermi tem-
perature TF ≈ 1250 K. We attribute the vast PP phase
for temperatures above TF to the uncorrelated nature
of the 1RDM when density functionals are used within
RDMFT. Hence, the noninteracting entropy functional
underestimates the real entropy.

B. BOW-TIE correlation functional

We implement the BOW-TIE functional given in
Eq. (C8) in FT-RDMFT with the parameters listed in
Tab. V in FT-RDMFT. The resulting phase diagram is
shown in Fig. 1d. The zero-temperature transition is
at rc ≈ 28. The finite-temperature transition occurs at
rTc ≈ 21. The critical temperature Tc ≈ 4000 K is much
larger than the Fermi temperature TF ≈ 1100 K. Fur-
thermore, the BOW-TIE functional also predicts an un-
physical, instantaneous phase transition from the FM to
the PM phase.

C. FT-RPA correlation

We implement the FT-RPA correlation grand potential
in FT-RDMFT, but resorting to the momentum distri-
bution n(k) from DFT according to the noninteracting
Fermi-Dirac distribution. In FT-RPA, the correlation
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component of the grand potential is defined as

ΩRPA

C =
1

2β

∫
d3q

(2π)3

∞∑
a=−∞

{ln (1−W (q)χ(q, νa)) +W (q)χ(q, νa)} , (46)

where νa = 2πa/β denote the Matsubara frequencies,
W (q) = 4π/q2 the Fourier transform of the Coulomb
interaction, and

χ(q, νa) = χ↑(q, νa) + χ↓(q, νa) , (47)

with

χσ(q, νa) = −
∫

d3k

(2π)3

nσ(k + q)− nσ(k)

iνa − (εσ(k + q)− εσ(k))
(48)

denotes the polarization propagator. FT-RPA calcu-
lations have already been performed for the unpolar-
ized HEG[58, 59]. However, here we perform calcula-
tions for arbitrary polarization and temperature. The
resulting phase diagram is shown in Fig. 1e. The zero-
temperature transition is underestimated by predicting
rc ≈ 18 due to the 1RDM again being uncorrelated in
the zero-temperature limit. The finite-temperature tran-
sition occurs at rTc ≈ 21 with a critical temperature
TC ≈ 115 K which is much smaller than the Fermi tem-
perature TF ≈ 1300 K. Furthermore, it also predicts an
unphysical, instantaneous phase transition from the FM
to the PM phase.

D. κ−TIE correlation functional

None of the functionals implemented and investigated
so far (LSDA, BOW-TIE, and FT-RPA) are true FT-
RDMFT correlation functionals. They either have no
explicit temperature dependence or are just functionals
of the density and not the 1RDM.

In the following we derive the κ−TIE correlation func-
tional as the central result of this work. It is a FT-
RDMFT functional because it depends on the full mo-
mentum distribution and the temperature explicitly. Our
approach is to use the methodology of FT-MBPT intro-
duced in Ref. [39]. We split the derivation into three
steps. First we point out the conceptual difficulty of vari-
ational collaps when FT-MBPT is used to construct FT-
RDMFT correlation functionals. We then propose a so-
lution by approximating the polarization propagator di-
rectly as a functional of the momentum distribution. Fi-
nally, we add the trans-channel interaction energy (TIE )
to make our functional spin inseparable.

1. Variational collapse

Consider the free energy in Eq. (29) where the cor-
relation grand potential is given within RPA defined in

Eqs. (46), (47), and (48). The free energy components
Ωk, V, SS, and Ωx only depend on the momentum distri-
bution directly, whereas ΩRPA

C also depends explicitly on
the KS energies. This poses a problem in FT-RDMFT
as we show in the following.

Through the one-to-one correspondence between the
ground-state density ρ and the KS potential vS, the cor-
relation grand potential ΩRPA

C is an implicit functional
of the KS energies ε(k). We can roughly determine the
dependence of ΩRPA

C on these by parametrizing them as
ε(m;k) = k2/(2m), where we choose the effective mass
m as a variational parameter. We then find

n(t,m;k) =
1

1 + e
k2

mt−α(mt)
= n(mt, 1;k) , (49)

where we introduced the reduced temperature t = T/TF

and the fugacity α = βµ. Decreasing the variational pa-
rameter m leads to a smoother momentum distribution.
With this parametrized momentum distribution we inves-
tigate the qualitative behavior of the components in the
FT-RDMFT energy functional under a change in n(k).
From Eq. (49) we infer that all functionals just depend-
ing on the momentum distribution show the same simple
dependence on m:

Ωk(t,m) = Ωk(mt, 1) , (50)

V (t,m) = V (mt, 1) , (51)

N(t,m) = N(mt, 1) , (52)

SS(t,m) = SS(mt, 1) , (53)

Ωx(t,m) = Ωx(mt, 1) , (54)

F (t,m) = Ek(mt, 1) + V (mt, 1)−
1/βSS(mt, 1) + Ωx(mt, 1) . (55)

Note that F (t,m) 6= F (mt, 1) because of the tempera-
ture prefactor of SS. On the other hand, the polarization
propagator in RPA exhibits a different behavior, because
it depends on ε(m;k) explicitly:

χσ(t,m; q, νa) = mχσ(mt, 1; q, νa) . (56)

Now consider the limit t → 0 while keeping the product
mt and therefore the momentum distribution fixed, i.e.,
t→ 0,m ∝ 1/t. All contributions up to first order in the
interaction stay invariant under this transformation. The
free energy changes because of the prefactor 1/β in front
of SS. However, under the assumption that we started
from a finite entropy, this free energy change remains
finite. On the other hand, the polarization and hence
ΩRPA

C , diverges because of the prefactor m.
Therefore, a straightforward inclusion of higher-order

diagrams from FT-MBPT will most likely lead to ill-
behaved FT-RDMFT correlation functionals, yielding
wrong energies and momentum distributions. Note that
this does not disprove the validity of the perturbation
expansion of Ω[γ][39]. It only shows that utilizing a sub-
set of diagrams in a variational scheme might result in a
variational collapse. This is due to the total freedom in
choice for ε(k) by the inclusion of nonlocal potentials, a
fact also recently pointed out in the context of GW[60].
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2. Approximating the polarization propagator directly as a
functional of the momentum distribution

In order to avoid a possible variational collapse, we
propose to model the perturbative expressions from FT-
MBPT using only approximations to the momentum dis-
tribution.

We propose a frequency-independent model for the po-
larization propagator χ(q), in line with the COHSEX
approximation[61]. Using

∂n(k)

∂ε(k)
= −βn(k)(1− n(k)), (57)

the kernel of χ(q, 0) to second order in the limit q → 0
is given by

n(k + q)− n(k)

ε(k + q)− ε(k)
=
∂n(k)

∂ε(k)1 +
β(n(k)− 1

2 )
∑
i,j qiqj

∂ε(k)
∂ki

∂ε(k)
∂kj∑

i qi
∂ε(k)
∂ki

 . (58)

The second term in Eq. (58) vanishes in the integration
over k, assuming point symmetry around the origin for
the ONs and eigenenergies, i.e., nσ(k) = nσ(−k) and
ε(k) = ε(−k). Hence, the polarization propagator in the
limit q→ 0 reduces to

χσ(q)
q→0−→ −β

∫
d3k

(2π)3
nσ(k)(1− nσ(k)) +O(q2) .

(59)

Next we need to determine the momentum dependence
of the polarization propagator for large q. Neglecting the
frequency dependence and using the spatial isotropy of
the interaction, we rewrite the RPA correlation grand
potential in Eq. (46) as

Ω̃RPA

C =
1

β(2π)2

∫
dqq2 {ln (1−W (q)χ(q)) +W (q)χ(q)} .

(60)

We define β/q2 as a measure that determines the mag-
nitude of W (q)χ(q). Based on this, we split the integral
in Eq. (60) in two parts:

Ω̃RPA

C ≈ Ω̃RPA,0
C + Ω̃,RPA,∞

C . (61)

When q < q̃ =
√
β, the value of W (q)χ(q) is large which

allows us to neglect the logarithm yielding

Ω̃RPA,0
C =

1

β(2π)2

∫ q̃

0

dqq2(W (q)χ(q)) , (62)

=
4π

β(2π)2

∫ √β
0

dqχ(q)) . (63)

(64)

ξ 0.0 0.1 0.2 0.3 0.4 0.5

κ(ξ) 2.9 2.9 2.9 3.0 3.0 3.0

ξ 0.6 0.7 0.8 0.9 1.0

κ(ξ) 3.1 3.1 3.1 3.2 3.2

TABLE I: Optimal polarization dependent parameter
κ(ξ) of the κ functional for the 3D HEG in the range

1 < rS < 100.

When q > q̃, W (q)χ(q) is small. Expanding the loga-
rithm for small argument then yields

Ω̃RPA,∞
C = − 1

β(2π)2

∫ ∞
√
β

dqq2 (W (q)χ(q))2

2
. (65)

We deduce from Eq. (63) that Ω̃RPA,0
C diverges in the limit

T → 0, i.e., β →∞, unless χ(q) behaves like

χ(q)
q→∞−→∝ qκ , κ ≤ −2 . (66)

Based on these exact limits of the polarization propa-
gator we propose the following κ-functional in the sepa-
rated form of Eq. (61) as

ΩκC[n(k)](q) =
1

βπ

∫ √β
0

dq χκ[n(k)](q))

− 1

2β(2π)2

∫ ∞
√
β

dq q2 {W (q) χκ[n(k)](q)}2 , (67)

where

χκσ[nσ(k)](q) = −
β
(
ρσ − 〈ρ2

σ〉
)

1 + (q/kF)κ
(68)

with

〈ρ2
σ〉 =

∫
d3k

(2π)3
n2
σ(k) . (69)

The prefactor of β ensures that ΩRPA
C remains finite in

the limit β →∞.
We calculate the correlation energy using the κ-

functional in the zero-temperature limit for various val-
ues of κ. The results in Fig. 2 demonstrate its reasonable
accuracy. Additionally, in Fig. 3 we show that the κ-
functional (here with the choice κ = 2.9) yields accurate
momentum distribution as we required in our earlier dis-
cussion. Furthermore, the κ functional is spin-channel
inseparable when we include a polarization dependence
κ(ξ). The parameters that optimally reproduce the cor-
relation energy of the HEG in the range 1 < rS < 100
are listed in Tab. I.

3. Including the trans-channel interaction energy

Like the BOW functional, also the κ-functional fails
to predict the zero-temperature phase transition. We
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FIG. 2: (Color online) Comparison of the exact QMC
correlation energy of the 3D HEG in the PW

parametrization[28] (black curve) with the predictions
of the κ-functional for various values of κ.

κ c

κ−TIE 3.2 0.24

TABLE II: Optimal parameters of the κ−TIE
functional defined in Eq. (70).

therefore propose a modification similar to the BOW-TIE
functional in Eq. (C8) to recover a correction predicition
of the FM phase at low densities:

χκ−TIE

σ [n(k)](q) = −χκσ[n(k)](q)−
c β

1 + q2/k2
F

∫
d3k

(2π)3
n↑(k)n↓(k) [1− n↑(k)n↓(k)] . (70)

The optimal set of parameters which yield accurate cor-
relation energies for arbitrary polarization over the whole
range of densities is listed in Tab. II.

FIG. 3: (Color online) Momentum distributions of the
3D HEG for rS = 1, 5, and 10 obtained from the

parametrization by Gori-Giorgi and Ziesche[55] and
from the κ-functional for κ = 2.9.

Finally, in Fig. 1f we illustrate the resulting phase di-
agram of the explicitly temperature-dependent κ−TIE
functional given in Eq. (70). The zero-temperature tran-
sition is at rc ≈ 19. The finite-temperature phase tran-
sition occurs at rTc ≈ 15 with a critical temperature
Tc ≈ 1000 K which is smaller than the Fermi temperature
TF ≈ 2200 K. Nevertheless, this approximation yields a
physically reasonable phase diagram with a physically
correct second-order phase transition between the FM
and the PM phase and a qualitatively improved momen-
tum distribution compared to other RDMFT XC func-
tionals.

VI. CONCLUSIONS

In this work we have derived an explicitly temperature-
dependent approximation to the correlation energy for
use in FT-RDMFT. We first focussed on the zero-
temperature case, where we identified two properties an
accurate functional should recover: its ability to yield
an accurate momentum distributions and to be spin-
channel inseparable. We derive a zero-temperature corre-
lation functional (BOW-TIE functional) satisfying both
of these requirements and demonstrated its superior ac-
curacy to existing zero-temperature RDMFT XC func-
tionals. With the insight gained at zero temperature,
we construct the κ−TIE correlation functional for FT-
RDMFT. As an immediate application, we calculate the
magnetic phase diagram of the HEG. Additionally, we
calculated the corresponding phase diagrams within the
exchange approximation, the LSDA, the RPA, and the
BOW-TIE approximation. Our assessment of the re-
sulting phase diagrams demonstrates the ability of the
κ−TIE functional in capturing the expected qualita-
tive features of the exact phase diagram. In particular,
it yields a physically correct second-order phase transi-
tion between the FM and the PM phase and a quali-
tatively improved momentum distribution compared to
other RDMFT XC functionals. The caveat of the κ−TIE
functional is that it underestimates the zero-temperature
phase transition between the FM and PM phases. An
accurate prediction of this phase transition is compli-
cated by the small energy differences between the distinct
phases over a wide range of densities. However, in real
solids, phase transition occur at much higher densities
with a stronger dependence of energy differences on the
density. With their accurate qualitative predictions over
a wide range of densities, we expect both the BOW-TIE
and κ−TIE functionals to be suitable approximations for
capturing correlation effects and predicting phase transi-
tions for a wide range of real solids.
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Appendix A: Brief overview of zero-temperature
RDMFT XC functionals

In this Appendix we give a brief overview of exist-
ing zero-temperature RDMFT XC functionals. Most
RDMFT XC functionals approximate the correlation en-
ergy by a modification of the exchange functional given in
Eq. (19). The general form of an RDFMT XC functional
can be written as

Exc[γ] = Ex[γ] + Ec[γ] (A1)

= −1

2

∑
ijσ

f(niσ, njσ)∫
drdr′w(r, r′)φ∗iσ(r′)φiσ(r)φ∗jσ(r)φjσ(r′).

(A2)

The various approximations mainly differ by their choice
of f(niσ, njσ). Choosing fx(niσ, njσ) = niσnjσ repro-
duces the exchange-only functional, neglecting correla-
tion completely.

The first approximation to f(niσ, njσ) was the Müller
functional [62, 63] fM (niσ, njσ) =

√
niσnjσ. It is able to

correctly describe the dissociation limit of several small
dimers of open-shell atoms but it overestimates the cor-
relation energy quite considerably.

Inspired by its simple functional form, the BBC1,
BBC2 and BBC3 functionals[32] were developed. They
differ in their treatment of occupied and unoccupied or-
bitals obtained from the Hartree-Fock solution. In ad-
dition, BBC2 and BBC3 effectively mix parts of the ex-
change and Müller functionals.

A very similar approach is behind the PNOF0 and
PNOF functionals [64], where parts of the self interac-
tion are removed (PNOF0) and particle-hole symmetry is
incorporated (PNOF). These more elaborate functionals
(BBC1/2/3 and PNOF/0) yield good dissociation ener-
gies as well as correlation energies.

Whereas the previous functionals are mainly de-
rived from physical arguments, the ML and ML-SIC

functionals[65] are based on two-parameter Padé approx-
imants for f(niσ, njσ). The parameters in these func-
tionals are optimized to minimize the deviation of cor-
relation energies of molecules in the standardized G2
and G2-1 data sets. ML and ML-SIC (which includes
a self-interaction correction) achieve an unprecedented
precision, reaching the accuracy of second-order Møller-
Plesset perturbation theory for correlation energies. A
more comprehensive overview of their performance is
given in Ref. [66].

Another, rather empirical functional is the power
functional[38] fα(niσ, njσ;α) = (niσnjσ)α which is ob-
tained by changing the exponent α in the Müller func-
tional. Since the Müller functional underestimates the
correlation-energy, varying α between 0.5 and 1 improves
the accuracy[34] leading to an accurate dissociation en-
ergy curve of the hydrogen molecule[67]. Also note that
only the power functional among these functionals is
spin-channel inseparable.

Appendix B: FT-RDMFT exchange for planar spin
spirals

In this Appendix we consider planar spin spirals (PSS)
as an example of a more general spin configuration in the
HEG at finite temperature.

It was shown that spin-density waves in the HEG at
zero temperature have an energy lower than the PM state
within the Hartree-Fock approximation[68]. Here, we
investigate this with respect to increasing temperature,
closely following a recent analysis of spin-density waves
within zero-temperature RDMFT[69].

The NOs describing spin-density waves also yield a
spin-channel separable 1RDM given by

φ1k(r) =

(
cos
(

Θk
2

)
e−iq·r/2

sin
(

Θk
2

)
eiq·r/2

)
eik·r√
V
, (B1)

φ2k(r) =

(
− sin

(
Θk
2

)
e−iq·r/2

cos
(

Θk
2

)
eiq·r/2

)
eik·r√
V
, (B2)

where q denotes the wavevector, Θk the azimuthal angle
of the spin spirals, and V the volume of the space under
consideration. The spin channels do not exhibit spin-up
or spin-down characteristics but describe spin spirals. In
the collinear basis, the 1RDM becomes
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FIG. 4: Sketch of the Fermi surface as a function of q in a fully polarized PSS state.

γ↑↑(r, r
′;q,Θk) =

∫
d3k

(2π)3

[
n1k cos2 Θk

2
+ n2k sin2 Θk

2

]
ei(k−q/2)·(r−r′) , (B3)

γ↑↓(r, r
′;q,Θk) =

∫
d3k

(2π)3

n1k − n2k

2
sin Θk e

ik·(r−r′) eiq·(r+r′)/2 , (B4)

γ↓↑(r, r
′;q,Θk) =

∫
d3k

(2π)3

n1k − n2k

2
sin Θk e

ik·(r−r′) e−iq·(r+r′)/2 , (B5)

γ↓↓(r, r
′;q,Θk) =

∫
d3k

(2π)3

[
n1k sin2 Θk

2
+ n2k cos2 Θk

2

]
ei(k+q/2)·(r−r′) . (B6)

Here, we only consider planar spin-density waves, i.e.,
spin-density waves for which the magnetization of the
HEG in z-direction vanishes (B = 0). As argued in
Refs. [70] and [69], this planar configuration has a lower
energy than a conical spin-density wave with nonvanish-
ing z-component. Furthermore, we only consider spin-
density waves with q parallel to the z-axis. We call these
PSS. The symmetry of the system suggests the use of
cylindrical coordinates such that k = (kz, kρ, φ). The
free-energy functional then reads

F [{nib,Θi}] =∑
i,b

nibti +
q2

8
− q

∑
i

(ni1 − ni2) cos(Θi)Qi

− 1

2

∑
i,j,b

(nibnbj) cos2

(
Θi −Θj

2

)
Kij

−
∑
i,j,b

(nibnjb) sin2

(
Θi −Θj

2

)
Kij

+ 1/β
∑
ib

(
nib ln(nib) + (1− nib) ln(1− nib)

)
ωi, (B7)

where

Qi =
1

2ρ

∫
Vi

d3k

(2π)3
kz (B8)

with ti, Kij , and wi given in Eqs. (37)-(39). We also
introduce an index b in order to distinguish spin-density

waves from collinear spin states. The magnetization of
the HEG with spin-density waves as NOs is given by

m(r) = −

 A cos(q · r)

A sin(q · r)

B

 (B9)

with the two amplitudes

A =
1

2

∫
d3k

(2π)3
(nk1 − nk2) sin(Θk) (B10)

(B11)

and

B =
1

2

∫
d3k

(2π)3
(nk1 − nk2) cos(Θk). (B12)

We meet the requirement of vanishing z-component by
imposing these constraints on the ONs and NOs:

n(kρ,−kz)b = n(kρ,kz)b (B13)

Θ(kρ,±|kz|) =
π

2
(1∓ a(kρ,|kz|)) . (B14)

We can now minimize the free-energy functional with re-
spect to the ONs and orbital angles. In order to compare
the free energy of PSS with the collinear spin configura-
tion at finite temperature we define the PSS-polarization
as

ξPSS =
N1 −N2

N1 +N2
, (B15)
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FIG. 5: (Color online) Clockwise from top left: kinetic
energy, exchange energy, free energy, and entropy at
rS = 5 and (TF = 23300 K) as a function of the PSS

q-vector. The minimal free energies are denoted by the
arrows.

where N1 =
∑
i ni1 and N2 =

∑
i ni2. Setting q = 0 and

akρ|kz| = 1, the PSS-NOs become

φ(kρ,±|kz|)1(r) =
1√
2

(
1± 1

1∓ 1

)
eik·r√

Ω
(B16)

and

φ(kρ,±|kz|)2(r) =
1√
2

(
−(1∓ 1)

1± 1

)
eik·r√

Ω
. (B17)

For this set of NOs, the PSS-unpolarized state ξPSS = 0
corresponds to the PM phase and the PSS-polarized state
ξPSS = 1 describes the FM phase.

In order to illustrate the effect of increasing q, we
sketch the q-dependence of the Fermi surface in a fully
polarized noninteracting system in Fig. 4. For q = 0,
the ONs describe a Fermi sphere of radius 21/3kF around
k = 0. With increasing q, the Fermi sphere divides sym-
metrically along the z-direction. We can derive this be-
havior from the first three terms in Eq. (B7) and the
symmetry relations given in Eqs. (B13) and (B14). If q
supercedes 2kF, then there are two distinct Fermi spheres
with radius kF, centered at k = −q/2 and k = q/2 respec-
tively. Including temperature effects leads to a washed-
out momentum distribution around the Fermi surface.

By varying q alone, we can compare the free energies
of the FM collinear configuration (q = 0, ξPSS = 1), the
fully polarized PSS configuration with finite q and the
PM collinear configuration (q → ∞, ξPSS = 1). The
q-dependence of the free energy as well as its kinetic,
exchange, and entropic components at various tempera-
tures are shown in Fig. 5. The entropy shows a mono-
tonically increasing, almost linear dependence until the
two Fermi spheres are completely separated (at q ≈ 2kF).
This increase of entropy in turn leads to an increase of the
optimal q-vector (the q for which the free energy is min-
imal). This situation is depicted in Fig. 6 for rS = 5.50,

where we show the free energy and the amplitude of a
PSS state as a function of q for several temperatures.
Below some critical temperature TPSSc , the free energy
has a minimum for finite q. Above some TPSSc , qmin in-
stantaneously jumps to a value bigger than 2kF, letting
the amplitude of the PSS vanish. This jump marks an
instantaneous phase transition of the PSS phase, where
the amplitude of the optimal PSS is approaching zero in-
stantaneously. In his work on spin-density waves, Over-
hauser [68] conjectured that the optimal amplitude of the
spin-density wave continuously approaches zero with in-
creasing temperature, giving rise to a continuous phase
transition. Our results disprove the validity of this con-
jecture for PSS states.

We show the dependence of the optimal PSS amplitude
for several rS as a function of T in Fig. 7. For small q
(which corresponds to large rS) the amplitude increases
slightly when the temperature increases. This is some-
what surprising, because the temperature is usually ex-
pected to favor states of higher disorder. Therefore, one
would expect the amplitude to decrease. However, in our
calculations we encounter the following behavior of the
Fermi surface. For q/kF < 2 the zero-temperature Fermi
surface assumes an hourglass-like shape as depicted in
Fig. 4. We find that increasing temperature smoothens
the Fermi surface, which in turn leads to an increasing
occupation around the “waist” of the hourglass. The an-
gles Θk are usually closer to π/2 for smaller values of
kz, which then leads to an increasing PSS amplitude A
via Eq. (B10). In the following we discuss the numerical
uncertainty of these findings. The energy differences for
slightly changed momentum distributions are very small
but the amplitude shows a much stronger dependence.
This also explains the big variance of the calculated op-

FIG. 6: (Color online) Amplitude A and free energy F
at fixed rS = 5.5 as a function of q for various

temperatures T = 4700, 4800, 4900, 5000 K. The
amplitudes change only slightly with increasing

temperature, but the optimal q increases (arrows)
discontinuously, letting the optimal amplitude Aopt

vanish. This denotes an instantaneous phase transition
in the PSS phase.
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FIG. 7: (Color online) Amplitudes Aopt of the
equilibrium PSS phases as a function of T for various

fixed rS = 4, 4.5, 5, 5.5. The corresponding Fermi
temperatures are TF = 36400, 28800, 23300, 19200 K.

timal amplitudes, as shown in Fig. 7. However, we per-
formed a careful minimization of the functional with sev-
eral k-point mesh refinements and believe that our nu-
merical findings are qualitatively correct. We argue that
for small temperatures the amplitude of a PSS state in-
creases. The optimal q-vector, on the other hand, only
slightly changes. Therefore, the optimal amplitude in-
creases for small temperatures. An increasing amplitude
of the PSS with increasing rS at zero temperature has
also been reported in Ref. [69]. Below a critical radius
rPSSc = 3.5, we cannot resolve the amplitude of the PSS
anymore. This reduction of the amplitude is mainly due
to the fact that the energy difference between the PM
and FM phases increases. Therefore, the optimal q ap-
proaches 2kF (see Fig. 6). At finite temperatures, this
leads to a decreasing critical temperature TPSSc with de-
creasing rS, as shown in Tab. III. For those rS, for which
a polarized configuration is favorable over an unpolarized
one, a formation of a PSS was found to increase the free
energy.

Finally, we show the extended magnetic phase diagram
of the HEG (beyond the collinear spin configuration as in
Fig. 1b) in Fig. 8. Considering the collinear phases, the
kinetic energy favors a PM configuration, whereas the
exchange contribution is minimized for a FM one. At
zero temperature, the different rS-dependencies lead to a
magnetic phase transition at rc. Including the entropy,
which itself favors a PM phase, leads to a weakening and
eventually vanishing FM phase with increasing temper-

rc 4.0 4.5 5.0 5.5

Tc(K) 2700 3400 4100 5000

TABLE III: Critical temperatures TPSSc above which no
equilibrium PSS phase was found.

FIG. 8: (Color online) Extended magnetic phase
diagram of the HEG for the FT-RDMFT exchange

functional. In addition to collinear spin configurations,
it includes the PSS phase as an example of a

noncollinear spin configuration. It predicts both
instantaneous and continuous phase transitions for

increasing rS up to a critical temperature where the PM
phase dominates. Note the unphysical, instantaneous
phase transition both from the PM to the FM phase

and from the PM to the PSS phase denoted by a
dashed red line. The dashed blue line depicts the Fermi

temperature TF.

ature. The magnetic phase transition, between PM and
FM phases for increasing rS was shown to be instanta-
neous while the transition from FM to PM phases for
higher rS is second-order. As shown in Fig. 8, the contin-
uous phase transitions occur close to the Fermi temper-
ature TF. The PSS phase shows a much stronger density
dependence and is strongest for 4 ≤ rS ≤ 6. In this range
we also notice a temperature-driven instantaneous phase
transition between a PSS and PM phases. Qualitatively,
this phase diagram agrees well with the phase diagram
derived in Ref. [70], where a field-theoretical approach in
combination with a contact-interaction approximation is
employed. This method also yields a favorable PSS phase
in the PM to FM phase transition at a fixed temperature,
given that this temperature is below some critical value.
This suggests that correlation functionals in FT-RDMFT
should preserve this general property.

Appendix C: Insights from zero-temperature
RDMFT

1. Importance of the momentum distribution

The first requirement for an accurate FT-RDMFT
functional is its ability to yield an accurate momentum
distribution. The momentum distribution of the HEG
in collinear spin configuration is known from highly ac-
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curate QMC calculations[55]. We condense these results
into three main properties. The momentum distribution
of the HEG displays

(I) a nonzero occupation of all high momentum states
[71] which can be understood through the electronic
cusp condition [39, 72];

(II) a discontinuity and symmetrical behavior around
the Fermi level;

(III) a depletion of low momentum states.

We evaluate existing functional approximations based on
these criteria.

The simplest choice is to utilize density functional cor-
relation approximations Ωc[γ] = Ωc[ρ], i.e., functionals
which just depend on the density ρ, rather than the
1RDM. However, this approach has an intrinsic flaw. In
this case, we can write the minimization of the free en-
ergy as

Feq = min
γ
F [γ] = min

ρ
min
γ→ρ

F [γ] (C1)

= min
ρ

(
V [ρ] + ΩH [ρ] + Ωc[ρ]

+ min
γ→ρ

(Ωk[γ]− kBTSS[γ] + Ωx[γ])
)
.

(C2)

Since ΩC[ρ] is independent of the particular choice of
1RDM as long as these choices yield the same density,
we can take it out of the minimization over 1RDMs. The
remaining minimization over 1RDMs yields the Hartree-
Fock momentum distribution which becomes a step func-
tion in the zero-temperature limit. Furthermore, this
yields an uncorrelated 1RDM. Hence, utilizing ΩC[ρ]
completely fails in yielding the correct momentum dis-
tribution for low temperatures.

The situation is not better for RDMFT XC function-
als. A brief discussion of existing functionals is given in
Appendix A. None of these functionals yields momen-
tum distributions that satisfy all exact properties (I)–
(III). Property (I) is only recovered by the ML/ML-SIC
functionals[65]. Property (II) is only recovered by the
BBC[32] and PNOF[64] functionals partially. They yield
momentum distributions with a discontinuity around the
Fermi level, but these are not symmetric as required.
Furthermore, they do not qualitatively resemble the
QMC results. Additionally, the magnitude of the dis-
continuity created by the BBC functionals erroneously
increases as rS increases, whereas it should decrease [73].
Property (III) is fulfilled by none of these functionals.

We believe that the depletion of low momentum states
is an increasingly important physical effect in the low
density limit. It should, therefore, be recovered by an
RDMFT XC functional. In the following we derive the
BOW and BOW-TIE functionals which incorporate this
property.

2. Importance of spin-channel inseparability

The second requirement for an accurate FT-RDMFT
XC functional is to be spin-channel inseparable. This
requirement is related to the small energy differences be-
tween different magnetic phases in the HEG for low den-
sities. A small error in the spin-dependence of the XC
functional might lead to large errors in the prediction of
the critical density rc. This sensitivity is even reflected
in highly accurate QMC calculations. Despite their pre-
cision, their prediction for the critical density of the zero-
temperature phase transition between the FM and PM
phases spans a range from rc ≈ 50[24] to rc ≈ 75[46].

In RDMFT it is commonly assumes that the XC func-
tional is spin-channel separable. Hence, the XC contribu-
tions from different spin channels are evaluated according
to

Exc[γ] = Exc[γ↑↑, γ↓↓] = ESxc[γ↑↑] + ESxc[γ↓↓], (C3)

where γ↑↑ and γ↓↓ denote the diagonal elements of the
1RDM γ in spin space and ESXC[γ] the XC functional
which just depends on one spin-component of the 1RDM.

However, this separation into spin-channel contribu-
tions is only valid for the kinetic, external potential, and
exchange energy components, whereas it is invalid for the
correlation energy. We claim that an approximation to
the correlation energy which assumes spin-channel sepa-
ration is intrinsically incapable of accurately describing
spin-polarized and spin-unpolarized configurations. The
underlying reason is that a separable functional as in
Eq. (C3) might accurately capture the correlation contri-
butions of same spin electrons, but will fail in capturing
the correlation of opposite spin electrons. We demon-
strate this for the HEG in Appendix D.

3. BOW functional at zero temperature

Our goal is to construct a zero-temperature RDMFT
XC functional which (i) yields an accurate momentum
distribution, i.e., both an occupation of high momen-
tum states as well as depletion of low momentum states,
and (ii) is spin-channel inseparable. The resulting zero-
temperature RDMFT XC functional then serves as the
basis for constructing FT-RDMFT XC functionals.

We propose the BOW functional

EBOW

XC [γ;α] = −1

2

∑
ijσ

fBOW(niσ, njσ;α)∫
drdr′w(r, r′)φ∗iσ(r′)φiσ(r)φ∗jσ(r)φjσ(r′) , (C4)

where

fBOW(niσ, njσ;α) = (niσnjσ)α − αniσnjσ + α

− α(1− niσnjσ)1/α (C5)
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FIG. 9: (Color online) Functional forms of the
Hartree-Fock (fHF), power (fα) and BOW (fBOW)

functionals for different values of α. The Hartree-Fock
functional is reproduced by both functionals with α = 1.

which has a functional form satisfying both requirements.
With this choice of fBOW(niσ, njσ;α) we achieve an oc-

cupation of high momentum states by incorporating the
power functional (niσnjσ)α[38]. Furthermore, we achieve
a depletion of low momentum states by a requiring a van-
ishing derivative ∂EBOW

XC /∂niσ for niσ = njσ = 1 which is
fulfilled by the functional form of fBOW(niσ, njσ;α). This
allows to reduce the occupation of fully occupied states
without changing the energy. To balance the weight of
partially occupied states we introduce the inverse of the
power functional as a counter-term. The BOW func-
tional reduces to the exchange-only functional for uncor-
related momentum distributions

fBOW(niσ, njσ;α)|niσnjσ=0 = 0 (C6)

fBOW(niσ, njσ;α)|niσ=niσ=1 = 1. (C7)

Furthermore, it reduces to the exchange-only functional
when we choose α = 1, i.e., fBOW(niσ, njσ; 1) =
fx(niσ, njσ).

In analogy to the power functional, we control the in-
fluence of correlation in the BOW functional by tun-
ing the parameter α. We compare the functional forms
fBOW(niσ, njσ;α) and fα(niσ, njσ;α) = (niσnjσ)α for
various values of α in Fig. 9. Decreasing α leads to a
bow -like shape of fBOW, hence the choice of name.

The BOW functional yields an accurate momentum
distribution. In Figs. 10 and 11 we assess its accuracy
in comparison to the exact momentum distribution ob-
tained from QMC calculations[55] for various Wigner-
Seitz radii rS =0.5, 1.0, and 5.0. It yields both the oc-
cupation of high momentum states and the depletion of
low momentum states accurately.

Unlike most of the existing RDMFT XC function-
als (Müller, BBC1/2/3,PNOF/0,ML,ML-SIC), the BOW
functional (as well as the power functional) is spin-
channel inseparable. This is achieved by making α polar-
ization dependent. The optimal α(ξ) for the power and
the BOW functionals is given in Tab. IV.

FIG. 10: (Color online) Momentum distributions of the
3D HEG for rS = 0.5 and 1 obtained from the

parametrization by Gori-Giorgi and Ziesche[55] and
from the BOW functional for α = 0.61.

FIG. 11: (Color online) Momentum distributions of the
3D HEG for rS = 5 and 10 obtained from the

parametrization by Gori-Giorgi and Ziesche[55] and
from the BOW functional for α = 0.61.

Power functional BOW

ξ α(ξ) α(ξ)

0.0 0.56 0.61

0.1 0.56 0.61

0.2 0.56 0.61

0.3 0.57 0.62

0.4 0.57 0.62

0.5 0.57 0.63

0.6 0.58 0.63

0.7 0.59 0.64

0.8 0.61 0.65

0.9 0.63 0.67

1.0 0.66 0.69

TABLE IV: Optimal polarization-dependent parameter
α(ξ) of the power and BOW functionals for the 3D

HEG in the range 1 < rS < 100.
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Finally, we assess the accuracy of the BOW functional
(with α = 0.61) and other RDMFT XC functionals for
the HEG in Fig. 12. As demonstrated, the BOW func-
tional is remarkably accurate over a wide range of den-
sities (0.1 < rS < 100) including the range of metallic
densities (1 < rS < 6).

FIG. 12: (Color online) Comparison of the exact QMC
correlation energy of the 3D HEG in the PW

parametrization[28] (black curve) with the predictions
of the BOW functional (red curve) and various other

RDMFT XC functionals.

Despite its accuracy, the BOW functional fails to pre-
dict the magnetic quantum phase transition between the
FM and the PM phase at zero temperature. For large rS,
where the phase transition should occur, it still favors
the PM phase.

4. BOW-TIE functional at zero temperature

Next, we introduce a phenomenological correction to
the BOW functional and recover the magnetic phase
transition at zero temperature.

Note that the BOW functional agrees well with QMC
results for fully polarized spin configurations. We, there-
fore, propose to include the unploarized spin-channel con-
tributions, i.e., the TIE in a similar way through a mod-
ification of the exchange integral. The final functional
form of the resulting BOW-TIE functional reads

EBOW−TIE

xc [γ] = −1

2

∑
ijσ

fBOW(niσ, njσ;αP )K(i, j)−

c
∑
ij

(
(ni↑nj↓)

αU
(1− ni↑nj↓)α

U
)
K(i, j) , (C8)

where K(i, j) denotes the exchange integral and αP the
optimal parameter for the fully polarized HEG. The sec-
ond term in Eq. (C8) vanishes for a fully spin-polarized
configuration and contributes increasingly with decreas-
ing polarization. The parameters αU and c are fitted to
reproduce the critical density rc of the HEG known from

QMC calculations, while maintaining an overall accuracy
for different spin polarizations. The resulting parameters
are summarized in Tab. V lead to an instantaneous phase
transition at a critical density of rc ≈ 28 at zero temper-
ature.

αP αU c

BOW-TIE 0.70 2.0 0.19

TABLE V: Optimal parameters of the BOW-TIE
functional defined in Eq. (C8).

Appendix D: Failure of spin-channel separability

In this Appendix we demonstrate that the common ap-
proach of assuming spin-channel separable XC function-
als in RDMFT as stated in Eq.(C3) fails in accurately
describing the PP spin configuration.

Assuming spin-channel separability, we investigate the
error introduced in the PP phase of the HEG based on
the PW parameterization of QMC results. Consider a
collinear spin configuration with the spin-up density ρ↑
and spin-down density ρ↓. Assuming spin-channel sep-
arability we have two possibilites to calculate the total
energy of a PP phase. We can either obtain it as a sum
of two fully polarized systems

EPPP (ρ↑, ρ↓) = E(ρ↑, 0) + E(0, ρ↓) , (D1)

or as a sum of two unpolarized systems

EUPP (ρ↑, ρ↓) =
1

2
(E(ρ↑, ρ↑) + E(ρ↓, ρ↓)) . (D2)

We define the deviations of Eqs. (D1) and (D2) from the
total energy of the PP phase EPP obtained from QMC
calculations as

∆P = EPP − EPPP , (D3)

∆U = EPP − EUPP . (D4)

We plot both ∆P and ∆U as a function of rS for different
values of the polarization ξ ∈ [0, 1] in Figs. 13 and 14.

By construction ∆P vanishes for a fully polarized con-
figuration (ξ = 1). With decreasing polarization the de-
viation ∆P increases in magnitude. Similarly, ∆U van-
ishes by construction for the unpolarized configuration
(ξ = 0). With increasing polarization it then increases.

Recall that in RDMFT the correlation contribution
does not contain any kinetic correlation. To further as-
sess the error introduced due to assuming spin-channel
separability we define the two fractions

δP =
∆P

Wc
, (D5)

δU =
∆U

Wc
(D6)
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FIG. 13: (Color online) Deviation ∆P from QMC
results for different polarizations ξ ∈ [0, 1].

FIG. 14: (Color online) Deviation ∆P from QMC
results for different polarizations ξ ∈ [0, 1].

FIG. 15: (Color online) Relative energy deviations δP

from QMC results for different polarizations ξ ∈ [0, 1].

where Wc = Ec − Tc. The results are shown in Figs. 15
and 16. A remarkable feature is that the relative devia-
tion over the whole range of considered densities does not
vary strongly. Nevertheless, in conclusion we have shown
that assuming spin-channel separability yields large er-
rors for the correlation energy.

Appendix E: BOW functional for the 2D HEG

In this Appendix we assess the accuracy of the BOW
functional for the 2D HEG. Its exact correlation energy
is known from accurate QMC calculations and has been

FIG. 16: (Color online) Relative energy deviations δU

from QMC results for different polarizations ξ ∈ [0, 1].

Power functional BOW

ξ α(ξ) α(ξ)

0.0 0.63 0.66

0.1 0.63 0.66

0.2 0.63 0.66

0.3 0.63 0.67

0.4 0.64 0.67

0.5 0.64 0.68

0.6 0.65 0.69

0.7 0.66 0.71

0.8 0.67 0.73

0.9 0.70 0.76

1.0 0.74 0.80

TABLE VI: Optimal polarization-dependent parameter
α(ξ) of the power and BOW functionals for the 2D

HEG in the range 1 < rS < 100.

parametrized[74].
First we determine the optimal polarization-dependent

parameter α(ξ) for the power and the BOW functionals.
These are listed in Tab. IV.

Then we calculate the correlation energy as a function
of rS with the BOW functional (α = 0.66) and various
other RDMFT XC functionals. We assess their accuracy
in Fig. 17. Similarly as in 3D, the BOW functional is
remarkably accurate over a wide range of densities.
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FIG. 17: (Color online) Comparison of the exact QMC
correlation energy of the 2D HEG in the Attaccalite

parametrization[74] (black curve) with the predictions
of the BOW functional (red curve) and various other

RDMFT XC functionals.
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