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Upper bounds on the secret-key-agreement capacity of a quantum channel serve as a way to assess
the performance of practical quantum-key-distribution protocols conducted over that channel. In
particular, if a protocol employs a quantum repeater, achieving secret-key rates exceeding these
upper bounds is a witness to having a working quantum repeater. In this paper, we extend a recent
advance [Liuzzo-Scorpo et al., Phys. Rev. Lett. 119, 120503 (2017)] in the theory of the teleportation
simulation of single-mode phase-insensitive Gaussian channels such that it now applies to the relative
entropy of entanglement measure. As a consequence of this extension, we find tighter upper bounds
on the non-asymptotic secret-key-agreement capacity of the lossy thermal bosonic channel than
were previously known. The lossy thermal bosonic channel serves as a more realistic model of
communication than the pure-loss bosonic channel, because it can model the effects of eavesdropper
tampering and imperfect detectors. An implication of our result is that the previously known upper
bounds on the secret-key-agreement capacity of the thermal channel are too pessimistic for the
practical finite-size regime in which the channel is used a finite number of times, and so it should
now be somewhat easier to witness a working quantum repeater when using secret-key-agreement
capacity upper bounds as a benchmark.

I. INTRODUCTION

One of the main goals of quantum information the-
ory [1–3] is to establish bounds on communication rates
for various information-processing tasks. An important
application lies in the domain of secret communication,
following the development of quantum key distribution
[4, 5]. In recent years, there has been a growing interest
in establishing bounds on the secret-key-agreement ca-
pacity of a quantum channel, which is the highest rate
at which communicating parties can use the channel and
public classical communication to distill a secret key [6–
18]. Such bounds have been proven by exploiting the
methods of quantum information theory and can be in-
terpreted as setting the fundamental limitations of quan-
tum key distribution whenever a quantum repeater is not
available [19].

An important development occurred in [7], in which
it was established that there is a fundamental rate-loss
trade-off that any repeaterless quantum key distribution
protocol cannot overcome. That is, without a quantum
repeater, the rate of secret key that can be distilled from
a pure-loss bosonic channel (lossy optical fiber or a free-
space channel) decreases exponentially with increasing
distance [7].

Later, this bound was improved to establish that
the secret-key-agreement capacity of a pure-loss bosonic
channel of transmissivity η ∈ (0, 1) is equal to − log2(1−
η). This bound was claimed in [9] and rigorously proven
in [13]. In particular, let P↔Lη (n, ε) denote the highest rate

at which ε-close-to-ideal secret key can be distilled by
making n invocations of a pure-loss channel Lη of trans-
missivity η, along with the assistance of public classical

communication [13]. In [13], P↔Lη (n, ε) is called the non-

asymptotic secret-key-agreement capacity of the channel
Lη. One of the results of [13] is the following fundamental
upper bound:

P↔Lη (n, ε) ≤ − log2(1− η) +
C(ε)

n
, (1)

where C(ε) = log2 6+2 log2([1 + ε] / [1− ε]). The bound
in (1) is known as a strong converse bound because it con-
verges to the secret-key-agreement capacity − log2(1−η)
in the limit as n → ∞. We suspect that there is little
room for improvement of the bound in (1) and discuss
this point further in Appendix A. The bound in (1) is to
be contrasted with the following weak-converse bound:

P↔Lη (n, ε) ≤ 1

1− ε

[
− log2(1− η) +

h2(ε)

n

]
, (2)

which follows as a direct consequence of [13, Section 8]
and [20, Eq. (2)] (see also [21, Eq. (134)]). For the benefit
of the reader, we explain how to arrive at this weak-
converse bound in more detail in Appendix B. In the
above,

h2(ε) = −ε log2 ε− (1− ε) log2(1− ε) (3)

denotes the binary entropy. The bound in (2) is a weak-
converse bound because it requires the extra limit as
ε→ 0 after taking the limit as n→∞, in order to arrive
at the capacity upper bound of − log2(1 − η). The sig-
nificance of the bounds in (1) and (2) is that they apply
for any finite number n of channel uses and key-quality
parameter ε. As such, these bounds can be used to assess
the performance of any practical secret-key-agreement
protocol conducted over a pure-loss channel Lη.
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The pure-loss channel is somewhat of an ideal model
for a communication channel, even if it does have a strong
physical underpinning in the context of free-space com-
munication [22, 23]. In particular, a working assumption
of the model is that the channel input interacts with an
environment prepared in the vacuum state. However,
in practical setups, we might expect the environment to
be modeled as a thermal state of a fixed mean photon
number NB > 0 [23], and in such a case, the channel
is called a thermal channel and denoted by Lη,NB (also
called thermal-lossy channel, as in [17]). This added ther-
mal noise is often called excess noise [24, 25], which can
serve as a simple model of tampering by an eavesdropper.
Additionally, there are realistic effects in communication
schemes, such as dark counts of photon detectors that
can be modeled as arising from thermal photons in the
environment [17, 23]. As such, it is an important goal
to establish upper bounds on the secret-key-agreement
capacity of the thermal channel in order to assess the
performance of practical secret-key-agreement protocols,
and the main contribution of the present paper is to es-
tablish upper bounds on the non-asymptotic secret-key-
agreement capacity P↔Lη,NB

(n, ε) of the thermal channel

Lη,NB , which improve upon the prior known bounds from
[9, 13] in certain regimes.

Prior works established that

− log2([1− η] ηNB )− g(NB) (4)

is an upper bound on the secret-key-agreement capacity
of a thermal channel Lη,NB with transmissivity η ∈ (0, 1)
and thermal mean photon number NB > 0. This bound
was claimed in [9] and rigorously proven in [13]. In this
expression,

g(NB) = (NB + 1) log2(NB + 1)−NB log2NB (5)

is the entropy of a thermal state of mean photon num-
ber NB . In particular, the following bound was given in
[13, Section 8]

P↔Lη,NB
(n, ε) ≤ − log2([1− η] ηNB )− g(NB)

+

√
2Vη,NB
n (1− ε)

+
C(ε)

n
, (6)

where

Vη,NB = NB(NB + 1) log2
2(η [NB + 1] /NB), (7)

and the following weak-converse bound is a direct conse-
quence of [13, Section 8] and [20, 21] (explained also in
Appendix B):

P↔Lη,NB
(n, ε) ≤

1

1− ε

[
− log2([1− η] ηNB )− g(NB) +

h2(ε)

n

]
. (8)

Again, the value of these bounds is that they apply for
any finite number n of channel uses and key-quality pa-
rameter ε. However, by inspecting (6), we see that the
order 1/

√
n and lower terms are strictly positive.

The main contribution of the present paper is to im-
prove the bound in (6) in such a way that the order 1/

√
n

term is negative whenever ε < 1/2, representing the back-
off from capacity incurred by using the channel a finite
number of times while allowing for non-zero error. In
fact, we find the following improved bound for several
realistic values of η and NB :

P↔Lη,NB
(n, ε) ≤ − log2([1− η] ηNB )− g(NB)

+

√
V ′η,NB
n

Φ−1(ε) +
O(log n)

n
, (9)

where V ′η,NB is a channel-dependent parameter that we

discuss later and Φ−1 denotes the inverse of the cumu-
lative normal distribution function (see (41)), for which
we have that Φ−1(ε) < 0 whenever ε < 1/2. We should
note that the bound in (9) applies only for n sufficiently
large (such that n is proportional to 1/ε2), as it relies
on the Berry–Esseen theorem [27, 28], but many prior
works have shown that first- and second-order terms like
the above one serve as an excellent approximation for
non-asymptotic capacities even for small n [21, 29–32].
The main new tool that we use to establish this result,
beyond those used and introduced in [13], is a recent
development in [26] regarding teleportation simulation
of single-mode phase-insensitive bosonic channels using
finite-energy resource states. Figure 1 plots this bound
for several realistic values of the distance L (related to
transmissivity η) and thermal mean photon number NB ,
and we point to Section IV for a more detailed discussion
of these figures.

In the prior work [13], it was not possible to establish
a result of the form in (9) because the limiting resource
state used for teleportation was an ideal, infinite-energy
state. Thus, it was not clear how to invoke the Berry-
Esseen theorem then because it was not clear how to
prove that the quantity T (ρ‖σ) (discussed later in (39))
is finite in such a case. However, now that the resource
state can be a finite-energy state (due to the results of
[26]), it is possible to establish that the quantity T (ρ‖σ)
is finite in such a case, and this is what is accomplished
and discussed in Appendix D.

In the remainder of the paper, we argue how to arrive
at the bound in (9). We first review the formalism of
quantum Gaussian states and channels [33, 34], and we
also review information quantities needed, such as quan-
tum relative entropy and relative entropy variance. We
then review the critical tool of teleportation simulation
of a quantum channel [35–39] and how it can be used
with [13, Eq. (4.34)] and ideas from [26] in order to ar-
rive at (9). We finally close with a summary and some
open questions.
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II. PRELIMINARIES

A. Quantum Gaussian states and channels

The main class of quantum states in which we are
interested in this paper are quantum Gaussian states
[33, 34]. In our brief review, we consider m-mode Gaus-
sian states, where m is some fixed positive integer. Let
x̂j denote each quadrature operator (2m of them for an
m-mode state), and let x̂ ≡ [q̂1, . . . , q̂m, p̂1, . . . , p̂m] ≡
[x̂1, . . . , x̂2m] denote the vector of quadrature opera-
tors, so that the first m entries correspond to position-
quadrature operators and the last m to momentum-
quadrature operators. The quadrature operators satisfy
the following commutation relations:

[x̂j , x̂k] = iΩj,k, where Ω =

[
0 1
−1 0

]
⊗ Im, (10)

and Im is the m ×m identity matrix. We also take the
annihilation operator â = (q̂ + ip̂) /

√
2. Let ρ be a Gaus-

sian state, with the mean-vector entries 〈x̂j〉ρ = µρj , and
let µρ denote the mean vector. The entries of the covari-
ance matrix V ρ of ρ are given by

V ρj,k ≡
〈{
x̂j − µρj , x̂k − µ

ρ
k

}〉ρ
. (11)

A 2m × 2m matrix S is symplectic if it preserves the
symplectic form: SΩST = Ω. According to Williamson’s
theorem [40], there is a diagonalization of the covariance
matrix V ρ of the form,

V ρ = Sρ (Dρ ⊕Dρ) (Sρ)
T
, (12)

where Sρ is a symplectic matrix and Dρ ≡
diag(ν1, . . . , νm) is a diagonal matrix of symplectic eigen-
values such that νi ≥ 1 for all i ∈ {1, . . . ,m}. We say
that a quantum Gaussian state is faithful if all of its sym-
plectic eigenvalues are strictly greater than one (this also
means that the state is positive definite). We can write
the density operator ρ of a faithful state in the following
exponential form [41–43] (see also [1, 34]):

ρ = (Zρ)−1/2 exp

[
−1

2
(x̂− µρ)TGρ(x̂− µρ)

]
, (13)

with Zρ ≡ det([V ρ + iΩ] /2) (14)

and Gρ ≡ −2ΩSρ [arcoth(Dρ)]
⊕2

(Sρ)
T

Ω, (15)

where arcoth(x) ≡ 1
2 ln
(
x+1
x−1

)
with domain (−∞,−1) ∪

(1,+∞). Note that we can also write

Gρ = 2iΩ arcoth(iV ρΩ), (16)

so that Gρ is represented directly in terms of the covari-
ance matrix V ρ. Faithfulness of Gaussian states is re-
quired to ensure that Gρ is non-singular. By inspection,
the G and V matrices are symmetric. In what follows, we
adopt the same notation for quantities associated with a
density operator σ, such as µσ, V σ, Sσ, Dσ, Zσ, and Gσ.

A two-mode Gaussian state ρ with covariance matrix
in “standard form” has a covariance matrix as follows
[44, 45]:

V ρ =

[
a c
c b

]
⊕
[
a −c
−c b

]
. (17)

The symplectic diagonalization of the covariance ma-
trix V simplifies as well [46]:

V = S (D ⊕D)ST , (18)

where

S = (I2 ⊕ σZ)S⊕2
0 (I2 ⊕ σZ) , (19)

S0 =

[
ω+ ω−
ω− ω+

]
, ω± =

√
a+ b±√y

2
√
y

, (20)

D =

[
ν− 0
0 ν+

]
, ν± = [

√
y ± (b− a)] /2, (21)

y = (a+ b)
2 − 4c2, (22)

and σZ denotes the standard Pauli Z matrix. Given a
two-mode state with covariance matrix in standard form
as in (17), it is a separable state if and only if

c ≤ csep ≡
√

(a− 1) (b− 1), (23)

which can be determined from the condition given in [47,
Eq. (14)]. We return to this condition when we discuss
the relative entropy of entanglement for quantum Gaus-
sian states.

A quantum Gaussian channel is one that preserves
Gaussian states [33, 34, 48]. The action of a quantum
Gaussian channel on an input state ρ is characterized by
two matrices X and Y , which transform the covariance
matrix V ρ of ρ as follows:

V ρ → XV ρXT + Y, (24)

where XT is the transpose of the matrix X. In this for-
malism, the thermal channel Lη,NB with transmissivity
η ∈ (0, 1) and thermal mean photon number NB > 0 is
given by

X =
√
ηI2, Y = (1− η)(2NB + 1)I2, (25)

where I2 is the 2×2 identity matrix. Our principal focus
in this paper is on the thermal channel.

B. Teleportation simulation and reduction by
teleportation

Teleportation simulation of a channel [35–39] is a key
tool used to establish the upper bounds in (1), (2), (6),
and (8). The basic idea behind this tool is that chan-
nels with sufficient symmetry can be simulated by the
action of a teleportation protocol [49–51] on a resource
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state ωAB shared between the sender A and receiver B.
More generally, a channel NA′→B with input system A′

and output system B is defined to be teleportation simu-
lable with associated resource state ωAB if the following
equality holds for all input states ρA′ [36, Eq. (11)]:

NA′→B(ρA′) = TA′AB(ρA′ ⊗ ωAB), (26)

where TA′AB is a quantum channel consisting of local op-
erations and classical communication between the sender,
who has systems A′ and A, and the receiver, who has
system B (TA′AB can also be considered a generalized
teleportation protocol, as in [51]). The implication of
channel simulation via teleportation is that the perfor-
mance of a general protocol that uses the channel n times,
with each use interleaved by local operations and classi-
cal communication (LOCC), can be bounded from above
by the performance of a protocol with a much simpler
form: the simplified protocol consists of a single round
of LOCC acting on n copies of ωAB [35, 38, 39]. This
is called reduction by teleportation. Of course, a secret-
key-agreement protocol is one particular kind of protocol
of the above form, as considered in [9, 13], and so the
general reduction method of [35, 38, 39] applies.

For continuous-variable bosonic systems, the teleporta-
tion simulation of a single-mode bosonic Gaussian chan-
nels was considered in [38], and the simulation therein
only simulates the channel exactly in the limit in which
the resource state is the result of transmitting one share
of an infinitely-squeezed, two-mode squeezed vacuum
state [34] through the channel (this resource state is
sometimes called the Choi state of the channel [34], and
we use this terminology in what follows). Thus, when
applying this argument to bound the rates of secret-key-
agreement protocols as discussed above, one must take
care with an appropriate limiting argument, as pointed
out in [53] and handled already in [13]. This telepor-
tation simulation argument with an infinitely-squeezed
resource state is one of the core steps used to establish
the bounds in (1), (2), (6), and (8).

Recently, an important development in the theory of
the teleportation simulation of quantum Gaussian chan-
nels has taken place [26]. In particular, the authors of [26]
have shown that all single-mode, phase-insensitive quan-
tum Gaussian channels other than the pure-loss chan-
nel can be simulated via the action of teleportation on a
finite-energy Gaussian resource state that has the same
amount of entanglement as the Choi state of the chan-
nel. In [26], the authors quantified the amount of en-
tanglement in the resource state using an entanglement
monotone [54] called logarithmic negativity, which is the
same entanglement measure considered in [38]. In our
paper, we show how the main idea of their paper leads to
strengthened bounds on the performance of secret-key-
agreement protocols conducted over single-mode phase-
insensitive bosonic Gaussian channels.

To describe the result of [26] in more detail, let X =√
τI2 and Y = yI2 be the matrices representing the ac-

tion of a single-mode phase-insensitive Gaussian channel

on an input state, as in (24). In what follows and as
in [26], we exclusively consider the case when τ ≥ 0.
In order for the map to be a completely positive, trace-
preserving map (i.e., a legitimate quantum channel), the
following inequality should hold [34]

y ≥ |1− τ | . (27)

The main contribution of [26] is that every single-mode
phase-insensitive Gaussian channel in the above class,
besides the pure-loss channel, can be simulated by the
action of a continuous-variable teleportation protocol on
a finite-energy, two-mode resource state with the same
amount of entanglement as the Choi state of the channel.
An additional contribution of [26] is a converse bound: it
is not possible to use a resource state with logarithmic
negativity smaller than that of the Choi state, in order
to simulate the channel. This follows directly from the
facts that the teleportation simulation protocol should
simulate the channel, teleportation is an LOCC, and log-
arithmic negativity is an entanglement monotone (it is
non-increasing with respect to an LOCC). This converse
bound holds, by the same argument, for all measures of
entanglement (such as relative entropy of entanglement).

In more detail, the teleportation simulation of [26] be-
gins with the sender and receiver of the channel shar-
ing a two-mode Gaussian state in the standard form in
(17). The sender mixes the input of the channel and
her share of the resource state on a 50-50 beam splitter.
The sender then performs ideal homodyne detection of
the position quadrature of the first mode and ideal ho-
modyne detection of the momentum quadrature of the
second mode, leading to measurement outcomes Q+ and
P−. The sender communicates these real values over ideal
classical communication channels to the receiver, and the
receiver performs displacement operations of his mode by
g
√

2Q+ and g
√

2P−, for some g ∈ R. The result of all
of these operations is to implement a quantum Gaussian
channel of the following form on the input state:

X = gI2, (28)

Y =
[
g2a+ 2gc+ b

]
I2, (29)

where we note the different sign convention from [26,
Eq. (7)], due to our slightly different convention for the
standard form in (17). If g > 0, then the channel imple-
mented is a single-mode phase-insensitive Gaussian chan-
nel with

τ = g2, y = g2a+ 2gc+ b. (30)

If g < 0, then one can postprocess the output according
to a unitary Gaussian channel with X = −I2 and Y = 0
(a phase flip channel), such that the overall channel is
a single-mode phase-insensitive Gaussian channel with τ
and y as in (30). A generalization of these steps beyond
two-mode states is given in [37].

Where [26] departs from prior works is to solve an in-
verse problem regarding teleportation simulation. Given
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values of τ and y corresponding to a physical channel
different from the pure-loss channel, the authors of [26]
proved that there exists a finite-energy, two-mode Gaus-
sian state in standard form satisfying (30), having its
smaller symplectic eigenvalue equal to one, and having
its logarithmic negativity equal to that of the Choi state
of the channel. It should be stressed that the states found
in [26] have an analytical form, which has to do with the
form of the above constraints.

C. Information quantities and bounds for
secret-key-agreement protocols

The basic information quantities that we need in this
paper are the quantum relative entropy [55, 56], the rela-
tive entropy variance [57, 58], and the hypothesis testing
relative entropy [20, 59]. For two states ρ and σ defined
on a separable Hilbert space with the following spectral
decompositions:

ρ =
∑
x

λx|φx〉〈φx|, (31)

σ =
∑
y

µy|ψy〉〈ψy|, (32)

the quantum relative entropy D(ρ‖σ) [56] and the rela-
tive entropy variance V (ρ‖σ) [57, 58] are defined as

D(ρ‖σ) =
∑
x,y

|〈ψy|φx〉|2 λx log2(λx/µy), (33)

V (ρ‖σ) =
∑
x,y

|〈ψy|φx〉|2 λx [log2(λx/µy)−D(ρ‖σ)]
2
.

(34)

For quantum Gaussian states, the quantities D(ρ‖σ)
[41], [9] and V (ρ‖σ) [60] can be expressed in terms of
their first and second moments. For simplicity, let us
suppose that ρ and σ are zero-mean quantum Gaussian
states. Then Refs. [41], [9] established that

D(ρ‖σ) = log2(Zσ/Zρ)/2− Tr{∆V ρ}/4 ln 2, (35)

where ∆ = Gρ −Gσ, and Ref. [60] established that

V (ρ‖σ) =
1

8 ln2 2
[Tr{∆V ρ∆V ρ}+ Tr{∆Ω∆Ω}] . (36)

In the above, we should note that our convention for
normalization of covariance matrices is what leads to the
different constant prefactors when compared to the ex-
pressions in [9, 41, 60].

The hypothesis testing relative entropy is defined as
[20, 59]

Dε
H(ρ‖σ) =

− log2 inf
Λ
{Tr{Λσ} : 0 ≤ Λ ≤ I ∧ Tr{Λρ} ≥ 1− ε} (37)

By the reasoning in [61] and Appendix C, we have the
following bound holding for faithful states ρ and σ such
that D(ρ‖σ), V (ρ‖σ), T (ρ‖σ) <∞ and V (ρ‖σ) > 0:

Dε
H(ρ⊗n‖σ⊗n) ≤

nD(ρ‖σ) +
√
nV (ρ‖σ)Φ−1(ε) +O(log n), (38)

where [57, 58]

T (ρ‖σ) =
∑
x,y

|〈ψy|φx〉|2 λx |log2 (λx/µy)−D(ρ‖σ)|3 ,

(39)
and

Φ(a) =
1√
2π

∫ a

−∞
dx exp

(
−x2

2

)
(40)

Φ−1(ε) = sup {a ∈ R | Φ(a) ≤ ε} . (41)

We note here that the finiteness of T (ρ‖σ) for finite-
energy, faithful Gaussian states is essential to the main
result of our paper. Inspecting the proof given in Ap-
pendix C, we see that the condition T (ρ‖σ) < ∞ allows
us to invoke the Berry-Esseen theorem [27, 28], which in
turn leads to the improved upper bound in (9).

The relative entropy of entanglement of a bipartite
state ρAB is defined as follows [62]:

ER(A;B)ρ = inf
σAB∈SEP(A:B)

D(ρAB‖σAB), (42)

where SEP(A : B) denotes the set of separable (unen-
tangled) states [63]. Analogously, we have the ε-relative
entropy of entanglement [64]:

EεR(A;B)ρ = inf
σAB∈SEP(A:B)

Dε
H(ρAB‖σAB). (43)

For a two-mode Gaussian state ρAB in standard form,
one can always choose the separable state σ′AB to be in
standard form with the same values for a and b but with
c chosen to saturate the inequality in (23), such that
c = csep [9]. By definition, for this suboptimal choice, we
have that

ER(A;B)ρ ≤ D(ρAB‖σ′AB), (44)

EεR(A;B)ρ ≤ Dε
H(ρAB‖σ′AB), (45)

and this is the choice made in [9, 13] to arrive at vari-
ous upper bounds on secret-key-agreement capacity. In
what follows, we refer to D(ρAB‖σ′AB) as the suboptimal
relative entropy of entanglement of ρAB .

In [13, Eq. (4.34)], the following bound was established
on the non-asymptotic secret-key-agreement capacity of a
channelN that is teleportation simulable with associated
resource state ωAB :

P↔N (n, ε) ≤ 1

n
EεR(An;Bn)ω⊗n ≤

1

n
Dε
H(ω⊗nAB‖σ

⊗n
AB).

(46)
The argument for the first inequality critically relies upon
the connection between secret-key-agreement protocols
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and private-state distillation protocols established in [65,
66] and some other results contained therein, in addition
to the teleportation reduction argument discussed in Sec-
tion II B. The second inequality follows from the defini-
tion in (43), with σAB being an arbitrary separable state.
Thus, any resource state for the teleportation simulation
of a channel can be used to give an upper bound on its
non-asymptotic secret-key-agreement capacity. In par-
ticular, if ωAB and σAB are faithful quantum Gaussian
states of finite energy such that ωAB 6= σAB , then the
conditions D(ωAB‖σAB), V (ωAB‖σAB), T (ωAB‖σAB) <
∞ and V (ωAB‖σAB) > 0 hold, such that (38) applies
and we find that

P↔N (n, ε) ≤ D(ωAB‖σAB) +

√
V (ωAB‖σAB)

n
Φ−1(ε)

+O

(
log n

n

)
. (47)

The quantities D(ωAB‖σAB) and V (ωAB‖σAB) are fi-
nite for faithful quantum Gaussian states of finite en-
ergy, which holds by inspecting (35) and (36), and in
Appendix D, we argue that the quantity T (ωAB‖σAB) is
finite as well.

Note that both (6) and (9) can be derived from (46).
The point of deviation in the two derivations is that it
is possible, on the one hand, to invoke the Berry–Esseen
theorem [27, 28] in order to arrive at (9), due to the re-
sults of [26] and our arguments in Appendices C and D.
That is, [26] showed how to perform teleportation simu-
lation of a single-mode phase-insensitive thermal bosonic
channel using a finite-energy resource state, and our Ap-
pendix D argues how T (ωAB‖σAB) is finite for finite-
energy Gaussian states. Thus, the Berry–Esseen theo-
rem can be invoked as shown in Appendix C and so (38)
applies. On the other hand, for the derivation of (6), the
ideal infinite-energy Choi state of the channel is used as
the resource state, but it is not known if T (ωAB‖σAB)
is finite in such a scenario. Hence, unless this is proven,
we cannot invoke (38). Therefore, other techniques, such
as the Chebyshev inequality, were used in [13] to arrive
at (6).

III. METHODS

Given the background reviewed above, we are now in
a position to discuss the main contribution of our paper.
We modify the finite-energy teleportation simulation ap-
proach of [26] in the following way: Given a thermal chan-
nel with τ = η and y = (1 − η)(2NB + 1), we find a
finite-energy, two-mode Gaussian state in standard form
such that

1. it satisfies (30),

2. its smaller symplectic eigenvalue is just larger than
one, and

3. its suboptimal relative entropy of entanglement is
equal to the suboptimal relative entropy of entan-
glement of the Choi state of the channel, the latter
of which is given by (4).

Any resource state that simulates the channel should sat-
isfy the first constraint. We impose the second constraint
to ensure that the state we find is a faithful Gaussian
state, such that its relative entropy and relative entropy
variance to a separable Gaussian state can be easily eval-
uated using the formulas in (35) and (36). As discussed
above, the relative entropy of entanglement of the re-
source state should at least be equal to that of the Choi
state, in order to simulate a channel. In order to en-
sure that we find a good upper bound on the secret-key-
agreement capacity, we have imposed the third constraint
on suboptimal relative entropy of entanglement. We find
these states by numerically solving the above constraints
with the aid of a computer program [67], and we remark
that finding an analytical solution in this case appears
to be far more complicated than for the case from [26],
due to the fact that the suboptimal relative entropy of
entanglement is a much more complicated function of the
covariance matrix elements. In some cases, it is possible
to find multiple solutions for the states that satisfy these
constraints. For our purpose, any of these states can be
chosen. We also note that the flexibility afforded by hav-
ing a teleportation simulation with negative gain g, as
discussed in Section II B, is critical for us to solve these
constraints by numerical search. With these finite-energy
states in hand, we then numerically compute the relative
entropy variance in (36) and can apply the bound in (47).

IV. RESULTS

In Figure 1, we plot upper bounds on the asymp-
totic secret-key-agreement capacity of the thermal chan-
nel given by (4) (dashed line) and upper bounds on
the non-asymptotic secret-key-agreement capacity given
by (9) (solid line) versus the number of channel uses.
It is important to stress that the latter bound is only
an approximation (known as the normal approximation)
if n is not sufficiently large (i.e., n should be propor-
tional to 1/ε2 in order for the bounds to really apply).
At the same time, many prior works have shown that
the normal approximation is an excellent approximation
for non-asymptotic capacities even for small n [21, 29–
32]. In each case, we choose the key-quality parameter
ε to be 10−10, in accordance with the same conservative
value chosen in [68]. In the plots, we select η ∈ (0, 1),
(hence the corresponding distance L) and the thermal
mean photon number NB > 0 as indicated above each
figure. The distance L can be related to the transmissiv-
ity η of the thermal channel as η = exp[−L/L0], where
L0 is the fiber attenuation length [17]. In the plots, we
consider L0 = 22 km. The thermal mean photon number
NB relevant in experimental contexts, whenever thermal
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(b) NB = 0.1, L = 11.23 km, η = 0.6
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(c) NB = 10−3, L = 50.65 km, η = 0.1
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(d) NB = 10−3, L = 15.25 km, η = 0.5
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(e) NB = 3× 10−7, L = 26.49 km, η = 0.3
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(f) NB = 3× 10−7, L = 15.25 km, η = 0.5

FIG. 1. The figures plot upper bounds on the non-asymptotic secret-key-agreement capacity of the thermal channels of
transmissivity η ∈ (0, 1) and thermal mean photon number NB > 0 given by the second-order approximation from (9). In
each figure, we select certain values of η (corresponding to a certain distance L via η = exp[−L/L0]) and NB , as indicated
below each figure. In all cases, we take the conservative value of ε = 10−10 as indicated in [68]. Each figure indicates that the
asymptotic secret-key-agreement capacity is too pessimistic of a benchmark for demonstrating a quantum repeater when using
the channel a finite number of times. That is, there is an appreciable difference between the asymptotic and non-asymptotic
secret-key-agreement capacity.

noise is due exclusively to dark counts, is given by the
dark counts per second times the integration period tint.
In the plots, the lowest NB we consider corresponds to a
dark count rate of 10 per second and tint = 30 ns [17, Sec-
tion VI]. For completeness, we also consider higher values

of NB , which could occur due to excessive background
thermal radiation or tampering by an eavesdropper.

As noted in the introduction of our paper, these up-
per bounds can be interpreted to serve as benchmarks
for quantum repeaters [19]. That is, the upper bounds
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on secret-key-agreement capacity hold for any protocol
that uses the channel and LOCC but is not allowed to
use a quantum repeater. As such, exceeding these up-
per bounds constitutes a demonstration of a quantum
repeater [19]. What our results indicate is that the previ-
ous upper bounds from [9, 13] on the asymptotic secret-
key-agreement capacity are too pessimistic of a bench-
mark for protocols that are only using the channel a finite
number of times. As such, the burden of demonstrating
a quantum repeater is now somewhat relieved in compar-
ison to what was previously thought would be necessary.

From an experimental perspective, it could be of in-
terest to perform a test using the results of our paper
in order to demonstrate a working quantum repeater. A
convincing approach for doing so would be to conduct
an actual secret-key-distillation protocol over some finite
number of uses of the channel and determine what secret-
key rates can be achieved. [17, Section IV] details meth-
ods for determining secret-key rates that are achievable
in particular physical setups. For a given rate and num-
ber of channel uses, one can then compare the results
with our plots (or other plots generated via the same
method for different parameter values) to determine if
the rate is achieved is larger than the upper bounds in
our plots; if it is the case, then one can claim a working
quantum repeater, albeit with the understanding that
our upper bounds are the normal approximations of the
true finite-length upper bounds (as discussed previously).
This approach is to be contrasted with those that esti-
mate the quantum bit-error rate from just a few channel
uses and then use this parameter to calculate an asymp-
totic key rate (see the review in [69] for discussions of
such approaches).

V. CONCLUSION

In this paper, we showed how to extend the teleporta-
tion simulation method of [26] to the relative entropy of
entanglement measure. By combining with prior results
in [13] regarding non-asymptotic secret-key-agreement
capacity, this extension leads to improved bounds on
the non-asymptotic secret-key-agreement capacity of a
thermal bosonic channel, in certain parameter regimes.
Given that upper bounds on secret-key-agreement capac-
ity have been advocated as a way to assess the perfor-
mance of a quantum repeater, our results indicate that
previous bounds from [9, 13] are too pessimistic, and
it should be somewhat easier to demonstrate a working
quantum repeater in the realistic regime of a finite num-
ber of channel uses.

We remark that our approach can be extended to quan-
tum amplifier channels, but we did not discuss these
channels in any detail because they appear to be most
prominently physically relevant in exotic relativistic com-
munication scenarios [70–72]. Our approach also applies
to single-mode additive-noise Gaussian channels.

Going forward from here, it would be interesting to

generalize our results to multimode bosonic communi-
cation channels [48] or channels that are not phase-
insensitive. As discussed previously [11, 13, 18], it would
also be good to determine bounds on performance when
there is an average energy constraint at the input of each
channel use. One should expect to find improved upper
bounds due to this extra constraint.

Note: After our paper appeared on the arXiv, we be-
came aware of a preprint [73] with related results.
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Appendix A: Little room for improving the strong
converse bound in (1)

Here we argue why we think it will not be possible
to improve upon the upper bound in (1), up to lower-
order terms. Before proceeding, recall that the condi-
tional quantum entropy and conditional entropy variance
[58] are defined for a bipartite state ρAB as

H(A|B)ρ ≡ −D(ρAB‖IA ⊗ ρB), (A1)

V (A|B)ρ ≡ V (ρAB‖IA ⊗ ρB). (A2)

The coherent information is defined as I(A〉B)ρ ≡
−H(A|B)ρ [74] and its corresponding variance is
V (A〉B)ρ ≡ V (A|B)ρ. In [13, Section 6.2], the follow-
ing achievability bound was established for N a finite-
dimensional channel:

P↔N (n, ε) ≥ Irev(N ) +

√
V εrev(N )

n
Φ−1(ε) +O

(
log n

n

)
(A3)

where Irev(N ) is the following quantity [75, Section 5.3]
(sometimes called the channel’s reverse coherent infor-
mation):

Irev(N ) ≡ max
|ψ〉AA′∈HAA′

I(B〉A)θ, (A4)

θAB ≡ NA′→B(ψAA′), and V εrev(N ) is the channel’s re-
verse conditional entropy variance:

V εrev(N ) ≡
{

minψAA′∈Πrev
V (B〉A)θ for ε < 1/2

maxψAA′∈Πrev
V (B〉A)θ for ε ≥ 1/2

.

(A5)
The set Πrev ⊆ D(HAA′) is the set of all states achieving
the maximum in (A4).
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The inequality in (A3) follows from a one-shot coding
theorem [13, Proposition 21], followed by an expansion
of the hypothesis testing relative entropy as [57, 58]

Dε
H(ρ⊗n‖σ⊗n) ≥

nD(ρ‖σ) +
√
nV (ρ‖σ)Φ−1(ε) +O(log n). (A6)

A critical step employed in the above expansion is the
Berry–Esseen theorem [27, 28]. Rather than employ-
ing the Berry–Esseen theorem, we can modify the proof
of Theorem 2 in [57] (therein instead picking Ln =

exp(nD(ρ‖σ)−
√
nV (ρ‖σ)/ε)) to employ the Chebyshev

inequality and instead find the following expansion:

Dε
H(ρ⊗n‖σ⊗n) ≥ nD(ρ‖σ)−

√
nV (ρ‖σ)

ε
. (A7)

For these theorems to hold in separable infinite-
dimensional Hilbert spaces, it remains to show how to
connect the coding theorem in [13, Proposition 21] to
the inequality in (A7), but we strongly suspect that this
should be possible. If everything holds, we would ob-
tain the following achievability theorem for an infinite-
dimensional channel N :

P↔N (n, ε) ≥ Irev(N )−
√
V εrev(N )

nε
+O

(
1

n

)
. (A8)

The above would hold for all finite-energy two-mode,
squeezed vacuum states passed through the channel,
and one could then take a limit as the photon num-
ber approaches infinity. The term Irev(N ) converges to
− log2(1−η) [9]. Below we show that the relative entropy
variance V εrev(N ) term converges to zero. This would
then give the following bound

P↔Lη (n, ε) ≥ − log2(1− η) +O

(
1

n

)
, (A9)

leading us to our conclusion that there is little room for
improving the upper bound in (1). We stress that this
remains to be worked out in detail.

We now evaluate the variance for the reverse coherent
information when sending in a two-mode squeezed vac-
uum to a pure-loss channel of transmissivity η ∈ (0, 1).
Recall that the quantity of interest is

V (B〉A)

= Tr{ρAB [log ρAB − log ρA]
2} (A10)

− [H(AB)ρ −H(A)ρ]
2

(A11)

= Tr{ρAB [log ρAB ]
2}

− 2 Tr{ρAB log ρAB log ρA}+ Tr{ρAB [log ρA]
2}

− [H(AB)ρ −H(A)ρ]
2

(A12)

= Tr{ρAB [log ρAB ]
2} −H(AB)2

ρ

− 2 [Tr{ρAB log ρAB log ρA} −H(A)ρH(AB)ρ]

+ Tr{ρA [log ρA]
2} −H(A)2

ρ. (A13)

The first and last terms we can evaluate easily using the
following formula for the entropy variance of a thermal
state with mean photon number NS [76, Appendix A]:

V (NS) = NS (NS + 1)

[
log

(
1 +

1

NS

)]2

. (A14)

For the first, using the notion of purification, purifying
with ψABE , and observing that ψE is a thermal state
with mean photon number (1− η)NS , we find that

Tr{ρAB [log ρAB ]
2} −H(AB)2

ρ

= Tr{ψE [logψE ]
2} −H(E)2

ψ (A15)

= (1− η)NS ((1− η)NS + 1)

[
log

(
1 +

1

(1− η)NS

)]2

.

(A16)

For the last term, we observe that ρA is a thermal state
with mean photon number NS , which implies that

Tr{ρA [log ρA]
2} −H(A)2

ρ

= NS (NS + 1)

[
log

(
1 +

1

NS

)]2

. (A17)

So it remains to handle the middle term. Consider that

Tr{ρAB log ρAB log ρA}
= Tr{ψABE log ρAB log ρA} (A18)

= Tr{ψABE logψE log ρA} (A19)

= Tr{ψAE logψE log ρA}. (A20)

Consider that we can write

ψE = [(1− η)NS + 1]
−1

(
1 +

1

(1− η)NS

)−n̂E
, (A21)

ρA = [NS + 1]
−1

(
1 +

1

NS

)−n̂A
, (A22)

where n̂E and n̂A are the number operators. This means
that

Tr{ψAE logψE log ρA}

= Tr

{
ψAE log

[
[(1− η)NS + 1]

−1

(
1 +

1

(1− η)NS

)−n̂E]

× log

[
[NS + 1]

−1

(
1 +

1

NS

)−n̂A]}
(A23)

= Tr

{
ψAE log

[
[(1− η)NS + 1]

(
1 +

1

(1− η)NS

)n̂E]

× log

[
[NS + 1]

(
1 +

1

NS

)n̂A]}
(A24)
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= log [(1− η)NS + 1] log [NS + 1]

+ log [[(1− η)NS + 1]] log

[(
1 +

1

NS

)]
Tr {ψAEn̂A}

+ log

[
1 +

1

(1− η)NS

]
log [NS + 1] Tr {ψAEn̂E}

+log

[
1 +

1

(1− η)NS

]
log

[
1 +

1

NS

]
Tr {ψAE (n̂A ⊗ n̂E)}

(A25)

= log [(1− η)NS + 1] log [NS + 1]

+NS log [[(1− η)NS + 1]] log

[(
1 +

1

NS

)]
+ (1− η)NS log

[
1 +

1

(1− η)NS

]
log [NS + 1]

+ log

[
1 +

1

(1− η)NS

]
log

[
1 +

1

NS

]
×

Tr {ψAE (n̂A ⊗ n̂E)} . (A26)

We note that the third equality follows by applying the
identity log(abx̂) = log(a) + x̂ log(b) for positive scalars a
and b and a positive operator x̂. So we need to evaluate
the term Tr {ψAE (n̂A ⊗ n̂E)}. Consider that sending a
number state |n〉〈n| through a beamsplitter of transmis-
sivity 1− η leads to the following transformation:

|n〉〈n|A′ →
n∑
k=0

(
n

k

)
(1− η)

k
ηn−k|k〉〈k|E . (A27)

The two-mode squeezed vacuum at the input has the fol-
lowing form:

1√
NS + 1

∞∑
n=0

√(
NS

NS + 1

)n
|n〉A|n〉A′ . (A28)

However since we are evaluating Tr {ψAE (n̂A ⊗ n̂E)},
and n̂A and n̂E are diagonal in the number basis, this
is equivalent to the following:

1

NS + 1

∞∑
n=0

n∑
k=0

(
NS

NS + 1

)n(
n

k

)
(1− η)

k
ηn−k×

Tr{(|n〉〈n|A ⊗ |k〉〈k|) (n̂A ⊗ n̂E)}

=
1

NS + 1

∞∑
n=0

n∑
k=0

(
NS

NS + 1

)n(
n

k

)
(1− η)

k
ηn−knk

(A29)

=
1

NS + 1

∞∑
n=0

n

(
NS

NS + 1

)n n∑
k=0

(
n

k

)
(1− η)

k
ηn−kk.

(A30)

Consider that the expression
∑n
k=0

(
n
k

)
(1− η)

k
ηn−kk is

equal to the mean of a binomial random variable with
parameter 1− η, and so

n∑
k=0

(
n

k

)
(1− η)

k
ηn−kk = n (1− η) , (A31)

implying that the last line above is equal to

(1− η)
1

NS + 1

∞∑
n=0

n2

(
NS

NS + 1

)n
. (A32)

This is then equal to the second moment of a geometric
random variable with parameter p = 1/ (NS + 1), so that

(1− η)
1

NS + 1

∞∑
n=0

n2

(
NS

NS + 1

)n
= (1− η)

(
NS (NS + 1) +N2

S

)
(A33)

= (1− η)NS (2NS + 1) . (A34)

Plugging into the above, we find the reduction

= log [(1− η)NS + 1] log [NS + 1]

+NS log [[(1− η)NS + 1]] log

[(
1 +

1

NS

)]
+ (1− η)NS log

[
1 +

1

(1− η)NS

]
log [NS + 1]

+(1− η)NS (2NS + 1) log

[
1 +

1

(1− η)NS

]
log

[
1 +

1

NS

]
.

(A35)

From this we should subtract the following quantity

H(A)ρH(AB)ρ

= g(NS)g((1− η)NS) (A36)

= [(NS + 1) log (NS + 1)−NS logNS ]×[
((1− η)NS + 1) log ((1− η)NS + 1)

− (1− η)NS log (1− η)NS

]
(A37)

=

[
NS log

(
1 +

1

NS

)
+ log (NS + 1)

]
×[

(1− η)NS log

(
1 +

1

(1− η)NS

)
+ log ((1− η)NS + 1)

]
(A38)

= (1− η)N2
S log

(
1 +

1

NS

)
log

(
1 +

1

(1− η)NS

)
+ (1− η)NS log (NS + 1) log

(
1 +

1

(1− η)NS

)
+NS log

(
1 +

1

NS

)
log ((1− η)NS + 1)

+ log (NS + 1) log ((1− η)NS + 1) , (A39)
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leading to

Tr{ρAB log ρAB log ρA} −H(A)ρH(AB)ρ

= (1− η)NS (2NS + 1) log

[
1 +

1

(1− η)NS

]
log

[
1 +

1

NS

]
− (1− η)N2

S log

(
1 +

1

NS

)
log

(
1 +

1

(1− η)NS

)
(A40)

= (1− η)NS (NS + 1) log

[
1 +

1

(1− η)NS

]
log

[
1 +

1

NS

]
.

(A41)

Putting everything together, we find that the variance of
the reverse coherent information is given by

(1− η)NS ((1− η)NS + 1)

[
log

(
1 +

1

(1− η)NS

)]2

−2 (1− η)NS (NS + 1) log

[
1 +

1

(1− η)NS

]
log

[
1 +

1

NS

]
+NS (NS + 1)

[
log

(
1 +

1

NS

)]2

. (A42)

For large NS , we have that ((1− η)NS + 1) ≈ (1− η)NS
and (NS + 1) ≈ NS , so that the above reduces to

≈
[
(1− η)NS log

(
1 +

1

(1− η)NS

)
−NS log

(
1 +

1

NS

)]2

,

(A43)
which converges to zero as NS →∞.

Appendix B: Weak converse bounds for
secret-key-agreement capacities

Here we argue for the weak-converse bounds given
in (2) and (8), and even more general weak-converse
bounds. The weak-converse bounds are a direct conse-
quence of the bounds in [13] and [20, Eq. (2)] (see also
[21, Eq. (134)]).

First, recall from [20, Eq. (2)] and [21, Eq. (134)] that
the following bound holds for hypothesis testing relative
entropy for ε ∈ (0, 1):

Dε
H(ρ‖σ) ≤ 1

1− ε
[D(ρ‖σ) + h2(ε)] . (B1)

To see this, consider that the definition of Dε
H(ρ‖σ) can

be further constrained as

Dε
H(ρ‖σ) =

− log2 inf
Λ
{Tr{Λσ} : 0 ≤ Λ ≤ I ∧ Tr{Λρ} = 1− ε}.

(B2)

That is, it suffices to optimize over measurement op-
erators that meet the constraint Tr{Λρ} ≥ 1 − ε with

equality. This follows because for any measurement op-
erator Λ such that Tr{Λρ} > 1 − ε, we can modify
it by scaling it by a positive number λ ∈ (0, 1) such
that Tr{(λΛ) ρ} = 1 − ε. The new operator λΛ is a
legitimate measurement operator and the error proba-
bility Tr{(λΛ)σ} only decreases under this scaling (i.e.,
Tr{(λΛ)σ} < Tr{Λσ}), which allows us to conclude
(B2). Now for any measurement operator Λ such that
Tr{Λρ} = 1 − ε, the monotonicity of quantum relative
entropy [77] with respect to quantum channels implies
that

D(ρ‖σ)

≥ D({1− ε, ε}‖{Tr{Λσ}, 1− Tr{Λσ}}) (B3)

= (1− ε) log2

(
1− ε

Tr{Λσ}

)
+ ε log2

(
ε

1− Tr{Λσ}

)
(B4)

= − (1− ε) log2 Tr{Λσ} − h2(ε)

+ ε log2

(
1

1− Tr{Λσ}

)
(B5)

≥ − (1− ε) log2 Tr{Λσ} − h2(ε). (B6)

Rewriting this gives

− log Tr{Λσ} ≤ 1

1− ε
[D(ρ‖σ) + h2(ε)] . (B7)

Since this bound holds for all measurement operators Λ
satisfying Tr{Λρ} = 1− ε, we can conclude (B1).

To conclude the desired weak-converse bounds, we
then invoke the above and [13, Eq. (4.34)] to get that
the following bound holds for any teleportation simula-
ble channel with associated resource state ωAB :

P↔N (n, ε) ≤ 1

n
EεR(An;Bn)ω⊗n (B8)

≤ 1

n(1− ε)
[ER(An;Bn)ω⊗n + h2(ε)] (B9)

≤ 1

(1− ε)

[
ER(A;B)ω +

h2(ε)

n

]
. (B10)

If the channel requires an infinite-energy resource state
to become teleportation simulable, then one must take
care as in the case of the proofs in [13, Section 8], and
then one finally arrives at the weak-converse bounds in
(2) and (8).

Appendix C: Asymptotic equipartition property for
hypothesis testing relative entropy

In this appendix, we prove that the inequality in (38)
holds whenever the states ρ and σ involved act on a sep-
arable Hilbert space. Here we take the convention, for
convenience, that all logarithms are with respect to the
natural base, but we note that the bound (C3) applies
equally well for the binary logarithm just by rescaling.

The following proposition is available as [78, Eq. (6.5)]
and restated as [61, Corollary 2]:
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Proposition 1 ([78, Eq. (6.5)]) Let ρ and σ be faith-
ful states acting on a separable Hilbert space H, let Λ
be a measurement operator acting on H and such that
0 ≤ Λ ≤ I, and let v, θ ∈ R. Then

e−θ Tr{(I − Λ)ρ}+ Tr{Λσ} ≥ e−θ

1 + ev−θ
Pr{X ≤ v},

(C1)
where X is a random variable taking values log(λx/µy)

with probability |〈ψy|φx〉|2 λx, where these quantities are
defined in (31) and (32).

The following proposition is based on ideas given
in [61]:

Proposition 2 Let ρ and σ be faithful states acting on
a separable Hilbert space H, such that

D(ρ‖σ), V (ρ‖σ), T (ρ‖σ) <∞,
V (ρ‖σ) > 0. (C2)

Then the following bound holds for all ε ∈ (0, 1) and
sufficiently large n:

Dε
H(ρ⊗n‖σ⊗n) ≤

nD(ρ‖σ) +
√
nV (ρ‖σ)Φ−1(ε) +O(log n). (C3)

Proof. We follow the justification for Theorem 3 given
in [61] closely, but we do make some slight changes after
the first few steps. Let Λn be any measurement opera-
tor satisfying Tr{(I⊗n − Λn) ρ⊗n} ≤ ε. By applying the
above proposition (making the replacements ρ → ρ⊗n

and σ → σ⊗n, so that Xn is a sum of n i.i.d. random
variables, each having mean D(ρ‖σ), variance V (ρ‖σ),
and third absolute central moment T (ρ‖σ)), we find that

Tr{Λnσ⊗n}

≥ e−θn
(

Pr{Xn ≤ vn}
1 + evn−θn

− Tr{(I − Λn)ρ⊗n}
)

(C4)

≥ e−θn
(

Pr{Xn ≤ vn}
1 + evn−θn

− ε
)
. (C5)

The Berry–Esseen theorem [27, 28] implies for any real
number a that

Pr

{
Xn − nD(ρ‖σ)√

nV (ρ‖σ)
≤ a

}
≥ Φ(a)−Kρ,σ n

−1/2, (C6)

where

Kρ,σ ≡
C T (ρ‖σ)

[V (ρ‖σ)]3/2
(C7)

and C ∈ (0, 0.4748) [27, 28]. It is clear that Kρ,σ is a
strictly positive constant > C due to the assumption in
(C2) and the fact that T (ρ‖σ) ≥ [V (ρ‖σ)]3/2 [28]. Let us
set

vn = nD(ρ‖σ)+√
nV (ρ‖σ)Φ−1(ε+ (2 +Kρ,σ)n−1/2), (C8)

and note that we require sufficiently large n here, so that
the argument to Φ−1 is ∈ (0, 1). We then find that

Tr{Λnσ⊗n} ≥ e−θn
(
ε+ 2n−1/2

1 + evn−θn
− ε
)
. (C9)

Now choosing θn = vn + 1
2 log n, we get that

Tr{Λnσ⊗n} ≥[
e−nD(ρ‖σ)−

√
nV (ρ‖σ)Φ−1(ε+(2+Kρ,σ)n−1/2)− 1

2 logn
]
×(

1

1 + n−1/2

)
, (C10)

so that the following inequality holds for sufficiently
large n:

− log Tr{Λnσ⊗n} ≤

nD(ρ‖σ) +
√
nV (ρ‖σ)Φ−1(ε) +O(log n). (C11)

In the last line, we have invoked [58, Footnote 6], which
in turn is an invocation of Taylor’s theorem: for f contin-
uously differentiable, c a positive constant, and n ≥ n0,
the following equality holds

√
nf(x+ c/

√
n) =

√
nf(x) + cf ′(a) (C12)

for some a ∈ [x, x+ c/
√
n0].

Appendix D: Finiteness of the third absolute central
moment of the log likelihood ratio for quantum

Gaussian states

We argue in this final appendix that T (ρ‖σ), the third
absolute central moment of the log-likelihood ratio of two
finite-energy, zero-mean Gaussian states ρ and σ, is finite.
By definition, we have that

T (ρ‖σ) =
∑
x,y

|〈ψy|φx〉|2 λx |log2 (λx/µy)−D(ρ‖σ)|3 ,

(D1)
where the spectral decompositions of ρ and σ are given
by

ρ =
∑
x

λx|φx〉〈φx|, σ =
∑
y

µy|ψy〉〈ψy|. (D2)

By concavity of x3/4 for x ≥ 0, it follows that

T (ρ‖σ)

=
∑
x,y

|〈ψy|φx〉|2 λx
[
|log2 (λx/µy)−D(ρ‖σ)|4

]3/4

≤

[∑
x,y

|〈ψy|φx〉|2 λx |log2 (λx/µy)−D(ρ‖σ)|4
]3/4

=

[∑
x,y

|〈ψy|φx〉|2 λx (log2 (λx/µy)−D(ρ‖σ))
4

]3/4

,

(D3)
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and so we aim to show that this latter quantity is fi-
nite. For zero-mean, m-mode faithful Gaussian states,
the Williamson theorem [40] implies that their spectral
decompositions are as follows:

ρ = Uρ

(
m⊗
i=1

θ(N i
ρ)

)
U†ρ , (D4)

σ = Uσ

(
m⊗
i=1

θ(N i
σ)

)
U†σ, (D5)

where Uρ and Uσ denote Gaussian unitaries that can
be generated by a Hamiltonian no more than quadratic
in the position- and momentum-quadrature operators,
N i
ρ, N

i
σ > 0 for all i, and θ(N) denotes a thermal state

of mean photon number N :

θ(N) =
1

N + 1

∞∑
n=0

(
N

N + 1

)n
|n〉〈n|, (D6)

with |n〉 denoting a photonic number state. Introducing
the multi-index notation |~n〉 = |n1〉 · · · |nm〉, we can then

write the overlap |〈ψy|φx〉|2 as
∣∣∣〈~l|U†σUρ|~n〉∣∣∣2. This condi-

tional probability distribution represents the probability

of detecting the photon numbers ~l if the photon num-
ber state |~n〉 is prepared and transmitted through the
Gaussian unitary U†σUρ ≡ V . This distribution has well
defined (finite) higher moments with respect to photon
number. Setting n̂i to be the photon number operator for
the ith mode, this claim follows because the kth moment

of the conditional probability distribution
∣∣∣〈~l|U†σUρ|~n〉∣∣∣2

is given by

Tr

V |~n〉〈~n|V †
(

m∑
i=1

n̂i

)k
= Tr

|~n〉〈~n|
(

m∑
i=1

V †n̂iV

)k . (D7)

Since V is a Gaussian unitary generated by a Hamil-
tonian no more than quadratic in the position and
momentum-quadrature operators [34], each V †n̂iV is a
bounded linear combination of position and momentum-

quadrature operators and so
(∑m

i=1 V
†n̂iV

)k
is as well

since k is finite. Given that the photon number states
have bounded moments, we can conclude that (D7) is
finite. The eigenvalues λx and µy in this case are given
by

m∏
i=1

[
1

N i
ρ + 1

(
N i
ρ

N i
ρ + 1

)ni]
, (D8)

m∏
i=1

[
1

N i
σ + 1

(
N i
σ

N i
σ + 1

)li]
, (D9)

and indexed by the multi-indices ~n and ~l, respectively.
The distribution in (D8) has well defined (finite) higher
moments with respect to photon number because it is a
product of geometric distributions. We can then write
log2(λx/µy) = log2(λx)− log2(µy) as

m∑
i=1

log2

(
N i
σ + 1

N i
ρ + 1

)
+ ni log2

(
N i
ρ

N i
ρ + 1

)

− li log2

(
N i
σ

N i
σ + 1

)
. (D10)

Thus, after expanding, the last quantity in brackets in
(D3) is equal to an expression involving no more than
the fourth moments of photon numbers, but we have al-
ready argued that this is finite for the distributions under
question. As a consequence, we can conclude that T (ρ‖σ)
is finite whenever ρ and σ are zero-mean, finite-energy,
faithful Gaussian states.
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[25] Jérôme Lodewyck, Thierry Debuisschert, Rosa Tualle-
Brouri, and Philippe Grangier. Controlling excess noise
in fiber-optics continuous-variable quantum key distribu-
tion. Physical Review A, 72(5):050303, November 2005.
arXiv:quant-ph/0511104.

[26] Pietro Liuzzo-Scorpo, Andrea Mari, Vittorio Giovan-
netti, and Gerardo Adesso. Optimal continuous vari-
able quantum teleportation with limited resources. Phys-
ical Review Letters, 119(12):120503, September 2017.
arXiv:1705.03017.

[27] V. Yu. Korolev and Irina G. Shevtsova. On the up-
per bound for the absolute constant in the Berry-Esseen
inequality. Theory of Probability & Its Applications,
54(4):638–658, November 2010.

[28] Irina Shevtsova. On the absolute constants in the Berry-
Esseen type inequalities for identically distributed sum-
mands. November 2011. arXiv:1111.6554.

[29] Yury Polyanskiy, H. Vincent Poor, and Sergio Verdú.
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Richard Jozsa, Asher Peres, and William K. Wootters.
Teleporting an unknown quantum state via dual classical
and Einstein-Podolsky-Rosen channels. Physical Review
Letters, 70(13):1895–1899, March 1993.

[50] Samuel L. Braunstein and H. J. Kimble. Teleportation of
continuous quantum variables. Physical Review Letters,
80(4):869–872, January 1998.

[51] Reinhard F. Werner. All teleportation and dense cod-
ing schemes. Journal of Physics A: Mathematical and
General, 34(35):7081, September 2001. arXiv:quant-
ph/0003070.

[52] Mark M. Wilde, Marco Tomamichel, and Mario Berta.
Converse bounds for private communication over quan-
tum channels. January 2016. 1602.08898v1.

[53] Ryo Namiki. Teleportation stretching for lossy Gaussian
channels. March 2016. arXiv:1603.05292.

[54] Ryszard Horodecki, Pawel Horodecki, Michal Horodecki,
and Karol Horodecki. Quantum entanglement. Re-
views of Modern Physics, 81(2):865–942, June 2009.
arXiv:quant-ph/0702225.

[55] Hisaharu Umegaki. Conditional expectations in an oper-
ator algebra IV (entropy and information). Kodai Math-
ematical Seminar Reports, 14(2):59–85, 1962.
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