
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Number-squeezed and fragmented states of strongly
interacting bosons in a double well

Joel C. Corbo, Jonathan L. DuBois, and K. Birgitta Whaley
Phys. Rev. A 96, 053627 — Published 22 November 2017

DOI: 10.1103/PhysRevA.96.053627

http://dx.doi.org/10.1103/PhysRevA.96.053627


Number squeezed and fragmented states of strongly interacting bosons in a double

well

Joel C. Corbo,1, 2, ∗ Jonathan L. DuBois,3 and K. Birgitta Whaley1, 4

1Berkeley Center for Quantum Information and Computation,

University of California, Berkeley, CA 94720, USA
2Department of Physics, University of California, Berkeley, CA 94720, USA

3Lawrence Livermore National Lab, 7000 East Ave, L-415, Livermore, CA 94550, USA
4Department of Chemistry, University of California, Berkeley, CA 94720, USA

(Dated: October 5, 2017)

We present a systematic study of the phenomena of number squeezing and fragmentation for a
repulsive Bose-Einstein condensate (BEC) in a three dimensional double well potential over a range
of interaction strengths and barrier heights, including geometries that exhibit appreciable overlap
in the one-body wavefunctions localized in the left and right wells. We compute the properties of
the condensate with numerically exact, full dimensional path integral ground state (PIGS) Quan-
tum Monte Carlo simulations and compare with results obtained from using two- and eight-mode
truncated basis models. The truncated basis models are found to agree with the numerically exact
PIGS simulations for weak interactions, but fail to correctly predict the amount of number squeezing
and fragmentation exhibited by the PIGS simulations for strong interactions. We find that both
number squeezing and fragmentation of the BEC show non-monotonic behavior at large values of
interaction strength a. The number squeezing shows a universal scaling with the product of number
of particles and interaction strength (Na) but no such universal behavior is found for fragmentation.
Detailed analysis shows that the introduction of repulsive interactions not only suppresses number
fluctuations to enhance number squeezing, but can also enhance delocalization across wells and tun-
neling between wells, each of which may suppress number squeezing. This results in a dynamical
competition whose resolution shows a complex dependence on all three physical parameters defining
the system: interaction strength, number of particles, and barrier height.

PACS numbers: 67.85.Bc, 03.75.Hh

I. INTRODUCTION

Since the achievement of Bose-Einstein condensation
in the laboratory [1, 2], there has been significant exper-
imental and theoretical interest in the study of a Bose-
Einstein Condensate (BEC) in a double well trap. This
system has been modeled extensively using several dif-
ferent theoretical approaches. One common approach is
to use a variant of the Bose-Hubbard model within an
n-mode approximation, in which the many-body state of
the system is computed in terms of a basis constructed
from the system’s n lowest energy one-body states. The
bulk of this work has been done in the context of a two-
mode model [3–15], although some authors have gone
beyond two-mode models by including four [16] or eight
modes [17]. Other authors have studied multi-mode ef-
fects with multiconfigurational Hartree-Fock methods, in
which a basis is constructed from a generalization of the
two-mode basis using bosonic Hartree-Fock theory [18–
21], Gross-Pitaevski mean field methods [22–25], or a
semiclassical truncated Wigner approximation [26–28].
As discussed in [6], the two-mode model is generally

restricted to the limit of weak interactions. Most studies
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focus on models which include only one-body tunneling
(J) and on-site interaction (U) terms, although some in-
clude higher-order effects either through two-body tun-
neling terms [4, 11, 12] or renormalized J and U coeffi-
cients [13]. Recent theoretical work on understanding the
double well in the context of an eight-mode approxima-
tion [17] has uncovered some deficiencies of the two-mode
model. In particular, it was shown that even in regimes
where one might naively expect only the lowest two one-
body modes to contribute based on energy arguments,
the ground state can nevertheless contain components
of higher modes. Such admixtures have the potential to
dramatically influence the collective properties of the sys-
tem in ways that are not captured by including two-body
effects within a two-mode model.
One such property is the degree of number squeezing

exhibited by the system’s many-body wavefunction (from
now on, when we refer to squeezing in this paper, we
mean number squeezing). Number squeezing is related
to the probability of finding particular values for the dif-
ference in the number of particles on the two sides of
the double well. In an unsqueezed system, the proba-
bilities are distributed as a classical Gaussian centered
on a difference of zero; thus, while the most probable
configuration is the one with an equal number of parti-
cles on each side of the barrier, there is non-negligible
probability of finding other configurations. A system is
said to be squeezed when this distribution narrows, re-
sulting in non-classical distributions for which the prob-
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ability of observing a difference of zero dominates over
all other possibilities. The extreme limit of such sym-
metric squeezing is the specific “number correlated” [29]
state wiith equal numbers of particles in each well, some-
times referred to as a dual or “twin” Fock state [30–32].
Number squeezing can be introduced by increasing the
strength of the repulsive inter-particle interactions (e.g.,
via a Feshbach resonance [33, 34]) or by decreasing the
tunneling strength between the wells (e.g., by increasing
the barrier height [28]).

In recent years, a number of experimental studies
have realized number squeezing of BECs in harmonic
traps [35, 36], double well potentials [37–39] and opti-
cal lattice systems [40–45]. Number squeezed states are
important for atom-optics applications, in particular for
interferometry and the use of interferometry for preci-
sion measurements, sensing, and metrology [46]. The
microscopic coherence of BECs makes them attractive
candidates for atom interferometry based on either in-
terference between internal hyperfine states [47] or inter-
ference between spatially separated condensates [48–50].
In the latter situation, a single trapped BEC is first split
into two clouds by introducing a double well potential,
and then the phase between the spatially separated com-
ponents is subsequently measured from the interference
fringes that result from the overlap of the components
after ballistic expansion [48, 51].

BECs with non-classical number correlations show fur-
ther advantages for interferometry over classical con-
densates, possessing extended phase diffusion times [37,
38, 43, 52–54], greater robustness to atom loss [29, 55],
and greater sensitivity. In particular, the extreme “twin
Fock” number squeezed states have been shown to be
capable of phase sensing below the standard quantum
limit of N−1/2, where N is the total number of par-
ticles involved in the measurement; in principle these
states can even achieve the Heisenberg limit of N−1 [32].
Phase sensitivity can also be significantly enhanced by
squeezing the collective pseudo-spin of the two-mode sys-
tem [56, 57], given by the ratio of the number squeezing
and its conjugate variable, the relative phase, rather than
just the relative number fluctuations [28, 39, 47, 58–65].
These properties make both number and spin squeezed
condensates desirable starting points for designing BEC
interferometers to realize interferometric measurements
with precision scaling below the standard quantum limit.
The role of non-classical number squeezed states in en-
hancing the coherence time was recently demonstrated in
a full Mach-Zehnder interferometer for BECs in tunable
double well potentials integrated on an atom chip [50],
while a number of experiments have demonstrated sig-
nificant spin squeezing in BECs trapped in double well
or optical lattice potentials[28, 39, 47, 61, 63, 65].

The symmetry of the double well potential also allows
for fragmentation of the condensate [66]. In a canonical
BEC, we can express the system’s many-body wavefunc-
tion in such a way that all particles are in the same one-
body state. However, under certain conditions the BEC

can exhibit fragmentation, in which multiple one-body
states are macroscopically occupied by the particles in
the condensate. When population is further distributed
over one-body states with non-macroscopic occupation,
the BEC is said to be depleted. Experimental studies
have confirmed the presence of depletion in an atomic
BEC in an optical lattice [67] as well as fragmentation in
a quasi-1D atomic BEC in a magnetic waveguide [68].

Theoretical analysis of number squeezing has largely
been made with two-mode models for double well sys-
tems [6–8, 10, 54, 69–72] and with Bose-Hubbard analogs
of the two-mode model for optical lattice systems [73,
74]. No analysis of number squeezing has yet been
made within the eight-mode model or with full three-
dimensional computational simulations, although a one-
dimensional truncated Wigner approximation has been
used to estimate on-site [26] and inter-site number fluc-
tuations [28]. Regarding fragmentation, much theoretical
effort has also gone into understanding this phenomenon
using two-mode models [8–10, 75–77]. As is the case with
squeezing, these models are inadequate to fully capture
the behavior of the system with respect to fragmentation
at large interaction strengths. Indeed, studies that em-
ployed multiconfigurational Hartree-Fock methods have
already demonstrated evidence of fragmentation behav-
ior beyond that which is seen in traditional two-mode
models [18, 19]. Like squeezing, neither fragmentation
nor depletion has yet been studied within the eight-mode
model.

In this paper, we develop a more complete understand-
ing of the phenomena of number squeezing and fragmen-
tation for a repulsive Bose-Einstein condensate in a three
dimensional double well potential, by making a system-
atic study over a wide range of interaction strengths and
barrier heights and comparing results from finite basis
models with results from numerically exact Quantum
Monte Carlo (QMC) calculations. We first conduct the
analysis of these properties in the context of the two- and
eight-mode models, extending the scope of these models
as required. For this analysis, we use a basis of states
constructed from one-body, non-interacting states of the
double well potential, which is the basis typically em-
ployed in previous work on double well systems. Our
analysis provides new information within the restricted
domain of these models. In particular, we explicitly ex-
amine well geometries that allow overlap between one-
body wave functions localized in left and right wells, and
show that this overlap gives rise to a non-monotonic de-
pendence of both squeezing and fragmentation on inter-
action strength.

We then employ the full many-body formalism of QMC
to evaluate the ground state properties of the BEC us-
ing the path integral ground state (PIGS) method [78–
81]. The numerically exact PIGS method allows us to
move beyond the range of validity of the n-mode mod-
els and into the regime of strongly interacting systems in
three-dimensions within a continuum representation. We
determine the amount of squeezing and fragmentation
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present in the BEC as a function of interaction strength,
finding a marked non-monotonic dependence of these on
the interaction strength for higher barriers. We also find
that number squeezing shows a universal scaling on the
productNa, where N is the total number of particles and
a is the s-wave scattering length that parameterizes the
inter-particle interaction; this scaling makes our results
applicable to systems with a wide range of particle num-
ber N . We then compare the results of these numerically
exact calculations with the predictions of the two- and
eight-mode models; in the two-mode case, we compare
to both calculations made with the non-interacting basis
and calculations made with a basis constructed from solu-
tions to the Gross-Pitaevskii equation. We find that none
of these models correctly predict the squeezing and frag-
mentation behavior of the system for sufficiently large
Na, but their comparison leads nevertheless to an un-
derstanding of when, how, and why these approximate
models break down. In particular, the non-monotonic
behavior of number squeezing at large Na values is found
to be a result of the competing effects of interactions and
delocalization afforded by higher energy states, showing
that a multi-mode picture is essential for understanding
squeezing as either the interaction strength or the num-
ber of particles (or both) increases.

II. THE SYSTEM

A. The Many-Body Double Well Hamiltonian

The many-body Hamiltonian for N bosons of mass m
interacting pairwise in an external potential has the form

Ĥ =

N
∑

j=1

(

− h̄2

2m
∇2

j + Vext(rj)

)

+

N
∑

j<k

Vint(rj , rk). (1)

For the external potential, we use a three-dimensional
double well potential of the form

Vext(r) =
1

2
mω2

ho

(

x2 + y2 + α
(

z2 − L2
)2
)

, (2)

where ωho is the characteristic harmonic trap frequency
in the xy plane, α characterizes the height of the barrier
between wells at z = 0, and 2L is the distance between
the minima of the wells (see Fig. 1). We present all of
our results in terms of the system’s characteristic length
aho = (h̄/mωho)

1/2 and energy h̄ωho.
For ωho and α fixed, the parameter L can be used to

scale the height of the potential barrier between the wells,
Vext(0), which is given by 1

2mω
2
hoαL

4. To analyze the be-
havior of squeezing and fragmentation over a wide range
of potentials, we fix α = 4/81 a−2

ho and choose three differ-
ent values of L, L = aho, 2 aho, and 3 aho, giving barrier
heights 2/81 h̄ωho, 32/81 h̄ωho, and 2 h̄ωho, respectively,
that range from very small to very high, as seen in Fig. 1.
Table I lists the energies of the first four states of the dou-
ble well for each of these three potentials, to give a sense

Figure 1. (Color online) The z component of the exter-
nal potential for α = 4/81 a−2

ho . The height of the barrier,
Vext(0) = mω2

hoαL
4/2, is 2/81 h̄ωho, 32/81 h̄ωho, and 2 h̄ωho

for L = aho, 2 aho, and 3 aho, respectively.

Energy/h̄ωho

L/aho φ0(z) φ1(z) φ2(z) φ3(z) Vext(0)

1 0.167 0.594 1.220 1.946 0.025

2 0.297 0.482 1.026 1.614 0.395

3 0.634 0.637 1.681 1.801 2

Table I. Energies of the ground and first three excited states
of the z component of the double well potential, as well as
the energy of the double well barrier, for α = 4/81 a−2

ho and
three different potentials parameterized by L (see Sec. II A
and Fig. 1). Note that these energies do not include the con-
tribution from the x and y components of the state.

of where they lie relative to the height of the barrier.
These states will be relevant to constructing models for
the double well system in Sec. III.
We use the experiment described in [48] to give a re-

alistic sense of the magnitude of the parameters of the
external potential. This experiment used 23Na atoms
and a trap with L = 6.5µm, ωho/2π = 615Hz, and
1
2mω

2
hoαL

4 = h × 4.7 kHz (equivalently, α = 6.1 ×
10−9 nm−2). Thus, aho = 845 nm and h̄ωho = 2.54 ×
10−12 eV, so L = 7.7 aho and α = 0.26 a−2

ho . These values
are comparable to those in the systems we simulate.
We restrict our attention to BECs with repulsive inter-

actions. Because we are interested in ground state (i.e.,
low energy) properties, we assume s-wave scattering and
hence use a hard sphere interaction potential:

Vint(rjk) =

{

∞ rjk ≤ a

0 rjk > a
, (3)

where rjk = |rj − rk| and a is the positive s-wave scat-
tering length, which determines the effective interaction
strength. Substantial tunability of a has been demon-
strated in the laboratory using Feshbach resonances. A
particularly impressive example is [34], in which a for
7Li was tuned between 0.53 pm and 10.6µm (between
3.5 × 10−7 aho and 7 aho, given the value of ωho above).



4

Our calculations employ values of a up to 0.5 aho (about
420 nm), and are thus well within the range of experi-
mental accessibility.

B. The Differential Number Distribution and

Squeezing

We are primarily interested in understanding the re-
lationship between number squeezing and interaction
strength. The differential number distribution is related
to the operator n̂ = 1

2 (L̂ − R̂), where L̂ is given in the
position representation by

L̂ =
N
∑

i=1

{

1 zi < 0

0 zi > 0
, (4)

and R̂ is given by the analogous expression. For a com-
pletely symmetric state Ψ(r1, . . . , rN ), we find

〈Ψ|L̂|Ψ〉 = N

∫ 0

−∞

[
∫ ∞

−∞

∫ ∞

−∞

|Ψ1(r1)|2dx1dy1
]

dz1,

(5)
where

|Ψ1(r1)|2 =

∫ ∞

−∞

· · ·
∫ ∞

−∞

|Ψ(r1, . . . , rN )|2dr2 · · · drN ,
(6)

and similarly for 〈Ψ|R̂|Ψ〉. Intuitively, L̂ and R̂ measure
the fraction of the probability density of the many-body
state that exists in the left and right wells, respectively.
Because of the symmetry of the double well potential,

the ground state of the system has 〈Ψ|L̂|Ψ〉 = 〈Ψ|R̂|Ψ〉 =
N/2 (and hence 〈Ψ|n̂|Ψ〉 = 0) regardless of the strength
of the interaction between the particles. However, the
width of this distribution, characterized by its standard
deviation σn =

√

〈Ψ|n̂2|Ψ〉, does vary with a. For the
noninteracting (a = 0) case, the many-body ground state
consists of a product of one-body ground states, and the
particles are distributed according to a binomial distri-
bution, with σn =

√
N/2. For a repulsive interaction

(a > 0), we expect that the number distribution will nar-
row because configurations with many particles on one
side of the double well and few on the other will be ener-
getically disfavored relative to configurations that more
evenly split the particles between the two sides. This nar-
rowing is what is meant by number squeezing. We define
a squeezing parameter S to characterize the amount of
squeezing in the system relative to the non-interacting
ground state:

S = 1− σ2
n

N/4

= 1− 1

N
〈Ψ|(L̂− R̂)2|Ψ〉 . (7)

S = 0 corresponds to no squeezing, and S = 1 corre-
sponds to a fully squeezed state, in which σn = 0.

Based on this qualitative argument, we would expect
squeezing to increase with interaction strength. This is
indeed the prediction of the two-mode mean-field model
when the two wells are well-separated [6], but as we shall
see below, it fails to hold when this condition is not met.
The results of both the more accurate eight-mode model
and the exact QuantumMonte Carlo simulations will also
be shown to disagree with this simple picture.

C. The One Body Density Matrix, Fragmentation,

and Depletion

We analyze additional condensate properties by com-
puting and diagonalizing the one body density matrix
(OBDM), which constitutes a valid description of the
BEC at all densities and interaction strengths [82, 83].
This computation results in the fraction of particles that
are in the BEC and the state(s) they occupy, i.e., the
extent of depletion and fragmentation, as a function of
interaction strength, and provides another way to under-
stand the breakdown of the mean-field models.

In a non-interacting system, the condensate is defined
in terms of a one-body ground state wavefunction, and
the condensate fraction is the ratio of the number of
particles occupying that state to the total number of
particles. For a uniform system, momentum is a good
quantum number, and the condensate is associated with
the zero momentum state (this is true even when inter-
actions are introduced, and the full many-body ground
state may no longer be described by a one-body wave-
function). In a finite, non-uniform, interacting system,
neither of these prescriptions apply. Instead, analysis of
the OBDM gives the condensate fraction and correspond-
ing state in terms of the largest eigenvalue of the OBDM
and its corresponding eigenvector [82, 84, 85].

The OBDM, which characterizes the correlations be-
tween the particle density at points r and r′ in a many-
body quantum state, is given by [84]

ρ(r, r′) = 〈Ψ̂†(r)Ψ̂(r′)〉 , (8)

where Ψ̂(r) is the field operator that annihilates a single

particle at the point r. Ψ̂(r) can be expanded in terms
of a set of one-body wavefunctions φi(r) (the so called
“natural orbitals”) and the corresponding annihilation
operators âi:

Ψ̂(r) =
∑

i

φi(r)âi. (9)

At T = 0, ρ(r, r′) is evaluated with respect to the N -
particle ground state wavefunction Ψ0(r1, . . . , rN ), yield-
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ing

ρ(r, r′) = 〈Ψ0|Ψ̂†(r)Ψ̂(r′)|Ψ0〉
=
∑

ij

φ∗i (r)φj(r
′) 〈Ψ0|â†i âj |Ψ0〉

=
∑

i

φ∗i (r)φi(r
′)Ni (10)

where
∑

iNi = N . The natural orbitals may thus be
obtained as the eigenvectors of the OBDM in the po-
sition representation, and the corresponding eigenvalues
Ni give the occupation numbers of these natural orbitals
in the many-body ground state.
As a matter of notation, the natural orbital with high-

est occupation is given an index of 0, the next highest an
index of 1, etc, and we denote the fraction of particles oc-
cupying a given natural orbital by Ni = Ni/N . Any nat-
ural orbital which is occupied in the thermodynamic limit
(i.e., which has nonzero Ni as N approaches infinity) can
be interpreted as a condensate. For a typical BEC, there
is only one such natural orbital. When there is more
than one, the BEC is fragmented [66]. In either case, the
total small population distributed among the other nat-
ural orbitals that vanishes in the thermodynamic limit is
known as the depletion [86]. Hence, fragmentation and
depletion can be distinguished in principle because the
occupation of individual depleted orbitals goes to zero
in the thermodynamic limit, but the fragmented states
maintain a finite occupation. In practice, however, all of
our work is done at finite N , so the distinction between
fragmentation and depletion is ambiguous. Below, we
provide definitions for fragmentation and depletion pa-
rameters that are appropriate and useful for the double
well system.
Intuitively, fragmentation in the double well can be re-

lated to the fluctuation of particles across the barrier.
Suppose the barrier is very weak; then the ground state
of the system is essentially the ground state of a sin-
gle well, and there is no fragmentation. On the other
hand, if the barrier is very strong, so that the wells can
be thought of as isolated, then the particles in each well
form independent condensates and the system is highly
fragmented. Indeed, [8] predicted that the amount of
fragmentation observed in a double well system would
increase with the height of the barrier. Additionally,
stronger interactions lead to reduced fluctuations, which
constrains each particle in the system to occupy only one
well. Thus, for strong repulsive interactions the conden-
sate fragments into two independent condensates. This
implies that fragmentation should also increase with in-
teraction strength for a fixed barrier.
In analogy to the squeezing parameter S, we define

fragmentation and depletion parameters, F and D. Ref-
erence [9] demonstrates that a condensate with G-fold de-
generacy in its ground state can fragment into G parts,
assuming low degeneracy (G ≈ 1). From the energies
listed in Table I, we see that the one-body ground state
has near-degeneracy (i.e., G→ 2) when L becomes large.

Hence, it is reasonable to assume that, for the double
well, at most two natural orbitals participate in fragmen-
tation, and the rest, if occupied, constitute a very small
amount of depletion (i.e., N0 +N1 ≈ 1). This motivates
the definition of fragmentation and depletion parameters
(F and D) as

F = 1− |N0 −N1| (11)

D = 1− (N0 +N1). (12)

With these definitions, a single condensate is represented
by F ≈ D ≈ 0 and a doubly fragmented condensate is
represented by F ≈ 1 and D ≈ 0. Because the OBDM
in the two-mode model is a 2× 2 matrix, there are only
two natural orbitals and two occupation numbers for the
system within that context. Hence, the depletion as de-
fined here is necessarily zero for a two-mode description
(see Sec. III A 4) but can be non-zero for an eight-mode
description and in the QMC simulations.

III. TRUNCATED BASIS MODELS FOR AN

INTERACTING BEC IN A DOUBLE WELL

Several simplified models have been proposed in at-
tempts to reproduce the behavior of the interacting dou-
ble well system while avoiding the difficulty of treating
the interaction exactly. For comparison with the exact
Quantum Monte Carlo calculations, we will use two mod-
els that represent the Hamiltonian in a truncated ba-
sis of one-body states, specifically the oft-used two-mode
model [3, 5–7, 11, 12] and a recently proposed eight-mode
model [17].
The hard sphere interaction potential, Eq. (3), imposes

the constraint that the wavefunction between two par-
ticles be 0 for rij ≤ a. In the low energy limit and
for rij ≥ a, the wavefunction generated by the hard
sphere potential is identical to the one that results from
replacing this potential with a contact potential of the
form [87, 88]

Vint(rjk) =
4πh̄2a

m
δ(rjk). (13)

The Hamiltonian for the system is then

Ĥ =

N
∑

i=1

(

p2
i

2m
+ Vext(ri)

)

+
4πh̄2a

m

∑

i<j

δ(rjk) (14)

=

∫

dr Ψ̂†(r)

(

− h̄2

2m
∇2 + Vext(r)

)

Ψ̂(r)

+
2πh̄2a

m

∫

dr Ψ̂†(r)Ψ̂†(r)Ψ̂(r)Ψ̂(r), (15)

where

Ψ̂(r) =

∞
∑

i=1

ψi(r)âi, (16)
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resulting in the second-quantized form

Ĥ =

∞
∑

i,j=1

â†i âjǫij + a

∞
∑

i,j,k,l=1

â†i â
†
j âkâlκijkl , (17)

with

ǫij =

∫

drψ∗
i (r)

(

− h̄2

2m
∇2 + Vext(r)

)

ψj(r) (18)

κijkl =
2πh̄2

m

∫

drψ∗
i (r)ψ

∗
j (r)ψk(r)ψl(r). (19)

The (one-body) energy of a state i is given by ǫii. For i 6=
j, the ǫij parameters characterize the tunneling between
states i and j. The κijkl parameters characterize the
strength of two-body interactions. Once the one-body
basis ψi(r) is specified, these parameters are then solely
a function of the geometry of the potential.
In the following subsections, we describe the models

obtained by expanding Ψ̂(r) in a truncated basis of ei-
ther two or eight non-interacting one-body states, consis-
tent with the bases employed in most previous work on
finite mode representations. For the two-mode system,
we also analyze an alternative basis set constructed from
solutions to the Gross-Pitaevskii (GP) equation as advo-
cated in [11]. As we explain in Section IIIA 5, the sys-
tematic study of the effects of varyingN , a, and the num-
ber of modes is more accessible with a non-interacting,
one-body basis. To understand the dependence on these
parameters in detail, we therefore present detailed anal-
ysis of calculations made with the usual non-interacting
basis that has been employed in most previous work in
Sections VA and VB. We add the more accurate results
of two-mode calculations made with a GP basis when
comparing the finite basis calculations with results of the
Monte Carlo calculations in Sec. VC1.

A. Two-mode model

The two-mode model includes the lowest two one-body
energy states of the 3D double well

ψg/e(r) = ψ0(x, y)φ0/1(z), (20)

where φ0(z) and φ1(z) are the ground and first excited
states, respectively, of the 1D double well and

ψ0(x, y) = ψho
0 (x)ψho

0 (y), (21)

is the ground state of a 2D harmonic oscillator. As is
conventional, we expand Ψ̂(r) in terms of linear combi-
nations of these states that are localized in the left and
right wells of the potential, i.e.,

ψl/r(r) = ψ0(x, y)φl/r(z), (22)

where

φl/r(z) =
1√
2
(φ0(z)± φ1(z)), (23)

with corresponding left and right annihilation (creation)

operators al (a
†
l ) and ar (a†r), respectively. See Fig. 2 for

examples of φ0/1(z) and φl/r(z) for the three different
potentials employed here.

1. The two-mode Hamiltonian

By expanding Ψ̂(r) in terms of Eq. (22), the Hamilto-
nian, Eq. (17), becomes

Ĥ = N(∆ + a(N − 1)κ0)Î

− 2a(κ0 − 2κ2)n̂ln̂r

− (δ/2− 2a(N − 1)κ1)(â
†
l âr + â†râl)

+ aκ2(â
†
l â

†
l ârâr + â†râ

†
râlâl), (24)

where n̂l (n̂r) = a†l al (a
†
rar), δ = ǫee − ǫgg (i.e., the en-

ergy difference between the excited and ground states),
∆ = (ǫee + ǫgg)/2 (i.e., the average energy of the ex-
cited and ground states, or equivalently, the energy of
the left and right localized states), and the κ parameters
are shorthand for various combinations of the κijkl’s. In
particular,

κ0 = κllll = κrrrr

= (κgggg + κeeee + 6κggee)/4 (25)

κ1 = κlllr = κlrrr

= (κgggg − κeeee)/4 (26)

κ2 = κllrr

= (κgggg + κeeee − 2κggee)/4. (27)

Since the states are all real, φ0(z) is even, φ1(z) is odd,
and φl(z) = φr(−z), these three parameters constitute
the only distinct and nonzero matrix elements κijkl in the
two-mode model. Note that both κ0 and κ2 are positive,
while κ1 can be positive or negative. We can estimate
the relative size of these matrix elements by defining the
function β(z),

β(z) = φ21(z)− φ20(z), (28)

from which we find

κ0 = 2

∫ ∞

−∞

φ40(z)dz + 2

∫ ∞

−∞

φ20(z)β(z)dz

+
1

4

∫ ∞

−∞

β2(z)dz (29)

κ1 = −1

2

∫ ∞

−∞

φ20(z)β(z)dz −
1

4

∫ ∞

−∞

β2(z)dz (30)

κ2 =
1

4

∫ ∞

−∞

β2(z)dz. (31)

When φ20(z) ≈ φ21(z) (i.e., the two modes are nearly de-
generate, as in the case when L = 3 aho), β(z) ≪ 1 and
therefore κ0 ≫ |κ1| ≫ κ2. Otherwise, κ0 > |κ1| ≈ κ2.
See Table II for representative numerical values.
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Figure 2. (Color online) The ground state (φ0, left panel), first excited state (φ1, middle panel), and right localized linear
combination of those states (φr, right panel) for the z component of the double well potential for α = 4/81 a−2

ho . Each panel
indicates how its respective state varies with L, for L = aho, 2 aho, and 3 aho. We do not plot the left localized linear combination
of the ground and first excited states (φl) because that is simply φr reflected about the z = 0 axis.

κ/(h̄ωho/aho)

L/aho δ/h̄ωho κ0 κ1 κ2

1 4.28 × 10−1 5.74 × 10−2 9.09 × 10−4 6.79 × 10−3

2 1.85 × 10−1 5.31 × 10−2 −1.22 × 10−3 2.85 × 10−3

3 3.02 × 10−3 6.93 × 10−2 −1.25 × 10−4 1.35 × 10−6

Table II. Values of the energy splitting δ and two-body in-
teraction parameters κ0, κ1, and κ2 for three trap geometries
(L = aho, 2 aho, and 3 aho).

The natural basis for the two-mode Hamiltonian
is a Fock basis |n〉, where |n〉 consists of the fully-
symmetrized state with n particles in the ψl(r) state and
N−n particles in the ψr(r) state, i.e., |n〉 = |n〉l |N − n〉r.
We can interpret the terms of the two-mode Hamilto-
nian, Eq. (24), in the context of this Fock basis as follows
(where we have omitted the coefficients of the operators
for brevity):

Î: The energy that each Fock state has in common.
We will ignore these terms when analyzing squeezing,
because doing so does not alter the ground state wave-
function of the system.

−n̂ln̂r: The energy of each Fock state due to inter-
actions between fixed numbers of particles in each well.
This energy is lower the more evenly distributed the par-
ticles are, so |N/2〉 is the ground state for this term when
considered alone.

−(â†l âr + â†râl): The energy due to transitions be-
tween Fock states that involve a single particle switch-
ing from the left to the right mode, or vice versa.
This term depends on the scattering length a, in addi-

tion to the usual dependence on the energy gap δ be-
tween the one-body ground and excited states. The
ground state for this part of the Hamiltonian alone is

1
2N/2

∑N
n=0

√

(

N
n

)

|n〉. Note that removing the minus sign

in front of this term would leave the magnitude of the co-
efficients of this state unchanged but would cause their
signs to alternate.

â†l â
†
l ârâr + â†râ

†
râlâl: The energy due to transitions

between Fock states that involve exactly two particles
switching from the left to the right mode, or vice versa.
This coherent pair exchange term is due entirely to
inter-particle interactions. A Hamiltonian which includes
only these terms can be rewritten in a block-diagonal
form with two blocks, where each block involves either
the even-numbered or the odd-numbered Fock states.
Hence, the ground state can only involve either even
or odd Fock states, but not both. We can confirm
this reasoning through an explicit computation of the
ground state of this term alone, which shows it to be

1
2N/2

∑N
n=0

n∈even

√
n!(N−n)!

(n/2)!((N−n)/2)! |n〉.
Finally, it is useful to note that within the two-mode

Hamiltonian, the intrinsic interaction strength, given by
the s-wave scattering length a, is scaled by (N − 1)κ0,
κ0 − 2κ2, (N − 1)κ1, and κ2, depending which term of
the Hamiltonian is considered. This suggests that the
products of these coefficients with a should be treated as
effective interaction strengths for the two-mode model.
Since the parameters κi implicitly depend on the barrier
height via their dependence on integrals over the one-
body ground and first excited state wave functions, these
effective interaction strengths will depend on the barrier
height parameter L. Some of them also manifestly de-
pend on N , and all of them depend on these three pa-
rameters (L, a, N) in different ways. Thus, to obtain a
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full understanding of the independent roles of the barrier
height, intrinsic interaction strength, and number of par-
ticles on squeezing and fragmentation, we shall explicitly
study the different and distinct dependencies of number
squeezing and fragmentation on L, a and N in Section V.

2. Nearly degenerate two-mode model

Several previous studies [3, 5–7] have analyzed the dou-
ble well system under the two-mode model with the as-
sumption that the two modes are nearly degenerate, so
that φ20(z) ≈ φ21(z). Physically, this can be achieved
by imposing a high and/or wide barrier, i.e., large L.
Mathematically, this amounts to assuming that κgggg =
κggee = κeeee (whence κ1 = κ2 = 0), thereby reducing
the two-mode Hamiltonian to

Ĥ = − δ
2
(â†l âr + â†râl)− 2aκ0n̂ln̂r. (32)

When the one-body states lie below the barrier Vext(0)
(c.f. Table I), the first term describes one-body tunneling
between the left and right potential wells, quantified by
the pure potential parameter δ (note that the exact two-
mode Hamiltonian of Eq. (24) has an additional a-, N -,
and κ1-dependent contribution to this amplitude).
This Hamiltonian has two natural limits. When

tunneling dominates (a = 0), the ground state is
1

2N/2

∑N
n=0

√

(

N
n

)

|n〉 and there is no squeezing (S = 0).

When interactions dominate (δ = 0), the ground state is
|N/2〉 and squeezing is maximal (S = 1). This behavior
matches the qualitative argument made in Sec. II B.
Ref. [6] used the nearly degenerate two-mode model

to compute an approximate analytical expression for the
relative squeezing S. In the notation of the present work,
this is given by

Snd2 = 1− 21/3











(

1
22/3+Na/a∗

)1/2

a ≤ a∗N

N
(

a∗

a

)2

a > a∗N
, (33)

where a∗ = δ/210/3πκ0 is a function of the geometry of
the double well. As a ranges between zero and infinity,
Eq. (33) predicts that Snd2 will vary monotonically be-
tween 0 and 1 (apart from a discontinuity of O(N−3) at
a = a∗N that is an result of the approximations employed
in the derivation of Snd2 [6]).

3. Exact two-mode model

The nearly degenerate two-mode model, while analyt-
ically tractable, misses many interesting features of the
double well system that are also necessary to include for
an informed comparison to the exact Quantum Monte
Carlo calculations. To identify these features, we there-
fore analyze Eq. (24) without making the assumption of

near-degeneracy between the one-body ground and first
excited states. We note that the full two-mode Hamil-
tonian was studied in [11, 77] and the two-mode Hamil-
tonian with κ2 = 0 in [12], but none of these previous
studies included an analysis of squeezing, which is one of
our primary goals.
The ground state of Eq. (24) is obtained via numeri-

cal diagonalization in the Fock representation using a re-
stricted basis. Since the size of the Hilbert space is N+1,
this diagonalization is tractable for N up to several thou-
sand. Given the coefficients cn from the expansion of the

ground state (i.e., |ψgs〉 =
∑N

n=0 cn |n〉), the analytical
expression for the two-mode squeezing S2 is

S2 = Smax ×
(

1− 1

N
〈ψgs|(n̂l − n̂r)

2|ψgs〉
)

= Smax ×
(

1− 1

N

N
∑

n=0

(N − 2n)2|cn|2
)

, (34)

with

Smax =

(

1− 2

∫ 0

−∞

|φl(z)|2 dz
)2

. (35)

Smax is the largest value of S2 achievable for a given po-
tential and is achieved only in the pure |N/2〉 state. For
α = 4/81 a−2

ho , explicit evaluation of this expression yields
values of Smax = 0.704, 0.820, and 0.999 for L = aho,
2 aho, and 3 aho, respectively; as the barrier is increased,
Smax increases to approach 1. The extent of squeezing in
the exact two-mode model is therefore controlled by both
the value of Smax, which is determined solely by the well
geometry, and the composition of the ground state (i.e.,
the cn parameters), which is determined by both the well
geometry and the interaction strength a.
For finite barriers, Smax is quite sensitive to the barrier

height because it is a function of the degree of degeneracy
of the two modes, which is controlled by the well geom-
etry. When the modes are exactly degenerate, then all
of the probability for φl(z) is contained in the left well
and Smax = 1. Otherwise, part of φl(z) extends into the
right side of the potential (and vice versa for φr(z)), and
Smax < 1. Physically, this means that when the modes
are not exactly degenerate, there is a nonzero probabil-
ity of measuring a difference in the number of particles
between the two wells, even in the |N/2〉 state. Math-

ematically, this means that n̂l = L̂ and n̂r = R̂ only
at complete degeneracy, so that S2 is then equivalent to
S as defined in Eq. (7). One can thus interpret Smax

as compensating for the fact that in the non-degenerate
case (i.e., for realistic finite barrier heights), the opera-
tors in the two-mode Hamiltonian (n̂l and n̂r) are not

identical to the operators that define squeezing (L̂ and

R̂, see Eq. (4)).
An additional difference between the degenerate and

non-degenerate cases is the dependence of the one- and
two-body tunneling amplitudes on a in Eq. (24) as com-
pared with Eq. (32). In the degenerate case, |N/2〉 is the
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ground state in the a → ∞ limit, but this is no longer
true in the non-degenerate case. Indeed, the degeneracy
of the system influences the composition of the ground
state (and thus the amount of squeezing) for all nonzero
values of a. The results presented in Sec. VA will show
that for the exact two-mode model, not only is |N/2〉
not the ground state in the a → ∞ limit, but also that
squeezing does not necessarily increase monotonically as
a function of a.

4. Fragmentation and depletion in the two-mode model

We can also study fragmentation in the two-mode
model by expanding the OBDM, Eq. (8), in terms of the
left/right localized wave functions, Eqs. (22), and diag-
onalizing to find the occupation of the natural orbitals.
This results in

ρ(r, r′) = N0φ0(r)φ0(r
′) +N1φ1(r)φ1(r

′), (36)

where the fractional occupations are given by

N0/1 =
1

2
± 1

N

N−1
∑

n=0

√

(N − n)(n+ 1) cncn+1. (37)

Thus, in the two-mode model, the natural orbitals are
the one-body ground and first excited states of the double
well, and their occupations depend on the composition of
the ground state of the system. The fragmentation and
depletion parameters, Eqs. (11) and (12), are then given
by

F = 1− 2

N

∣

∣

∣

∣

∣

N−1
∑

n=0

√

(N − n)(n+ 1) cncn+1

∣

∣

∣

∣

∣

(38a)

D = 0. (38b)

The zero value of D is consistent with its definition (see
Section II C). For the maximally-squeezed state |N/2〉,
F = 1 and the system is maximally fragmented. For the
noninteracting ground state, the sum evaluates to N/2,
so that F = 0 and there is no fragmentation. We note
that there is no general one-to-one relationship between
the squeezing parameter S and the fragmentation param-
eter F in the two-mode model.

5. Using a mean field basis for the two-mode model

In addition to non-interacting basis states, we also
studied the two-mode model using a mean field basis
that consisted of solutions to the Gross-Pitaevski equa-
tion. We used GPELab, a MATLAB toolbox for comput-
ing the ground state and dynamics of Gross-Pitaevskii
equations [89], to evaluate both the fully symmetric GP
ground state ψGP

0 and the antisymmetric GP first excited
state ψGP

1 ; we obtained the latter by imposing a node in
the wavefunction along the double well z-axis when we

ran the GPELab code. These GP basis states were then
inserted into Eqs. (18) and (19) to evaluate the Hamil-
tonian parameters for the two-mode model. The ground
state properties were then obtained following numerical
diagonalization as in Section IIIA 3.
This procedure yields a pair of basis states (i.e., ψGP

0/1 )

that depends implicitly on both N and a. One expects
that such dependence has the benefit that some aver-
age effects of interactions are already incorporated in the
basis functions, which may lead to improvement in two-
mode results relative to those obtained from calculations
with non-interacting basis states. However, even for the
two-mode representation, a basis of GP states has the
detrimental feature of adding complexity to the calcu-
lations, since the basis states and Hamiltonian parame-
ters have to be recomputed for each value of N and a.
Furthermore, for a fragmented system, one would ide-
ally wish to make a self-consistent calculation of the GP
solutions ψGP

0/1 , with their respective occupancies N0/1.

This can be done with, e.g., the technique developed
in Ref. [23], but it becomes computationally challeng-
ing for a number of the parameter regimes studied here.
Therefore, we restrict ourselves to the simplest approach
in which both ground and excited mean field states are
computed independently with N particles.

B. Eight-mode model

In an attempt to improve on the two-mode model, a
recently-proposed eight-mode model [17] expands Ψ̂(r)
in terms of the two usual modes, Eqs. (22), and six ad-
ditional modes. These additional modes may be con-
structed using left- and right-localized linear combina-
tions of the second and third double well excited states,
φ2(z) and φ3(z):

φL/R(z) =
1√
2
(φ2(z)± φ3(z)). (39)

See Fig. 3 for examples of these states. Constructing
additional two-dimensional harmonic oscillator states in
the xy-plane,

ψ±(x, y) =
1√
2
(ψho

0 (x)ψho
1 (y)± iψho

1 (x)ψho
0 (y)), (40)

allows the eight modes to be written as

ψ
l/r
100(r) = ψ0(x, y)φl/r(z)

ψ
l/r
210(r) = ψ0(x, y)φL/R(z)

ψ
l/r
21±1(r) = ψ±(x, y)φl/r(z), (41)

where we have introduced a set of three subscripts to
distinguish the modes. For a potential such that the cur-
vature at the well minima is roughly equal in the x, y,
and z directions (as opposed to a pancake- or cigar-like

geometry), the subscripts on ψ
l/r
nlm can be interpreted as
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Energy/h̄ωho

L/aho 100 21±1 210 Vext(0)

1 1.38 2.38 2.58 0.025

2 1.39 2.39 2.32 0.395

3 1.64 2.64 2.74 2

Table III. Energies of the 8 modes and the double well barrier,
for potentials with α = 4/81 a−2

ho and three different L values.

the quantum numbers for a particle in a spherical poten-
tial [90]: n indexes the energy of the state and l and m
its angular momentum magnitude and z-projection.
We note that since the relative energies of the one-body

states depend on the detailed three-dimensional geome-
try of the double well (i.e., on the parameters ωho, α, and
L), then it is important that these parameters be chosen
to ensure that the eight states, Eqs. (41), do have the
lowest energies. The geometries used in the current work
satisfy this property at the same time as they illustrate
the behavior of the system over a wide range of barrier
strengths. Table III lists the energies of the modes for
our three double well geometries.
As in the two-mode case, we use these eight modes

to express the Hamiltonian in a Fock basis and diago-
nalize the resulting matrix, which we do not reproduce
here. For N particles and M modes, the dimension of

the Hilbert space is (N+M−1)!
N !(M−1)! , so the size of the ma-

trix grows rapidly with N for M = 8. This restricts the
practical usefulness of the eight-mode model to small N
because of the computational cost of diagonalizing large
matrices. However, the Hamiltonian has a block-diagonal
form, with each block corresponding to a different value
of m from −l to l. The ground state has m = 0, so one
can make the diagonalization process easier by only diag-
onalizing the m = 0 block. In this way, we were able to
compute eight-mode model results for up to N = 10. We
do not attempt to apply a GP basis to the eight-mode
model since this would introduce significant additional
computational challenges in the construction of an or-
thogonal set of eight GP states for each value of N and
a.
While one can in principle compute analytical expres-

sions for the squeezing, fragmentation, and depletion pa-
rameters in the eight-mode model that are analogous to
Eqs. (34), (38a), and (38b), the resulting expressions are
not particularly illuminating. Instead, we analyze the
differences in these properties between the two models
with numerical calculations in Sec. V.

IV. THE PATH INTEGRAL GROUND STATE

METHOD

We use the path integral ground state (PIGS) Quan-
tum Monte Carlo method to make exact numerical calcu-
lations of the ground state properties of our system that

go beyond the constraints of the two- and eight-mode
models. PIGS is a many-body, ground state (T = 0)
method that uses imaginary time propagation and path
sampling techniques to calculate the exact ground state
expectation value for observables in a quantum system.
Conceptually, PIGS starts with a trial wave function

that may be written as a sum over the energy eigenstates
of the system: |ψT 〉 =

∑∞
n=0 cn |ψn〉. After applying the

operator e−τĤ , normalizing, and taking the τ → ∞ limit,
the trial wave function decays into the ground state wave
function:

lim
τ→∞

e−τĤ |ψT 〉
√

〈ψT |e−2τĤ |ψT 〉
= |ψ0〉 . (42)

We will ignore the normalization factor for the rest of
this discussion.
The configuration of the system is denoted by a 3N -

dimensional vector R that encodes the coordinates of the
system’s N particles: R ≡ {r1, r2, . . . , rN}. In the posi-
tion representation, it is generally not possible to express

〈R|e−τĤ |R′〉 analytically unless τ is small. Therefore, we
define τ ≡ βM , with β ≪ 1. The expectation value for
an observable of interest Â (assumed to be diagonal in
the position basis) can then be written as

〈Â〉 = 〈ψT |(e−βĤ)M Â(e−βĤ)M |ψT 〉

=

∫

dR0 · · · dR2MA(RM )ψ∗
T (R0)ψT (R2M )

×
2M−1
∏

i=0

G(Ri, Ri+1, β),

(43)

where we have inserted 2M +1 complete sets of position

eigenstates. Here, G(Ri, Ri+1, β) = 〈Ri|e−βĤ |Ri+1〉 is
the short time propagator, which may be approximated
for sufficiently small β. This procedure can compute the
expectation values of observables in the ground state, but
not the ground state wave function itself.
Given an (exact or approximate) analytical form for

G(Ri, Ri+1, β), our problem has been transformed into
that of solving an integral of very high dimension, which
can be done with standard Monte Carlo sampling tech-
niques. The paths X ≡ {R0, R1, . . . , R2M} are statisti-
cally sampled from the probability density

π(X) = ψ∗
T (R0)ψT (R2M )

2M−1
∏

i=0

G(Ri, Ri+1, β), (44)

using the Metropolis algorithm [91], which ensures that
the sampling is ergodic (i.e., that the set of accepted
paths is a representative sample of the set of all paths).
If this condition is met, then the average value of A(RM )
for the set of accepted paths can be used to estimate
the value of 〈Â〉. In general, long paths (large M) are
required to ensure that RM is sampled from a probability
density as close to the square of the exact ground state
wave function as possible.
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Figure 3. (Color online) The second excited state (φ2, left panel), third excited state (φ3, middle panel), and right localized
linear combination of those states (φR, right panel) for the z component of the double well potential for α = 4/81 a−2

ho . Each
panel indicates how its respective state varies with L, for L = aho, 2 aho, and 3 aho. We do not plot the left localized linear
combination of the second and third excited states (φL) because that is simply φR reflected about the z = 0 axis.

The main computational difficulty faced when simulat-
ing interacting bosons in double well potentials is prop-
erly estimating the squeezing S for high barriers, because
in this situation it is extremely difficult to achieve ergod-
icity with respect to moving particles across the barrier.
Below we describe computational details regarding the
trial function, the propagator, methods for path sam-
pling, and the computation of off-diagonal observables,
with explicit consideration of this issue.

A. Trial function

We use a trial wave function which is a product of one-
body ground state wave functions and pair correlation
(Jastrow) terms:

ψT (R) =
N
∏

i=1

ψ0(ri)
N
∏

j<k

(

1− a

rjk

)

, (45)

where ψ0(ri) = ψHO
0 (xi)ψ

HO
0 (yi)ψ

DW
0 (zi), a product

of the analytical harmonic oscillator ground state wave
function in the x and y directions and a numerically cal-
culated one-dimensional double well ground state wave
function in the z direction. The pair correlation term is
the exact zero-energy s-wave scattering solution for two
hard spheres [85].

B. Propagator

For our short-time propagator, we use a hybrid form
that combines a fourth-order propagator decomposition
with a modification of the free particle propagator that
exactly incorporates the hard sphere interaction.

1. External potential decomposition

First, we use a fourth-order factorization to approxi-
mate G(Ri, Ri+1, β) [92]:

G(Ri, Ri+1, β) =

∫

dRj e−
β
6 V (Ri) 〈Ri|e−

β
2 (T+Vhs)|Rj〉

× e−
2β
3 Ṽ (Rj) 〈Rj |e−

β
2 (T+Vhs)|Ri+1〉

× e−
β
6 V (Ri+1),

(46)

where T is the kinetic energy, V is the external potential,
Vhs is the hard-sphere potential,

Ṽ = V +
τ2

48
[V, [(T + Vhs), V ]]

= V +
λτ2

24
|∇V |2, (47)

and λ = h̄2

2m . It is essential to group Vhs with T rather

than V in the computation of Ṽ , in order to take advan-
tage of the fact that [V, Vhs] = 0 and thus avoiding the
gradient of the (singular) hard sphere potential.

With this factorization we have introduced a new con-
figuration Rj between each pair of original configurations
Ri and Ri+1, so that there are now 4M+1 configurations
instead of 2M +1. Treating all of these on equal footing,
we can rewrite Eq. (44) as

π(X) = ψ∗
T (R0)ψT (R4M )e

1
6β(V (R0)−V (R4M ))

×
4M−1
∏

i=0

f(Ri)Ghs(Ri, Ri+1, β/2),
(48)
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where

f(Ri) =

{

e−
1
3βV (Ri) i = 0, 2, . . .

e−
2
3βV (Ri)−

1
36λβ

3|∇V (Ri)|
2

i = 1, 3, . . .
,

(49)

and Ghs(Ri, Ri+1, β/2) = 〈Ri|e−
β
2 (T+Vhs)|Ri+1〉 is the

hard sphere propagator.

2. Hard sphere propagator

To compute the hard sphere propagator, we use the
pair product approximation [93]:

Gm
hs(Ri, Ri+1, β) = Gm

free(Ri, Ri+1, β)

×
N
∏

j<k

G
m/2
hs (rijk, r

i+1
jk , β)

G
m/2
free(r

i
jk, r

i+1
jk , β)

.
(50)

Here G
m/2
free/hs is the free/hard sphere propagator for the

relative motion between two particles (a function of the
relative coordinates rij and the reduced mass m/2).
Several methods have been proposed in the literature

for approximating Ghs, including the image approxima-
tion [93, 94] and the propagator of Cao and Berne [95].
One critical consideration for choosing a propagator for
the double well system is that we need long paths to en-
sure that the system has decayed to the ground state
because the decay goes as exp(−τ∆E), where ∆E (the
energy gap between the ground and first excited state)
is small. Hence, we must use as large a time step as
possible. We therefore implement the exact hard sphere
propagator here, because it allows larger time steps than
the Cao and Berne propagator (e.g., 10−2 (h̄ωho)

−1 com-
pared to 10−4 (h̄ωho)

−1 for equivalent results).

The exact expression for G
m/2
hs is the non-closed

form [96]:

G
m/2
hs =

1

2π2

∞
∑

l=0

Pl(cos γ)(2l+ 1)

×
∫ ∞

0

k2e−2βλk2Rl(r
i
jk, k)Rl(r

i+1
jk , k)

Dl(k)
dk,

(51)

where

Rl(r, k) = jl(kr)yl(ka)− yl(kr)jl(ka), (52)

Dl(k) = j2l (ka) + y2l (ka), (53)

jl(x) and yl(x) are spherical Bessel functions, and γ is the
angle between rijk and ri+1

jk . To use this expression for

G
m/2
hs , we must terminate the sum at some appropriate

lmax and tabulate it as a function of rijk, r
i+1
jk , and γ.

An efficient computational representation of Eq. (50)
may be achieved by rewriting the conventional closed

Figure 4. (Color online) Comparison of convergence with re-

spect to lmax of the ratio G
m/2
hs /G

m/2
free computed using con-

ventional expressions (Eqs. (51) and (54), blue curves) ver-
sus using the difference expression (Eq. (56), red curves), for
rijk = ri+1

jk , γ = 0, and a2 = 2βλ. Both sets of curves are
computed for integer values of lmax from 0 to 8; the lmax = 0
curve is the highest (lowest) curve in the red (blue) set. The
red curves with lmax between 2 and 8 are visually indistin-
guishable. The more rapid convergence of this ratio when
computed using the difference expressions compared with the
conventional expressions is a general feature of these func-
tions. For viewers of the figure in gray scale, the red curves
appear as lighter gray and are above the blue curves, which
appear as darker gray.

form of G
m/2
free

G
m/2
free =

1

(8πβλ)3/2
e−

(rijk−r
i+1
jk

)2

8βλ , (54)

as a summation similar to Eq. (51), namely,

G
m/2
free =

1

2π2

∞
∑

l=0

Pl(cos γ)(2l + 1)

×
∫ ∞

0

k2e−2βλk2

jl(kr
i
jk)jl(kr

i+1
jk ) dk.

(55)

The difference between G
m/2
hs and G

m/2
free converges with

respect to lmax much faster than G
m/2
hs alone. We can

use this fact to reexpress the quotient in the pair product
approximation:

G
m/2
hs

G
m/2
free

= 1−
G

m/2
free −G

m/2
hs

G
m/2
free

= 1− 4(2βλ)3/2

π1/2
e

(rijk−r
i+1
jk

)2

8βλ

×
∞
∑

l=0

Pl(cos γ)(2l + 1)

×
∫ ∞

0

k2e−2βλk2

Al(k, r
i
jk, r

i+1
jk ) dk, (56)
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where

Al(k, r, r
′) = jl(kr)jl(kr

′)− Rl(r, k)Rl(r
′, k)

Dl(k)
. (57)

By using this alternative form for the ratio in Eq. (50),
we can terminate the sum at a value of lmax about 2
to 10 times smaller (depending on the value of a) than
would be necessary to achieve the same precision using
Eq. (51). This is demonstrated explicitly in Fig. 4.

C. Sampling methods

For simulations with a double well trapping potential,
the key sampling issue is achieving ergodicity with re-
spect to the motion of particles between the two wells.
In general, paths which are entirely located in one well
are more probable than paths that cross the barrier, be-
cause of the extra potential energy associated with the
parts of the paths that are in the barrier region. The
larger this difference in probability, the less likely it will
be that paths that start in one well will move to the other
over the course of the simulation. Instead, the paths are
often stuck on one side. This problem becomes worse
for larger barriers, and is also exacerbated for small N
and small a, which one can intuitively understand as fol-
lows. The number of paths is given by N , and the min-
imum distance between different paths at the same time
slice is given by a. When both of these are small, paths
can “settle down” into the bottoms of the wells where
the potential energy is low. However, when either N or
a are large, the paths are forced to spread out into re-
gions where the potential is larger, which makes it easier
for them to transition through the barrier because the
“probability penalty” incurred is not as great.
This ergodicity problem impacts the computation of S

more severely than other observables such as the energy
or density. Since S is a function of (nl − nr)

2, which
only changes value when the center of a path crosses the
barrier at z = 0, reduced ergodicity with respect to par-
ticle motion across the barrier leads to long autocorre-
lation times for S. Hence, one must wait an unusually
long time before the simulation generates enough inde-
pendent values of (nl−nr)

2 to compute precise values of
the squeezing S.
Here we describe sampling methods that mitigate this

problem in certain circumstances.

1. Brownian Bridge Moves

The main “workhorse” update method we use is the
Brownian bridge move, which is a specific realization of
the more general Lévy construction [97, 98]. In the Brow-
nian bridge move, a portion of the path of a single parti-
cle is updated. The particle is chosen randomly, as is the
section of its path that is updated; the length of this sec-

tion is a fixed parameter K, defined such that the section
consists of K + 1 time slices, including the endpoints.
The move proceeds as follows. The endpoints of the

section to be updated are chosen and held fixed; call these
r0 and rK . Next, the coordinate of the particle at the
first time slice, r1, is replaced with one drawn from the
probability distribution

P (r1) ∝ e−
h̄(r1−r

∗)2

4λτ∗ , (58)

where

r∗ =
τ1r0 + τ2rK
τ1 + τ2

(59a)

τ∗ =
τ1τ2
τ1 + τ2

. (59b)

Here, τ1 is the amount of imaginary time separating r0
and r1 and τ2 is the amount of imaginary time separat-
ing r1 and rK . This coordinate becomes the new left
endpoint for a section of length K − 1 that runs from
r1 to rK . The coordinate of the particle at the second
time slice, r2, is replaced with one drawn using a prob-
ability distribution with the same form as the one used
for determining r1, but with the updated left endpoint.
This process continues until the entire section of path is
reconstructed.
In general, the Brownian bridge move is an efficient

way of sampling new paths, although it is susceptible to
the ergodicity problem described above if the barrier is
too strong and enough of the new path ends up in the
barrier region. For the vast majority of our simulations,
however, it was the only update method that was neces-
sary.

2. Swap moves

One potential way to address the ergodicity issue is
to implement an additional type of move that explicitly
transfers a particle from one well to the other [99]. In our
implementation of this “swap move,” the z-coordinate
is negated for the entire path of a random particle. If
this leads to an overlap between the swapped path and
another path (i.e., two particles at the same time slice
with a separation less than a), then the other path is
also swapped. This “cascade” continues until no overlaps
remain.
Unfortunately, swap moves do not work as well as in-

tended. As the simulation progresses, Brownian bridge
moves tend to nudge the particle paths into tight clusters
near the well minima, as noted above. Once the system
is in that sort of configuration, a swap move has a high
probability of leading to a cascade that swaps every par-
ticle, which is equivalent to not swapping any particle.
This effect is worse for longer paths and larger N , and in
practice, the swap move was found to be mostly ineffec-
tive for the double well simulations described here.
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3. Potential moves

Our “potential moves” were inspired by the parallel
tempering technique [100]. In parallel tempering, one
runs multiple copies of a simulation at different temper-
atures simultaneously, and exchanges configurations be-
tween two different simulations based on the Metropolis
criterion. This allows a simulation at a given tempera-
ture to sample a wider variety of configurations, poten-
tially avoiding an ergodicity problem.

In our potential moves, we run only one simulation,
but we implement a move that changes the shape of the
external potential, specifically by changing L from among
a set of pre-defined values. Given the current value of L,
the potential move attempts to change L to the next
highest or lowest value in the pre-defined set and uses
the Metropolis criterion to accept or reject the move.
The motivation here is to allow for a way to more easily
change (nl−nr)

2 for a high-barrier potential than would
be possible with only Brownian bridge moves: lower the
potential barrier and then raise it again.

One challenge with this method is that certain poten-
tials are more probable than others (i.e., they have higher
average values of π(X), where the average is taken over
all configurations), so a simulation with potential moves
as described above would eventually end up only sam-
pling the most probable potential. To avoid this prob-
lem, we introduce a set of weights, one per potential,
that we multiply by π(x) before applying the Metropolis
algorithm. We choose these weights so that the average
probability of transitioning from one potential to another
is the same as the probability of the reverse, which en-
sures that all of the potentials will be visited with equal
probability in the long run. One can choose these weights
using a version of the Wang and Landau algorithm [101].

In practice, these moves often work quite well once
the correct weights are chosen. However, there is still
a problem: while weights can be chosen to equalize the
back-and-forth transition probabilities between two po-
tentials, the actual value of that probability cannot be
tuned at will and can be quite small. If that is the case,
then even though in principle all potentials will be visited
with equal frequency, that will only happen in practice in
the limit of a very long simulation. This situation arises
for high-barrier potentials, and worsens for larger N and
longer paths; see Table IV for an example.

D. Off-diagonal observables

The presentation of PIGS above describes the calcu-
lation of observables diagonal in the position basis. To
compute an off-diagonal observable, such as the OBDM,
we insert an extra set of position eigenstates into Eq. (43)

Number of slices

N 100 200 800

8 4.8 × 10−1 3.9 × 10−1 6.1 × 10−2

16 3.0 × 10−1 1.5 × 10−1 1.8 × 10−2

32 1.2 × 10−1 4.6 × 10−2 1.0 × 10−5

64 4.8 × 10−2 1.1 × 10−2 3.1 × 10−12

Table IV. Probability of making a “potential move” that tran-
sitions between two potentials of different shape, character-
ized by L = 2.875 aho and 3 aho, for various numbers of par-
ticles N and path lengths (number of slices). In all cases,
a = 0.1 aho.

at RM+1:

〈Â〉 =
∫

dR0 · · · dR2M+1A(RM , RM+1)ψ
∗
T (R0)ψT (R2M )

×
M−1
∏

i=0

G(Ri, Ri+1, β)

2M
∏

i=M+1

G(Ri, Ri+1, β).

(60)

There is no propagator connecting the configurations M
andM+1; the path is said to be “broken.” The paths are
sampled in the same way as for diagonal observables, and
the value of the off-diagonal operator 〈Â〉 is estimated by
averaging overA(RM , RM+1) for the accepted paths, just
as before.

To compute the OBDM [79], the path of only one of
the N particles is broken (i.e., rM is allowed to differ from
rM+1 for the broken path) while rM is set equal to rM+1

for the others. One then samples paths as usual and uses
the set of accepted configurations to make a histogram
of the occurrences of particular pairs of zM and zM+1 for
the broken path; this histogram is ρ(z, z′). In order to
normalize the OBDM, we multiply it by a factor such that
the sum of its eigenvalues (i.e., the total occupation of the
natural orbitals) is 1. Note that because of the finite bin
sizes, this method can artificially generate non-physical
negative eigenvalues for small sampling, but these vanish
given long enough simulations.

V. RESULTS & DISCUSSION

We now present the numerically exact PIGS results
for squeezing and fragmentation of a BEC in a three-
dimensional double well potential, with a critical compar-
ison to the corresponding results from the two- and eight-
mode approximations. We show results for the three dou-
ble well potentials with parameters α = 4/81 a−2

ho and
L = aho, 2 aho, and 3 aho. As discussed above, these par-
ticular potentials are chosen to allow study of a range of
barrier heights while staying in a regime where it is sensi-
ble to apply both the two-mode and eight-mode models.
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A. Two-mode model results

We first present the nearly-degenerate and exact two-
mode model results for squeezing and fragmentation, us-
ing the non-interacting one-body basis to allow analysis
of systematic trends over all three parameters L, a, and
N .

1. Squeezing

Fig. 5 shows the behavior of S as a function of a for
a variety of particle numbers and in three different dou-
ble well geometries, for both the nearly degenerate and
the exact two-mode models. It is evident that the mod-
els agree well only for small values of a, with deviations
between them growing as N increases. There are sev-
eral notable features of the results in Fig. 5 not seen in
previous studies. These are: (i) the lack of monotonic-
ity (especially for low barriers) for the exact two-mode
values of S vs. a, (ii) the tendency of S to increase as
the extent of mode degeneracy increases (i.e., for higher
barriers), and (iii) the observed decrease with N of the
saturating S value at large a.
The degree of squeezing S is of course a reflection of

the composition of the ground state. In Fig. 6, this com-
position is represented by plotting |cn|2 = | 〈n|ψground〉 |2
as a function of a. The qualitative squeezing analysis in
Sec. II B would suggest that each of these plots should
show a smooth transition from a binomial distribution
centered at n = N/2 to sole occupancy of the n = N/2
state as a increases from 0. This is clearly not what hap-
pens for N = 64 particles. For L = aho, the ground
state settles into a very wide “striped” pattern, with oc-
cupancy of every other Fock state, for L = 2 aho it settles
into a different striped pattern, and for L = 3 aho it set-
tles into a narrow but wider-than-one-state distribution.
Even for 8 particles, the distribution narrows to the state
|4〉 only for the highest barrier, L = 3, and the largest a
values, a ≥ 0.1. Based on the definition of S2, Eq. (34),
the width or “spread” of these patterns gives a qualita-
tive sense of the degree of squeezing: narrower means
more squeezing and vice versa. We can thereby see that
the progression of these patterns is consistent with the
trends seen in the squeezing plots displayed in Fig. 5.
Ideally, one could simply use the expression for S in

Eq. (34) to explain the observed trends. For example,
the form of Smax implies that, in general, one should ex-
pect more squeezing for potentials with a higher degree
of degeneracy between the two modes; this is supported
by the data. However, there is no explicit analytical ex-
pression for the coefficients cn for the exact two-mode
Hamiltonian that allows the dependence of S2 on a and
L to be extracted.
We therefore study the ground state in different pa-

rameter regimes. In previous work, the nearly-degenerate
two-mode Hamiltonian, Eq. (32), has been described in
terms of three regimes: Rabi, Josephson, and Fock (see,

e.g., [83]). The Rabi regime is the one in which the inter-
well interactions are negligible compared with the effects
of one-body tunneling, whereas in the other two regimes
the interwell interactions dominate. The Josephson and
Fock regimes are further distinguished in that the in-
teractions are so strong in the Fock regime that num-
ber fluctuations are suppressed (i.e., the ground state is
|N/2〉) while in the Josephson regime there are still some
fluctuations due to one-body tunneling. These regimes
are defined by the value of the dimensionless parameter
χ = 4aκ0/δ, which is the ratio of the interwell interac-
tion and the one-body tunneling parameters in Eq. (32).
When this Hamiltonian is scaled to have a one-body tun-
neling coefficient of unity, χ is the coefficient of the in-
terwell (two-body) interaction term:

Ĥ = −(â†l âr + â†râl)− χn̂ln̂r. (61)

Note that the one-body tunneling term scales like N
while the interwell interaction term scales like N2. This
leads to an intuitive understanding of the definition of
the Rabi regime as χ ≪ N−1, because for χ = N−1 the
two terms are similar in size. The Josephson regime is
then given by N−1 ≪ χ ≪ N and the Fock regime by
N ≪ χ; at χ = N the second term in Eq. (61) is greater
than the first by a factor of roughly N2.
To make contact between these three different regimes

for the nearly-degenerate two-mode model and the be-
havior of the exact two-mode system, we rewrite the full
two-mode Hamiltonian in the form

Ĥ = −(â†l âr + â†râl) + χ1(a,N)Ĥ ′, (62)

where

Ĥ ′ = −n̂ln̂r + χ2(â
†
l â

†
l ârâr + â†râ

†
râlâl), (63)

χ1(a,N) =
aχ∗

1

a∗ − a(N − 1)
, (64)

χ2 =
κ2

2(κ0 − 2κ2)
, (65)

and we have defined a∗ = δ/4κ1 and χ∗
1 = (κ0−2κ2)/κ1,

both of which are functions solely of the geometry of the
double well. Note that as in Eq. (61), we have scaled
the full two-mode Hamiltonian to have unit amplitude of
one-body tunneling.
We analyze the full two-mode Hamiltonian, Eq. (62),

in two stages. First, we study the effect on the ground
state of variations in χ1; for small χ1, the Hamiltonian is
dominated by one-body tunneling whereas for large χ1 it
is dominated by Ĥ ′. Then, we study the effects of varia-
tions in χ2 on the ground state of Ĥ ′ alone (Fig. 9). Fi-
nally, we combine these together to understand the vari-
ation of both χ1 and χ2 on the ground state of the full
Hamiltonian Eq. (62) (Fig. 10). For the geometries stud-
ied in this work, κ0 − 2κ2 > 0 (see Table II), so the signs
of a∗ and χ∗

1 are the same as the sign of κ1. See Table V
for representative numerical values for these parameters.
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Figure 5. (Color online) Squeezing S vs. scattering length a for values of the particle number N between 2 and 64, for three
different potentials (L = aho, 2 aho, and 3 aho from left to right). The upper and lower plots are of S as computed in the nearly
degenerate two-mode model (Eq. (33)) and the exact two-mode model (Eq. (34)), respectively. All plots also indicate the value
of Smax from Eq. (35) by a horizontal line. For viewers of the figure in gray scale, labels in each panel indicate the plots for
N = 2 and 64; the other values of N lie in between these in numerical order.

Figure 6. The components of the ground state |cn|
2 = | 〈n|ψground〉 |

2 for the double well potential as a function of scattering
length a, as computed in the exact two-mode model (Eqs. (62)–(65)) for N = 8 (top row) and 64 (bottom row) for L = aho,
2 aho, and 3 aho (left to right). The vertical lines indicate the boundaries between the Rabi-like, Josephson-like, and Fock-like
regions, from left to right in each plot (although only the L = 3 aho, N = 8 plot has a Fock-like regime visible). In addition to
the indicated regimes, the L = aho, N = 8 plot has a Fock-like regime between a = 9.03 and 121 (and a Josephson-like regime
thereafter) and the L = aho, N = 64 plot has a Fock-like regime between a = 1.85 and 1.98 (and a Josephson-like regime
thereafter).
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L/aho a
∗/aho χ∗

1 χ2

1 117.6 48.2 7.74 × 10−2

2 −37.9 −38.8 3.01 × 10−2

3 −6.0 −553.2 9.73 × 10−6

Table V. Values of a∗, χ∗

1, and χ2 for L = aho, 2 aho, and
3 aho.

In the nearly degenerate limit, both κ1 and κ2 equal
0; therefore, χ1 reduces to χ, χ2 to 0, and Eq. (62) to
Eq. (61) (as it should). This motivates us to general-
ize the definitions of the three two-mode regimes that
have been defined previously for the nearly-degenerate
two-mode model, to the full two-mode system. As an ex-
ample, recall that physically the Rabi regime is the one
in which interwell interactions are negligible. Because χ1

can be both positive or negative, this physical condition
corresponds mathematically to both 0 < χ1 ≪ N−1 and
0 > χ1 ≫ −N−1 (or equivalently, to the single condition
|χ1| ≪ N−1) in Eq. (62). Hence, we define a Rabi-like
regime by |χ1| ≪ N−1. Similarly, we define a Josephson-
like regime by N−1 ≪ |χ1| ≪ N and a Fock-like regime
by N ≪ |χ1|. In contrast, χ is always positive for repul-
sive interactions (i.e., when a > 0), so no absolute value
signs are needed in the inequalities after Eq. (61).
In Fig. 7 we schematically plot |χ1| as a function of a

for both positive and negative κ1. For positive κ1, we see
that the system will have Rabi-like, Josephson-like, and
Fock-like regimes for some range of interaction strength
a, since |χ1| diverges at a = a∗/(N−1). For negative κ1,
the system will have a Rabi-like regime but may or may
not have Josephson-like or Fock-like regimes, depending
on whether |χ∗

1| < N−1, N−1 < |χ∗
1| < N , or N < |χ∗

1|.
In Fig. 8, we plot |χ1| as a function of a for the same six
sets of parameters that are depicted in Fig. 6; we also
include the values of N and N−1 in the plots to make it
clear where transitions between the three regimes occur.
These transitions correspond to the vertical lines in Fig. 6
(see also the description in the caption to Fig. 6).
In the case where χ1 is large and the Hamiltonian is

dominated by Ĥ ′, the ground state also depends on the
value of χ2. In Fig. 9, we plot the ground state of Ĥ ′

alone as a function of χ2 for N = 8 and 64. The ground
state progresses from |N/2〉 to a striped pattern as χ2

increases. This comes about because Ĥ ′ can be rewrit-
ten in a block-diagonal form with two tridiagonal blocks,
where each block involves either the even-numbered or
the odd-numbered Fock states and therefore the ground
state has contributions from only one of these. Inspec-
tion of Eq. (63) shows that the interwell interaction term
(−n̂ln̂r) dominates when χ2 ≪ 1 while the two-body tun-
neling term dominates when χ2 ≫ 1 (since both terms
of Eq. (63) scale like N2, the definitions of these regimes
must be independent of N ; this is consistent with Fig. 9).
Thus, true Rabi, Josephson, and Fock regimes for the
full Hamiltonian are only possible when χ2 is very small;
when χ2 is large, only Rabi-like, Josephson-like, and

Figure 7. (Color online) Schematic plot of |χ1| as a function
of a for both positive and negative κ1. For positive κ1, |χ1|
diverges at a∗/(N − 1) and then asymptotes to |χ∗

1 |/(N − 1)
from above; all three regimes (Rabi-like, Josephson-like, and
Fock-like) are present for some range of a. For negative κ1,
|χ1| asymptotes to |χ∗

1|/(N − 1) from below, and there may
or may not be Josephson-like or Fock-like regimes depending
on the size of |χ∗

1|/(N − 1) compared with N and N−1.

Fock-like regimes are possible. Also, when χ2 is large
there is an additional subtlety to be taken into account.
The identification of χ1 as the parameter that distin-
guishes the three regimes depends on the two terms in Ĥ ′

having coefficients less than or equal to 1; this does not
hold for large χ2. In that case, one should pull the fac-
tor of χ2 out of Ĥ ′, and the transitions among Rabi-like,
Josephson-like, and Fock-like regimes are defined instead
by the size of the product χ1χ2.

Given this interpretation of χ1 and χ2, we can now un-
derstand the patterns in Fig. 10, where the ground state
of the full two-mode Hamiltonian (Eq. (62)) is plotted as
a function of χ1 for various values of χ2 for N = 8 and 64.
In the Rabi-like regime (χ1 << N−1), the ground state
is close to the binomial distribution of the one-body tun-
neling terms regardless of the size of χ2. In the Fock-like
regime, (χ1 >> N), the ground state varies from |N/2〉
to a wide striped pattern as χ2 increases. The Josephson-
like regime interpolates between the other two, with a
narrow “neck” where the binomial and striped patters
touch. Recall that the squeezing parameter S varies like
the width of these distributions (recall (Eq. (34)), so the
neck corresponds to a peak in S. The rightmost panel
shows the case when χ2 > 1, where the three regimes are
now determined by the product χ1χ2 rather than by χ1

alone.

With this understanding, we can now return to the
trends in two-mode data presented in Figs. 5 and 6 and
provide a detailed interpretation. The closer the system
is to the degenerate two-mode case (i.e., larger L, smaller
κ2, and smaller χ2), the closer the ground state will be
to |N/2〉 (as opposed to a striped state) for large a. This
implies that there will generally be more squeezing with
increased degeneracy. Likewise, the closer the system
is to the degenerate limit, the more likely that S varies
monotonically with a: because the large-a state is nar-
rower, the neck in the Josephson-like regime (and hence
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Figure 8. (Color online) The value of the parameter |χ1| from the full two-mode Hamiltonian (Eq. (64)) as a function of a, for
L = aho, 2 aho, and 3 aho and N = 8 and 64. Also indicated in each plot are the values of N (solid horizontal line) and N−1

(dotted horizontal line). The system is in a Rabi-like regime when |χ1| is below the dotted line, in a Josephson-like regime
when |χ1| is between the two lines, and in a Fock-like regime when |χ1| is above the solid line. We see that while the Rabi-like
regime must always be present (since χ1 = 0 for a = 0), the other two need not be.

Figure 9. The components of the ground state of the Hamilto-
nian H ′, Eq. (63), as a function of χ2 for N = 8 and 64. True
Rabi, Josephson, and Fock regimes are only possible when χ2

is small, i.e., when the ground state is dominated by the Fock
state |N/2〉.

the peak in S) will be less pronounced or non-existent
(upper half and rightmost plot of lower half of Figs. 5
and 6). For small values of a, increasing N tends to in-
crease squeezing, while this is not always true for large
a. This change in behavior can be understood by noting
that for very large a, χ1 = χ∗

1/(N − 1). This quantity

decrease as N increases, and therefore the Hamiltonian
becomes increasingly dominated by the one-body tunnel-
ing terms, which have a wide distribution of Fock states
in the ground state. Hence, the squeezing S is expected
to decrease with increasing N for very large a: this is
confirmed by the plots in the righthand panels of Figs. 5
and 6.

We can compare a small subset of these squeezing re-
sults with the the results of the exact two-mode calcula-
tions in [8], obtained for a double well potential with a
form that is comparable (but not identical) to ours. For a
given barrier height centered at z = 0, the potential min-
ima in Ref. [8] are closer than ours by approximately a
factor of 2 (e.g., our potential with L = 2 aho has barrier
height 0.395Eho and minima at 2 aho, while the potential
characterized by α = 15 ahoEho in [8] has barrier height
0.339Eho and minima at 1.16 aho). Ref. [8] reports calcu-

lations of the quantity ∆N1 =
√

N(1− S)/2 computed
for the exact two-mode Hamiltonian with N = 100 parti-
cles and scattering length a = 6.24×10−4 aho, and found
that ∆N1 decreased as the barrier height increased. In
Table VI, we give the corresponding values of ∆N1 for
our exact two-mode calculations, with N = 64 particles
and scattering length a = 6.31× 10−4 aho. It is apparent
that ∆N1 decreases with increasing L (increasing barrier
height), consistent with Figure 2 in [8].
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Figure 10. The components of the ground state of the full two-mode Hamiltonian (Eq. (62)) for N = 8 and 64 and a range of
χ2 values. The leftmost three columns are plotted as a function of χ1, while the rightmost column is plotted as a function of
the product χ1χ2 because this is the column for which χ2 > 1 (see p. 17 for a discussion of this distinction). The vertical lines
indicate the boundaries between the Rabi-like, Josephson-like, and Fock-like regimes, from left to right in each plot.

L/aho C(1) ∆N1

1 0.999993 3.959

2 0.999967 3.897

3 0.986015 2.138

Table VI. Values of squeezing measure ∆N1 and fragmen-
tation measure C(1) defined in [8], calculated for the exact
two-mode model with N = 64 particles, scattering length
a = 6.31 × 10−4 aho, and the potential barrier parameter L
taking on values aho, 2 aho, and 3 aho.

2. Fragmentation and Depletion

Fig. 11 shows the fragmentation parameter F as a func-
tion of a for the three double well geometries in the full
two-mode description. Recall that the larger the value of
F , the more fragmentation in the system. Fig. 11 shows
that in general, fragmentation increases with a. An ex-
ception occurs for large a when N = 64 and L = aho,
for which N1 becomes greater than N0, and therefore
the amount of fragmentation drops after reaching a max-
imum of 1. However, the most notable feature of these
plots is that for low barriers (L = aho), systems with
larger N experience much more fragmentation than sys-
tems with smaller N , whereas the opposite is true for
systems with high barriers (L = 3 aho). Equivalently,
for small N , increasing the barrier height increases the
amount of fragmentation, while for large N , increasing
the barrier height decreases the amount of fragmenta-
tion.

We can understand these trends by examining the

structure of the ground state revealed in Fig. 6. First,
consider the high barrier limit (L = 3 aho). Based on the
arguments above, we expect the ground state to be nar-
rower (closer to |N/2〉) for smaller N . From the analytic
form of F given in Eq. (38a), we see that the terms in
the sum depend on cncn+1, i.e. the product of two ad-
jacent cn’s; the smaller the products, the more fragmen-
tation there is. In general, then, we expect a narrower
ground state to have more fragmentation, because it will
have smaller cncn+1 products than a wider ground state
(indeed, if the ground state is |N/2〉, all of the cncn+1

products are zero). Hence for L = 3 aho, fragmentation
decreases with N at large a.

For low barriers (L = aho), the situation is different.
As N increases, the ground state widens (as with L =
3 aho), but it does so by developing a striped pattern.
Despite the fact that the pattern is wide for large N , the
striping will cause the cncn+1 products in Eq. (38a) to be
small, because for each pair of adjacent cn’s, one of them
will be close to zero. Hence for L = aho at large a values,
there will be more fragmentation for large N than for
small N . The fragmentation pattern in the intermediate
barrier regime (L = 2 aho) is a crossover between the low
and high barrier situations.

To connect these ideas back to the structure of the full
two-mode Hamiltonian given in Eq. (24), recall that the
degree of striping observed in the ground state is deter-
mined by χ2, which controls the strength of the two-body

tunneling terms â†l â
†
l ârâr + â†râ

†
râlâl (see Eq. (63)). For

high barriers χ2 is small and these terms are negligible,
and vice versa for low barriers. The authors of [77] sim-
ilarly found that two-body tunneling terms are critical
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Figure 11. (Color online) Fragmentation F as a function of scattering length a, for values of particle number N between 2 and
64 for three different potentials (L = aho, 2 aho, and 3 aho, from left to right) in the exact two-mode model. Because there are
only two modes in this model, the depletion parameter D is necessarily zero. For viewers of the figure in gray scale, labels in
each panel indicate the plots for N = 2 and 64; the other values of N lie in between these in numerical order.

to the onset of fragmentation of bosons in a single well
potential, with a study of N = 100 particles showing
that fragmentation increases as the strength of the two-
body tunneling terms increases. This is consistent with
Fig. 11, where the fragmentation F for the largest N
value (N = 64) is seen to increase as L decreases; Ta-
ble V shows that decreasing L is a proxy for increasing
χ2, which controls the strength of the two-body tunnel-
ing terms in Eq. (65). This is an example of the general
phenomenon of interaction-induced fragmentation due to
pair exchanges [102, 103].
Finally, as with the squeezing results, we may com-

pare a subset of our fragmentation results with the cor-
responding results in [8]. For fragmentation, the relevant
parameter to compare is C(1) = 1 − F . Table VI shows
that this parameter decreases as the height of the double
well barrier increases, also consistent with the findings
in [8].

3. Summary

Previous two-mode studies, often conducted with a
restricted two-mode model that is relevant only when
the barrier is strong and therefore and the modes nearly
degenerate, have predicted that squeezing should mono-
tonically increase with a and that fragmentation should
monotonically increase with barrier strength. Instead,
by including all possible contributions to the two-mode
Hamiltonian, we find a much richer behavior, with the
following characteristics:

• Squeezing is not necessarily monotonic with a, es-
pecially for weak barriers.

• For a given N , squeezing tends to increase with
barrier strength.

• For a given barrier strength, squeezing tends to de-
crease with N for large a.

• For fixed a, fragmentation tends to increase with
N for weak barriers, whereas fragmentation tends
to decrease with N for strong barriers.

These trends are explained above by understanding
how a, N , and the double well geometry parameters in-
fluence the relative importance of the terms in the two-
mode Hamiltonian, and therefore change the nature of
the ground state. The terms in the Hamiltonian come in
three types:

1. Terms that involve a single Fock state. The ground
state of these terms considered alone is |N/2〉,
which exhibits high squeezing and high fragmen-
tation.

2. Terms that involve transitions between Fock states
that involve a single particle. The ground state of
these terms considered alone is a mix of states bi-
nomially distributed around |N/2〉, which exhibits
low squeezing and low fragmentation.

3. Terms that involve transitions between Fock states
that involve two particles. The ground state of
these terms considered alone is a mix of alternat-
ing states distributed around |N/2〉 (i.e., it includes
|N/2〉, |N/2± 2〉, |N/2± 4〉, etc.), which exhibits
high squeezing and low fragmentation.

When interactions are weak (|χ1| ≪ N−1), type 2 terms
dominate regardless of the strength of the barrier (Rabi-
like regime). When interactions are strong (|χ1| ≫ N),
the strength of the barrier matters (Fock-like regime):
for low barriers (large χ2), type 3 terms dominate, while
for high barriers (small χ2), type 1 terms dominate.
The Josephson-like regime interpolates between these
two regimes and is characterized by N−1 ≪ |χ1| ≪ N .
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B. Eight-mode model results

We now present the eight-mode model results for
squeezing and fragmentation, calculated with the non-
interacting one-body basis.

1. Squeezing

Fig. 12 shows the behavior of S for the eight-mode
model as a function of a, for N ≤ 10. The squeezing
behavior for the low barriers (L = aho and 2 aho) looks
qualitatively similar to the corresponding small N results
(N ≤ 10) for the nearly degenerate and exact two-mode
models in Fig. 5, showing a monotonic increase with in-
teraction strength a. However, for L = 3 aho we see qual-
itatively different behavior: here the squeezing shows dis-
tinctly non-monotonic behavior, with a clear maximum
that moves to smaller values of a for larger N values. We
would like to account for this behavior, despite the fact
that the eight-mode Hamiltonian cannot be analytically
analyzed as easily as the two-mode Hamiltonian because
of its complexity.
Since the Hilbert space for the eight-mode model is

so large, it is not useful to plot the contribution to the
ground state of each individual Fock state as in Fig. 6.
Instead, we sum the contributions of all Fock states for
which the difference in the number of particles occupying
left and right modes is the same, regardless of which ex-
act modes are occupied; this representation is shown in
Fig. 13. By comparing Fig. 12 and Fig. 13, we see that,
just as in the two-mode model, a narrower distribution
corresponds to more squeezing and that the maximum
in the L = 3 aho squeezing data corresponds to a narrow
neck in the state distribution.
It is also useful to consider the implications of the

eight-mode analog to the quantity Smax, Eq. (35), which
puts a constraint on the maximum amount of squeezing
possible for the two-mode model in a given double well
potential. Recall that Smax measures the fraction of a
left or right localized state on the “wrong” side of z = 0;
the more “spillover,” the smaller Smax. In general, the
modes that involve φL/R(z) (with nlm = 210) will have
more spillover than the other six states, which all involve
φl/r(z) (see Eq. (41) and compare Figs. 2 and 3). This

motivates us to define S1
max,

S1
max =

(

1− 2

∫ 0

−∞

|φL(z)|2 dz
)2

, (66)

as a measure of the spillover of the nlm = 210 modes;
this quantity is analogous to Smax for the nlm = 100
and 21±1 modes. For L = aho, 2 aho, and 3 aho, Smax =
0.704, 0.820, and 0.999 and S1

max = 0.512, 0.577, and
0.895, respectively (these values are included in Fig. 12).
Both Smax and S1

max increase with L, so there is more
potential for squeezing for higher barriers. However, note
that S1

max < Smax for each L: this implies that the 210

modes have less potential for squeezing than the other
modes. Hence, by analogy with the exact two-mode
analysis (see discussion after Eq. (35)), we expect that
a ground state will have less squeezing, other things be-
ing equal, if it is dominated by the 210 modes than if it
is dominated by the others. In other words, Fock states
with a given difference between the number of particles
occupying left and right modes will contribute less to
squeezing if they are dominated by the 210 modes be-
cause these modes have more spillover across z = 0.
Fig. 14 shows the fraction of particles in the eight-mode

model ground state that are in the 210 modes. For a
given value of a, that fraction increases with N , reaching
as high as 8 percent for the largest N values. This is rea-
sonable: in general, the repulsive interaction between the
particles drives them apart, and in a three-dimensional
eight-mode model, one way that the particles can avoid
each other is by occupying modes with different values
of m. Hence, we expect that, for a given a, increasing
the number of particles N will result in a larger fraction
occupying the 210 modes, which are more strongly delo-
calized than the other modes. Thus, the occupation of
these modes can then reduce the amount of squeezing via
the spillover mechanism described above.

2. Fragmentation and Depletion

Fig. 15 shows the fragmentation and depletion param-
eters F and D (Eqs. (11) and (12)), as a function of scat-
tering length a in the eight-mode model. The main qual-
itative differences between these predictions and those of
the two-mode model in Fig. 11 are that the eight-mode
states exhibit significantly less fragmentation and there is
now nonzero depletion. In the case of the largest barrier
height L = 3, we also now find non-monotonic depen-
dence of F on a for the largest particle number, N = 10
(upper right hand panel).
In the eight-mode model, there are eight natural or-

bitals to occupy, rather than two. The fact that there
is less fragmentation and simultaneously now also deple-
tion in the eight-mode case implies that the occupation of
the orbitals is spread out among more than just the first
two, but also that N0 is larger relative to N1 in the eight-
mode case than in the two-mode case. When there are
only two modes, the only way to reduce N0 is to increase
N1. However, because there are six other natural orbitals
to occupy in the eight-mode model, a reduction in N0 can
be compensated by an increase in any of N1 through N7.
Hence, conditions that would have led to pure fragmen-
tation in the two-mode case lead to less fragmentation
with some depletion in the eight-mode case.

3. Summary

Compared with the two-mode ground state, we find
that the eight-mode ground state
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Figure 12. (Color online) Squeezing S as a function of scattering length a for values of particle number N between 2 and 10, for
three different potentials (L = aho, 2 aho, and 3 aho, from left to right) in the eight-mode model. The horizontal lines indicate
the values of Smax and S1

max. For viewers of the figure in gray scale, labels in each panel indicate the plots for N = 2 and 10;
the other values of N lie in between these in numerical order.

Figure 13. Representation of the ground state for the double well potential as a function of scattering length a, as computed
in the eight-mode model for N = 8 and various L (aho, 2 aho, and 3 aho, from left to right). The quantity plotted in greyscale
is the sum of |cn|

2 for components of the ground state with a given value for the difference between the number of particles in
left and right modes, nl − nr (y-axis).

• exhibits less squeezing, especially for L = 3 aho,

• exhibits a maximum in S vs. a for L = 3 aho, and

• exhibits less fragmentation and more depletion.

Physically, these effects can be understood as a conse-
quence of the occupation of modes in the n = 2 energy
level in addition to the two-mode model’s n = 1 modes.
Since they are more delocalized across the barrier, the
n = 2 modes lead to greater particle fluctuations for the
same value of Nl −Nr than do the n = 1 modes. Hence,
to the extent that they are occupied in the ground state,
those n = 2 modes will tend to suppress both squeez-
ing and fragmentation in the eight-mode ground states,
relative to two-mode ground states. The presence of a
maximum in the squeezing parameter comes about be-
cause of a competition between this effect and the usual
suppression of particle fluctuations that comes about for
increased scattering length a. Finally, the presence of
more than two natural orbitals in the eight-mode model
allows for non-zero depletion when the “extra” modes
are occupied, while depletion is zero by definition in the
two-mode model.

C. Quantum Monte Carlo results

We now present the numerically exact PIGS results for
squeezing and fragmentation, and compare these to the
results from the truncated basis calculations within the
two- and eight-mode models.

1. Squeezing

Fig. 16 shows the squeezing parameter S as a function
of a for the PIGS calculations, together with comparisons
to the corresponding two-mode and eight-mode model
results. For the two-mode results, we include calculations
made with the non-interacting (NI) basis as well as a
number of calculations made with the computationally
more expensive Gross-Pitaevskii (GP) basis, while for
eight-mode results all calculations are made with the NI
basis.
By analogy to [5], we compute a criterion of validity

for the two-mode model in the NI basis, a≪ aNI , where

aNI =
1

N

√

9π

8L
. (67)



23

Figure 14. (Color online) Fraction f210 of particles in the 210 modes of the eight-mode model as a function of the scattering
length a, for various particle number N between 2 and 10 and for three different potentials (L = aho, 2 aho, and 3 aho, from left
to right). The total fraction of particles in the 100 and 21±1 modes (not shown) is given by 1 − f . For viewers of the figure
in gray scale, labels in each panel indicate the plots for N = 2 and 10; the other values of N lie in between these in numerical
order.

Figure 15. (Color online) Fragmentation F (top) and depletion D (bottom) as a function of scattering length a for values
of particle number N between 2 and 10, for three different potentials (L = aho, 2 aho, and 3 aho, from left to right) in the
eight-mode model. For viewers of the figure in gray scale, labels in each panel indicate the plots for N = 2 and 10; the other
values of N lie in between these in numerical order.

Values of aNI are indicated in Fig. 16. In general, we
see that both the two- and eight-mode models agree well
with the PIGS results when this condition is met but
both deviate, to different extents, as a increases beyond
aNI . As expected, the two-mode, non-interacting model
shows the first deviation from the PIGS results, while
the two-mode GP model shows agreement within a wider

range of a values. In general, the two-mode GP solutions
mimic the qualitative behavior of the PIGS solutions, al-
though they systematically underestimate the amount of
squeezing found in the PIGS results and increasingly di-
verge from the PIGS solutions as a increases. For the
PIGS results with a = 0.5, this difference ranges in value
from ∆S = 0.02 to 0.1 depending on the value of L and
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N . The eight-mode model (only computed for N = 8, in
the top panels of Fig. 16) shows the best overall agree-
ment with the PIGS results of the three finite basis cal-
culations, including the non-monotonic dependence on a
for barrier height L = 3 (top right panel). Neverthe-
less, the eight-mode model results also deviate from the
PIGS results for sufficiently large a, and they are only
computable for small values of N .
This deviation between the finite basis models and the

PIGS results is quite generic. All such expansions, re-
gardless of the basis chosen, will eventually fail as both
the intrinsic interaction strength a and the number of
particlesN increases, since the particles increasingly pop-
ulate more delocalized states with population on both
sides of the barrier, as we discuss in detail below. In con-
trast, the PIGS approach allows arbitrary configurations
of particles and may thus be regarded as an “infinite-
mode” model that can describe the ground state for ar-
bitrary values of a and N .
As mentioned above, the GP two-mode model sys-

tematically underestimates the PIGS squeezing results.
In contrast, whether the non-interacting models tend to
over- or underestimate the PIGS results for large a de-
pends on the strength of the double well barrier (i.e.,
the value of L). For the non-interacting models with
strong barriers (L = 3 aho), we find less squeezing the
more accurate the model (i.e., when going from NI two-
mode to eight-mode to PIGS), whereas for weak barri-
ers (L = aho), we find the opposite. The intermediate-
strength case (L = 2 aho) is a “crossover” between the
other two cases, where the non-interacting, finite basis
models and PIGS calculations agree more closely.
In Sec. II B, we discussed a “conventional” mechanism

for why one would expect squeezing to increase with in-
trinsic interaction strength. As a increases, the ground
state changes to minimize the interparticle interaction
energy, disfavoring configurations with many particles
on the same side of the double well. Thus, strong re-
pulsive interactions should suppress number fluctuations
and therefore increase squeezing. However, this effect is
insufficient to explain the richer squeezing behavior we
see in Fig. 16, in particular, the lack of monotonicity and
the significant dependence on the barrier height of the
double well. We propose two additional mechanisms to
account for this behavior.

Delocalization Mechanism Like the conventional
mechanism, the delocalization mechanism also involves
changes in the ground state that minimize interaction
energies; it is suggested by the behavior of the eight-
mode ground state. As discussed in Sec. VB, the eight-
mode ground state contains increasingly large occupation
of modes in the n = 2 energy level as a increases. If
we treat PIGS conceptually as an “infinite-mode” model,
then we would expect similar behavior in our simulations
(i.e., occupation of n = 2 and higher modes).
The more that a set of modes is delocalized into the

“wrong” side of the double well, the less squeezing it can

support. Certain modes with higher n tend to be delocal-
ized more than the n = 1 modes (the only ones present in
the two-mode model), which implies that they can sup-
port less squeezing. Hence, when strong repulsion drives
particles into modes of higher n, it is driving some of
them into modes that support less squeezing. Thus, this
mechanism produces opposite results to the conventional
mechanism, where increased a leads to increased S. Both
of these mechanisms are independent of the shape of the
double well (i.e., of L).
The delocalization mechanism is also relevant in under-

standing the differences between using Gross-Pitaevskii
basis states rather than non-interacting basis states. Be-
cause the GP equation contains a repulsive term, for a
given double well geometry and value of interaction a,
the GP states are even broader, i.e., more delocalized,
than NI states. Hence GP states will tend to support
less squeezing than the corresponding NI states, as evi-
dent in Fig. 16 at larger a values.

Tunneling Mechanism The tunneling mechanism
can be understood in the finite basis representation as
a result of the presence of higher modes leading to an
increase in the number of types of two-body tunneling
terms present in the Hamiltonian. As discussed in detail
in Sec. VA 1, two-body tunneling terms dominate the
dynamics of the system when both χ1 and χ2 are large,
which occurs when the interaction parameter a is large
and the potential barrier parameter L small. In the two-
mode model with the NI basis, these tunneling terms
force the ground state to occupy even-numbered Fock
states only, causing large number fluctuations and hence
little squeezing. Marked visual evidence of this is found in
the striping of the distribution of Fock state components
of the ground state (Figs. 6, 9, and 10).
The availability of higher modes changes this situation

by dramatically increasing the variety of two-body tun-
neling terms in the Hamiltonian: two particles can tun-
nel from any two modes to any other two modes, as long
as the total value of the z-component of their angular
momentum is conserved. Hence, the alternating-Fock-
state restriction is lifted and there is no striping seen
for the eight-mode model in Fig. 13. Since the ground
state can now have contributions from Fock states with
any value of |nl − nr|, there is a reduction in the oc-
cupation of modes with large values of |nl − nr|, and
hence squeezing will be greater than predicted by the
two-mode model and will increase as modes are further
added. Again treating the PIGS simulations as “infinite-
mode” implies that this effect will be even more pro-
nounced in the Quantum Monte Carlo results than in
the eight-mode model results.
This tunneling mechanism varies in importance de-

pending on the value of L. For small L, it operates as
described above. However, for large L, tunneling be-
tween the wells is highly suppressed for all models (χ2

is small). In the two-mode case, this drives the ground
state towards |N/2〉, an equal splitting of particles. The
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Figure 16. (Color online) Squeezing S vs. scattering length a for four different particle numbers (N = 8, 16, 32, and 64, from
top to bottom) and three different potentials (L = aho, 2 aho, and 3 aho, from left to right). The plots include results from the
two-mode non-interacting model, the two-mode GP model, the eight-mode non-interacting model, and the PIGS simulations.
Vertical lines indicate the value of a = aNI below which we expect the two-mode models in the NI basis to be valid (Eq. (67)).
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presence of higher modes has little effect on this distri-
bution, again because all tunneling between the wells is
suppressed. Therefore, the amount of squeezing is not
affected for large L.
The tunneling mechanism also varies in importance de-

pending on whether NI or GP basis states are employed
in the calculations. For GP states, we observe that the
value of the two-body tunneling parameter χ2 is small
for large a, regardless of the value of L. Hence, two-body
tunneling is never relevant when a basis of GP states is
used, and therefore squeezing in the GP two-mode model
is not suppressed at large a values for small L as it is with
the NI two-mode model (see left panel of Fig. 16).
Another way to confirm the effects of the two-body

role in the tunneling mechanism is through the structure
of the ground state. We have already noted the compari-
son between the striped ground state distributions of the
two-mode models (Figs. 6, 9, and 10) and the non-striped
distributions of the eight-state models (Fig. 13). In ad-
dition, Fig. 17 shows the components of the ground state
for the GP two-mode model. As opposed to its coun-
terpart in the NI basis (Fig. 6), Fig. 17 shows no strip-
ing, i.e., no alternation between even- and odd-numbered
Fock states. This pattern is consistent with an insignif-
icant amount of two-body tunneling deriving from the
smaller value of χ2 associated with GP states.

Interaction of Mechanisms In summary, when
considering models using the NI basis, the delocaliza-
tion mechanism tends to reduce the amount of squeez-
ing as the number of modes increases and is relevant
for any L, while the tunneling mechanism tends to in-
crease squeezing as the number of modes increases and
is only important for small L. The combination of these
effects explains the patterns seen in Fig. 16 among the NI
two-mode, eight-mode, and PIGS results. For small L,
the tunneling mechanism dominates, and there is more
squeezing than predicted by the two-mode model. For
large L, the delocalization mechanism dominates, and
there is less squeezing than predicted by the two-mode
model.
The GP two-mode results deviate from this pattern.

In general, the spatial broadening, i.e., the greater de-
localization of the GP states relative to NI states that
results from the repulsive term in the GP equation, gives
rise to a systematic reduction in squeezing for the GP
two-mode results relative to the other results. This in-
cludes those of the PIGS calculations and thus confirms
the significance of the delocalization mechanism. The
only situation where the GP squeezing is not the small-
est is for the smaller L values, where the NI two-mode
squeezing is the lowest value (left column and bottom
two panels of the middle column of Fig. 16). In that sit-
uation, the NI two-mode squeezing is dominated by the
tunneling mechanism, which leads to low squeezing at
small L values as described in detail above.
A marked feature of the Quantum Monte Carlo results

is the lack of monotonicity in the L = 3 aho PIGS data

(right-hand column of Fig. 16). This effect reflects an
interplay between the “conventional” mechanism, which
increases squeezing, and the delocalization mechanism,
which suppresses squeezing, as the interactions become
increasingly repulsive.

2. Fragmentation and Depletion

We now discuss the fragmentation and depletion re-
sults. Fig. 18 shows the fragmentation parameter F as a
function of a for PIGS simulations with the same ranges
ofN , L, and α as before, together with comparison to the
NI two-, GP two-, and NI eight-mode models. For weak
barriers (L = 2 aho and 3 aho), there is a modest amount
of fragmentation at large a, whereas for L = 3 aho and
small N , there is a much larger amount of fragmentation
for large a. The amount of fragmentation decreases with
increasing N . Additionally, as for squeezing, we find that
the amount of fragmentation does not vary monotonically
with a.
As before, the eight-mode model and the GP two-mode

model generally show better agreement with the PIGS
simulations at larger a values than the non-interacting
two-mode model, in particular showing a maximum and
non-monotonic behavior for L = 3. The vertical lines
in Fig. 18 again indicate the values of a below which
the two-mode model is expected to be sufficient to de-
scribe the physics of the system (a ≤ aNI). As was seen
for squeezing, the truncated basis models and PIGS re-
sults agree well when a < aNI , but deviate as a increases
beyond this value. In particular, the GP two-mode re-
sults tend to underestimate the amount of fragmentation
given by the PIGS simulations, while the NI two-mode
and eight-mode results tend to overestimate them.
These trends can be accounted for by the mechanisms

described in Sec. VC1. Fragmentation in the double well
system increases when the wells are more “isolated”, i.e.,
when it is unlikely for a particle to tunnel from one well
to the other. Thus, potentials with larger L experience
more fragmentation, as we see in the PIGS results (as well
as the eight-mode and GP two-mode results). The delo-
calization mechanism leads to the occupation of modes
with higher values of n, some of which have more spillover
into the “wrong” side of the double well than the n = 1
modes. Hence, the occupation of these modes will lessen
the isolation of the wells, and hence reduce fragmenta-
tion, by putting particles in states that span both sides
of the double well barrier. Thus, we expect (and find)
that the PIGS results will have less fragmentation than
the eight-mode results, which in turn will have less frag-
mentation than the NI two-mode results. As discussed
above, the GP states are naturally “delocalized” relative
to the NI states, so the GP two-mode model shows less
fragmentation than the NI two-mode model; in fact, it
shows the least fragmentation of the three models.
The tunneling mechanism helps to explain the anoma-

lously high fragmentation seen in the NI two-mode model
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Figure 17. The components of the ground state |cn|
2 = | 〈n|ψground〉 |

2 for the double well potential as a function of scattering
length a, as computed in the exact two-mode model using a GP basis, for N = 8 (top row) and N = 64 (bottom row), with
L = aho (left panel), 2 aho (center panel), and 3 aho (right panel). The components are computed only for the values of a
corresponding to the GP solutions in Fig. 16. There is no evidence here of the striping as a function of n that is seen for
calculations with the NI basis in Fig. 6.

data for small L (L = 1). Recall that in the two-mode
model, fragmentation F grows as the product of the oc-
cupation of adjacent Fock states (cncn+1) decreases. For
the NI two-mode model, two-body tunneling dominates
for small L, causing a striped ground state and conse-
quently large fragmentation. However, for the GP two-
mode model, tunneling is suppressed (the χ2 parame-
ter is small), which reduces striping and thus reduces
fragmentation. Similarly, the presence of additional two-
body tunneling terms for the eight-mode model and the
“infinite-mode” PIGS simulation lead to a ground state
with only modest amounts of fragmentation.

Finally, we comment on the degree of depletion seen in
the PIGS data. Fig. 19 shows the depletion parameter D
as a function of a for both the eight-mode model and the
PIGS simulations, with the L = 1 and L = 2 potentials.
recall that we define 1 −D as the combined population
of the two natural orbitals with highest occupancy (see
Eq. (12)), so for the two-mode model D is zero by def-
inition. For the PIGS simulations at large a (> 0.1),
we see a modest nonzero amount of depletion that is
of comparable magnitude in all calculations. From the
analysis of Bogoliubov [86], we know that depletion be-
gins to become significant in a homogeneous BEC when
an1/3 approaches 1, (where n is the particle density), i.e.,
when the gas is no longer dilute. We can estimate the
relevant density n by the maximum value of the quantity
Nρx(x)ρy(y)ρz(z), with ρi the one-body density in the i
direction, since depletion will be dominated by the parts
of the BEC with greatest density. We find that for the
PIGS data, an1/3 is a linear function of the scattering

length a that is essentially independent of N and L and
that reaches values of order 0.9 for a > 0.1, consistent
with the PIGS depletion results shown in Fig. 19.

3. Universal Scaling of Squeezing with Na

Fig. 20 shows the PIGS squeezing data of Fig. 16, plot-
ted now as a function ofNa for each value of L. The most
striking feature of this plot is that the data for the vari-
ous values of N overlap each other (with one exception,
discussed below). The same universality is found when
plotting versus (N − 1)a, indicating that the scaling is
not dependent on the range of N employed here. Thus,
we have found that, to a good approximation, S is a uni-
versal function of the product Na for the potentials and
ranges of N and a presented here. The one exception is
the N = 8 data for the highest barrier (L = 3 aho), which
shows slightly more squeezing at large Na than seen with
the larger values of N (see discussion below).

This universal scaling of squeezing with Na across all
of our data implies that we can apply our squeezing re-
sults to systems with larger values of N than simulated
here, for correspondingly lower values of a. Since the
largest value of Na in our data set is 32 (N = 64, a =
0.5), the interesting non-monotonicity seen for Na values
greater than unity is thus directly relevant to current ex-
periments with, e.g., N ∼ 103−105 and a/aho ∼ 10−3, or
even larger numbers of atoms N ∼ 106 − 107 [104] when
the interaction is tuned to smaller values a/aho ∼ 10−5

by exploiting Feshbach resonances [34]. Such universal
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Figure 18. (Color online) Fragmentation F vs. scattering length a for three different particle numbers (N = 8, 16, and 32, from
top to bottom) and three different potentials (L = aho, 2 aho, and 3 aho, from left to right). The plots include results from the
two-mode non-interacting model, the two-mode GP model, the eight-mode non-interacting model, and the PIGS simulations.
Vertical lines indicate the value of a = aNI below which we expect the two-mode models in the NI basis to be valid (Eq. (67)).

scaling also suggests that to compute additional results
for larger N , one could instead simulate systems with the
same N as employed here but larger a values. This key
observation therefore mitigates the system size limitation
inherent in the Quantum Monte Carlo calculations for as
long as this universality continues to hold (i.e., as N and
a increase further).

The universal scaling of squeezing with Na (or equiv-
alently, Na/aho, since our scattering length is scaled by
aho) resembles the scaling of simple mean field estimates
of the ratio of interaction energy to kinetic energy for di-
lute trapped gases [105]. The same scaling is also found
for the PIGS ground state energy [106, Fig. 6.2], consis-
tent with the ratio of interaction to kinetic energy. For
Na > 1, the PIGS results for both the ground state en-
ergy and squeezing are thus generally consistent with the
interaction energy dominating over the kinetic energy of
particles in the double well system. The deviation for
N = 8, L = 3 noted above may then be understood as
arising because this is the set of parameters with both
the highest zero point energy and the smallest number

of particles. This results in a far greater relative contri-
bution of the kinetic energy and therefore a significant
deviation away from the parameter regime where the in-
teraction energy dominates the physics of the system.

We note that ground state mean field estimates ob-
tained from the two-mode calculations with GP basis
functions are typically also expected to scale with Na
(or (N − 1)a for small N) because the effective inter-
action strength scales with Na [105]. Indeed, the GP
results in Fig. 16 also show such scaling (see Fig. 21) and
also show non-monotonic squeezing behavior for Na > 1.
However, there are nevertheless differences between the
PIGS and GP scaling functions that increase with Na,
as is evident from Fig. 21, where the scaling function
for the two-mode GP results is seen to be systematically
lower than that for the PIGS results for the larger Na
values. This deviation from the PIGS results can be un-
derstood as reflecting the inaccuracies of the GP basis in
representing both delocalization across the barrier and
two-body tunneling (see discussion above), as well as the
inevitable break down of a two-mode description at large
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Figure 19. (Color online) Depletion D vs. scattering length a for three different particle numbers (N = 8, 16, and 32, from top
to bottom) and two different potentials (left: L = aho, right: L = 2 aho). The plots include results from the the eight-mode
non-interacting model (blue lines) and the PIGS simulations (green circles, with error bars); the two-mode models are excluded
because for these D = 0 by definition. The vertical black lines indicate the value of a = aNI below which we expect the models
to be valid (Eq. (67)).

enough Na values.
In contrast to the universal scaling behavior of squeez-

ing, the fragmentation F shows no universal scaling with
Na (or (N − 1)a for small N) other than in the regimes
where F ∼ 0. This may be understood in terms of the
different natures of fragmentation and squeezing. While
squeezing is a real space property that integrates over
the behavior of all of the natural orbitals, fragmentation
is determined by the behavior of specific natural orbitals
and will be more sensitive to the geometry of the poten-
tial. It is thus not surprising that this property does not
scale generically with a ratio of total interaction energy
to kinetic energy.

VI. SUMMARY AND CONCLUSIONS

We have presented a detailed analytical and numeri-
cal study of the squeezing and fragmentation exhibited
by the ground state of an ultracold, bosonic gas in a

three-dimensional double well trap for a variety of parti-
cle number, interaction strengths, and double well trap
geometries, using exact ground state calculations with
Quantum Monte Carlo methods and comparing to trun-
cated basis models with two and eight modes only. In
making these comparison, we have extended the previ-
ous two-mode analyses with analysis of the exact two-
mode Hamiltonian and investigated for the first time the
squeezing and fragmentation phenomena of a recently-
proposed eight-mode model. Using numerically exact
Quantum Monte Carlo methods to simulate the system
led to a number of interesting and surprising discoveries
about these well-known systems, most notably the fact
that squeezing and fragmentation show non-monotonic
behavior with intrinsic interaction strength a, particu-
larly for large barrier heights L.

The quantitative understanding gained from this study
allows for a more sophisticated qualitative picture of the
way in which squeezing and fragmentation come about in
a double well system than was previously possible. Recall
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Figure 20. (Color online) Universal scaling of the Quantum Monte Carlo (PIGS) results for the squeezing parameter S vs. Na
(the product of the number of particles and the scattering length) for three different potentials (L = aho, 2 aho, and 3 aho, from
left to right).

Figure 21. (Color online) Universal scaling of the results of the two-mode GP model for the squeezing parameter S vs. Na (the
product of the number of particles and the scattering length) for three different potentials (L = aho, 2 aho, and 3 aho, from left
to right). The gray dots are the PIGS data from Fig. 20 for comparison, with error bars removed.

that the suppression of number fluctuations corresponds
to increased squeezing and the suppression of tunneling
corresponds to increased fragmentation. Both the old
and the new qualitative pictures start the same way:

The ground state of the noninteracting dou-
ble well is a product of the one-body ground
state of each particle, and these one-body
states each occupy both wells equally. Hence,
if one were to measure the number of par-
ticles in the left well minus the number in
the right well, one could get any value from
N to −N . Therefore, number fluctuations
are large and squeezing is small. An equiva-
lent way to think of this situation is that the
structure of the noninteracting ground state
is such that tunneling is strong, and therefore

fragmentation is small. In fact, both S and
F are defined to be 0 in the noninteracting
case.

In the old picture, the introduction of repulsive interact-
ing proceeds like this:

The introduction of repulsive interactions
causes the system to minimize its interact-
ing energy by suppressing configurations in
which many particles are in one well and few
are on the other. This reduces number fluctu-
ations and increases squeezing. Additionally,
moving towards a configuration in which N/2
particles are locked into each side of the dou-
ble well suppresses tunneling and increases
fragmentation. These effects increase with in-
creasing interacting strength.
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However, in the new picture, the introduction of repulsive
interactions proceeds as follows:

The introduction of repulsive interactions
causes the system to minimize its interacting
energy in several ways. One way is to sup-
press configurations in which many particles
are in one well and few are on the other. This
increases squeezing and fragmentation as in
the old picture. However, the system can
also reduce its interaction energy by promot-
ing particles to modes in higher energy levels
(n > 1), leading to increased contributions
from tunneling and delocalization. One can
approximate these modes as each being lo-
calized in one of the two wells, although they
will extend into the “wrong” well based on
the strength of the double well barrier. There
are some modes in each energy band n > 1
that extend into the wrong well much further
than the n = 1 modes. Hence, a ground state
dominated by modes with larger values of
n naturally have larger number fluctuations
and tunneling than ground states dominated
by n = 1 modes, and therefore they exhibit
less squeezing and fragmentation. These two
effects compete with each other to determine
the overall amount of squeezing and fragmen-
tation, which is not monotonic in many cases.

The above description implicitly relies on the language
of expansions in one-body bases. However, such descrip-
tions require truncation to finite bases for calculations,
and as a increases, any finite basis truncation will even-
tually fail. In this work, we have seen explicitly how the
eight-mode model with non-interacting basis states ex-
tends the validity of a finite basis description to larger
a values that that of the conventional two-mode, non-
interacting model, but we also saw that the eight-mode
model does not describe squeezing or fragmentation ac-
curately for large values of Na, in particular for values
relevant to current experiments. Similarly, we also saw
that the two-mode model produces valid results for larger
values of a when using a basis constructed from solu-
tions to the Gross-Pitaevskii equation rather than a non-
interacting basis; however, both of these are less valid for
large Na than the eight-mode model.
Thus, for large values of a and/or N , our results

show that one cannot appeal to either mean-field or
multi-mode descriptions to correctly predict the amount
of squeezing and fragmentation exhibited by the sys-
tem. Instead, one must deploy the full machinery of
a numerically-exact method such as Quantum Monte
Carlo, which allows for full three-dimensional calcula-
tions without restriction to a truncated basis set repre-
sentation. The PIGS Quantum Monte Carlo results pre-
sented here show that for a given double well potential,
the amount of squeezing is a function solely of the prod-
uct Na. This universal scaling implies that our results

for Na = 1 − 64, corresponding to, e.g., N = 103 − 105

and a ∼ 10−3, lie within the regime of current experi-
ments with cold atoms trapped in double well potentials.
In contrast, the fragmentation shows no such universal
scaling.

This study also showed that the potential barrier
height, parameterized in this work by L, and the intrinsic
interaction strength, parameterized by the s-wave scat-
tering length a, are independent parameters that control
the number squeezing, fragmentation, and depletion dif-
ferently. Thus, it is important to study the dependence
on each of these independently. In addition, it is evident
that given the non-monotonic behavior of the number
squeezing at large values of Na, experimental verification
of this behavior will require studies for which that prod-
uct can be carefully controlled. This suggests experimen-
tal studies that hold constant the total number of par-
ticles N , which requires double well realizations having
high trapping potentials, regardless of the internal bar-
rier height. On the theoretical side, the present studies
have shown the potential usefulness of a truncated basis
calculation using mean field basis states from GP solu-
tions, rather than non-interacting basis functions. While
there are significant computational challenges in extend-
ing this approach to fully self-consistent sets of GP basis
functions, the agreement with PIGS results for squeezing
and fragmentation at all except the largest values of N
and a indicate that this might be a useful avenue for fur-
ther numerical studies in the strongly interacting regime.

Finally, we would like to revisit one of the main moti-
vations of this work discussed in the introduction, namely
the application of squeezed states to reduce the measure-
ment uncertainty of atom interferometers. One way to
generate a highly squeezed state is to use a Feshbach res-
onance to tune the intrinsic interaction strength of the
atoms in a BEC, thereby changing the amount of squeez-
ing exhibited by the system [34]. However, what inter-
action strength is the one that maximizes squeezing? In
the context of the old qualitative picture, which is based
on the nearly-degenerate two-mode description, the an-
swer is simple: stronger repulsive interactions mean more
squeezing, so one should tune a to as large a value as pos-
sible. However, we have shown that the real picture is
far more complicated. In particular, in many situations
squeezing does not increase monotonically with interac-
tion strength, and one has to consider the contributions
from delocalization and tunneling in addition to inter-
particle interactions in order to understand the detailed
behavior. In these situations, there is an optimal value
of a that maximizes squeezing. For large N , this op-
timal value cannot be predicted through the use of n-
mode models, but must instead be calculated from the
full Hamiltonian with an exact but computationally ex-
pensive method, such as the path integral ground state
(PIGS) Quantum Monte Carlo approach that was em-
ployed here. With the increasingly rapid advances in ex-
perimental methods for the study of Bose-Einstein con-
densates, we look forward to laboratory confirmation of
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the results of this study in the near future.
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Phys. Rev. Lett. 104, 073602 (2010).

[63] Z. Chen, J. G. Bohnet, S. R. Sankar, J. Dai, and J. K.
Thompson, Phys. Rev. Lett. 106, 133601 (2011).

[64] A. Louchet-Chauvet, J. Appel, J. J. Renema, D. Oblak,
N. Kjaergaard, and E. S. Polzik, New J. Phys. 12,
065032 (2010).

[65] C. Gross and M. K. Oberthaler, Proc. Int. Sch. Phys.
Enrico Fermi 188, 743 (2014).

[66] P. Nozières and D. Saint James, J. Phys. France 43,
1133 (1982).

[67] K. Xu, Y. Liu, D. E. Miller, J. K. Chin, W. Setiawan,
and W. Ketterle, Phys. Rev. Lett. 96, 180405 (2006).

[68] A. E. Leanhardt, A. P. Chikkatur, D. Kielpinski,
Y. Shin, T. L. Gustavson, W. Ketterle, and D. E.
Pritchard, Phys. Rev. Lett. 89, 040401 (2002).
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