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We study the rovibrational polarization response of water vapor using a fully correlated optical
Bloch equations approach employing data from the HITRAN database. For a 10 µm long-wave
infrared pulse the resulting linear response is negative, with a negative nonlinear response at inter-
mediate intensities and a positive value at higher intensities. For a model atmosphere comprised of
the electronic response of Argon combined with the rovibrational response of water vapor this leads
to a weakened positive nonlinear response at intermediate intensities. Propagation simulations us-
ing a simplified non-correlated approach show the resultant reduction in the peak filament intensity
sustained during filamentation due to the presence of the water vapor.

PACS numbers: 42.50.Ct, 42.65.Sf, 42.68.Ay, 42.68.Ge

Filamentation allows for the transmission of laser
pulses through the atmosphere with relatively stable
peak intensities over long distances by balancing self-
focusing (electronic Kerr) and defocusing (diffraction,
plasma) contributions [1–3]. This phenomenon has pos-
sible applications in long-range free-space optical com-
munication, remote sensing [4, 5], synthesis of ultrashort
pulses by higher harmonics generation [6, 7] and light-
ning guiding [8–10], to name but a few. The atmospheric
transparency windows in the mid-wave (MWIR, 3−5µm)
[11, 12] and long-wave infrared (LWIR, 8−12µm) [13, 14]
regimes are of particular interest. Studies of nonlinear
responses in molecular gases have so far been limited to
the response of the electrons (Kerr effect) and the in-
creased polarizability of the electrons due to a rotational
response of the nuclei (rotational Raman effect). While
this approach is justified in the optical and near infrared
spectral ranges, molecules can react strongly to MWIR
and LWIR pulses in the form of rovibrational transitions.
Most previous investigations have been limited to the
linear response due to rovibrational transitions [13, 15],
while studies of nonlinear rovibrational optical effects in
molecular gases are scarce [16].
In this paper, we study the rovibrational polariza-

tion response of water vapor as representative of the nu-
clear response of the molecules present in air. Specifi-
cally, throughout we consider LWIR pulses with a car-
rier wavelength of 10µm, which corresponds to 124meV,
and lies 50meV above the rotational transitions and
50meV below the rovibrational transitions of the low-
est vibrational mode of water (this difference matches
two thermal energies at room temperature). This corre-
sponds to the transparency regime with minimal absorp-
tion but with potential for non-instantaneous polariza-
tion response. Moreover, the 8−12µm wavelength range
is dominated by the strong rotational transitions at lower
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energies, which produces a negative linear polarizability
due to the nuclear response [15]. In turn the lower energy
rotational transitions can also produce a negative nonlin-
ear response for intermediate values of the intensity.
The remainder of this paper is organized as follows:

In Sec. I we first present our model for the description
of the rovibrational response of water vapor to LWIR
pulses based a fully correlated optical Bloch equations
approach employing data from the HITRAN database.
The selection of relevant transitions and the evaluation
of the linear and nonlinear responses is given in Secs. II-
IV. Section V describes a model atmosphere composed of
Argon and water vapor, and Sec. VI presents simulations
of filamentation in the model atmosphere to elucidate the
role of the rovibrational transitions.

I. MODEL

In order to model the polarization response of water
vapor due to the nuclear motions we employ a fully cor-
related optical Bloch equations approach using data from
the HITRAN database. We assume a set of rovibrational
states labeled α, β and γ coupled by dipole transitions
described by dipole matrix elements dαβ . Here α, β, γ
each contain a set of six quantum numbers, three for the
rotational and vibrational modes each. For illustration
Fig. 1(a) shows the energy spectrum of the rovibrational
states versus the rotational quantum number, the energy
being on the right hand vertical axis, and for various
vibrational states indicated along the left hand vertical
axis. Figure 1(b) illustrates some dipole allowed transi-
tions, the key being that the rovibrational coupling leads
to transfer of population and coherence between many
levels, and can in no way be construed as a collection of
two-level systems. Then in the presence of an external
field E the Hamiltonian for the system is given by

H =
∑

α

ǫαa
†
αaα −

∑

α,β

dαβEa†αaβ , (1)
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with energies ǫα, and creation and annihilation operators
a†α and aα, respectively. This leads to the equations of
motion

i~
∂

∂t

〈

a†αaβ
〉

=(ǫα − ǫβ)
〈

a†αaβ
〉

+
∑

γ

d∗αγE
〈

a†γaβ
〉

− dβγE
〈

a†αaγ
〉

, (2)

for the expectation values of the occupations fα =
〈

a†αaα
〉

and microscopic polarizations Pαβ =
〈

a†αaβ
〉

(with α 6= β). We account for line broadening by includ-
ing an additional damping term −i~ΓPαβ in the equation
of motion for the polarization, with damping rate Γ, for
which a constant value is used (3 · 10−4 fs−1) based on
the almost constant values given in the database for the
individual transitions.
We extract the dipole matrix elements, the energies

and damping (line broadenings) of water from the HI-
TRAN database [17]. While the energies can be ex-
tracted directly, the dipole matrix elements can be calcu-
lated from the absorption line intensities and occupations
of the states involved which are assumed to be thermally
populated at room temperature.
Here, the center wavelength λ = 10µm (124meV) of

the LWIR pulse lies between the rotational and first rovi-
brational transitions of the water molecule as illustrated
in Fig. 2 which shows the linear absorption spectrum
of water vapor according to the HITRAN database, the
LWIR photon energy being indicated by the vertical ar-
row. We limit our calculation to the 12709 most im-
portant dipole transitions connecting 2574 rovibrational
states. This corresponds to relatively few transitions
compared to the total number of possible combinations
of states, this being mainly due to forbidden transitions.
However, from the 142045 transitions included in HI-
TRAN we exclude most for numerical expediency and
since they are rather weak or spectrally far detuned from
the LWIR radiaiton. We checked that the neglected lev-
els indeed have a negligible effect for the test case of a
50 fs pulse of peak intensity 7 · 1016W/m2.

II. SELECTING THE TRANSITIONS

In the process of selecting transitions we first take only
those with a lower state belonging to one of the 9 low-
est vibrational states (up to energies of about 0.8 eV),
there being little data regarding the higher energy vibra-
tional states. In the next step, each selected transition is
evaluated with respect to the wavelength of interest. In
particular, for each transition a weighting factor

Vαβ(ω) =
|dαβ |

2

|~ω + ǫα − ǫβ|
(3)

is calculated. All transitions with V above a set value
will be taken into account. The appropriate value for
the cut off was found by increasing its value until the
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FIG. 1. (a) Energy spectrum of the rovibrational states, and
(b) illustrates the coupling of dipole allowed transitions in
(2). In (a) the energy is shown versus the (highest) rotational
quantum number, the energy being on the right hand vertical
axis, and for various vibrational states indicated along the left
hand vertical axis. In (b), the solid line identifies a particular
transition, for which the polarization is to be computed, and
the dashed lines symbolize coupled transitions.
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FIG. 2. Linear absorption spectrum of water vapor according
to the HITRAN database, the LWIR photon energy being in-
dicated by the vertical arrow, with the horizontal line showing
the spectral width of a 50 fs pulse.

result converged. In this work a value of Vαβ(ω) = 5 ·
1011 pA2 fs2 nm2/eV was used.

This selection process eliminates weak and/or off-
resonant transitions that contribute only marginally.
The removal of transitions reduces the total absorption
∑

αβ d
2
αβ . Since we do not want to change the total ab-

sorption, we tested the effect of rescaling the transition
dipole moments such that the total absorption is repro-
duced However, we find that this only has a negligible ef-
fect on the response, and shows that the most important
transitions are captured by the weighting factor criterion.
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III. LINEAR POLARIZATION RESPONSE

Based on previous calculations for water and 10 µm
LWIR radiation [15], we know that the linear polariza-
tion response due to the rovibrational states is negative.
This is the case since the lower rotational states are only
about 50meV lower in energy relative to the carrier fre-
quency, leading to a negative polarizability. The vibra-
tional transitions at higher energy which cause a posi-
tive polarization response cannot compensate this nega-
tive contribution. The electronic response, if included,
is strong enough to compensate this negative response
at this wavelength. However, in order to single out the
rovibrational contribution to the polarization response,
it is not included at this stage. For our calculations we
assumed pure water vapor at atmospheric pressure.
Within our optical Bloch equation formalism the

macroscopic polarization density p(t) is calculated in
terms of the microscopic polarizations Pαβ(t) as

p(t) =2N
∑

αβ

ℜdαβPαβ , (4)

with N the particle density. According to linear response
theory the macroscopic polarization can also be expressed
generally as a functional of all past field strengths

p(t) =

t
∫

−∞

E(t′)χ(t− t′)dt′, (5)

with χ(τ) the memory function.
Figure 3 shows the linear polarization response of the

rovibrational transitions of water for both (a) 200 fs, and
(b) 50 fs duration 10µm LWIR pulses. More specifically,
in both cases the dashed green line shows the electric field
E(t) of the applied pulse and the solid black line shows
−p(t), the negative of the linear response, to aid in exam-
ination. For the 200 fs pulse in Fig. 3(a) we see that to a
high degree−p(t) tracksE(t), implying an almost instan-
taneous response but with a negative polarizability, that
is, χ(τ) = Cδ(τ) with C negative in Eq. (5). In contrast,
for the 50 fs pulse in Fig. 3(b) non-instantaneous effects
are more apparent, implying contributions to the mem-
ory function beyond the δ-function model. In particular,
a clear phase shift between the field and polarization is
present indicating energy transfer from the field to the
nuclei in the first half of the pulse followed by the reverse
in the second half. This effect is proportional to the time
derivative of the pulse envelope and that is why it is
much more pronounced for the shorter pulse. Also the
different ratio between polarization and field amplitude
for the two pulse durations in Fig. 3 is caused by the
non-instantaneous nature of the linear response. Note,
that the polarization component at the carrier frequency
is not changed significantly by the pulse duration and
that other frequency components cause the difference in
amplitude.
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FIG. 3. (Color online) Linear polarization responses of the
rovibrational transitions of water for (a) 200 fs and (b) 50 fs
LWIR pulses: The dashed green line shows the shape of the
applied electric field for each case.

IV. NONLINEAR POLARIZATION RESPONSE

Turning now to the nonlinear polarization response,
Fig. 4 shows the negative polarization response −p(t)
of the rovibrational transitions of water to 200 fs LWIR
pulses with peak intensities of 1016 (black line) and
1017W/m2 (blue line), the dashed green line showing
the shape of the applied electric field. Close examina-
tion shows, that for the 1016W/m2 pulse both the linear
and nonlinear responses are negative, whereas for the
1017W/m2 the nonlinear response is positive and can
counter the linear response. The non-instantaneous na-
ture of the nonlinear response is particularly evident for
the higher pulse intensity (green line) as evidenced by
the time-asymmetric polarization response in response
to a time-symmetric pulse. In this case for shorter times
the polarization is more negative compared to the linear
response, while the negative linear response is partially
compensated during the later parts of the pulse.
As a qualitative measure to explore the polarization re-
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FIG. 4. (Color online) Polarization responses of the rovibra-
tional transitions of water to 200 fs LWIR pulses with peak
intensities of 1016 (black line) and 1017 W/m2 (blue line) nor-
malized to the electrical field. The dashed green line shows
the shape of the applied electric field.

sponse, we use the susceptibility at the carrier frequency
ωc[18]

χeff(ωc) =
p(ωc)

ǫ0E(ωc)
, (6)

which is shown in Fig. 5 for different pulse lengths as a
function of peak intensity. While similar in their qual-
itative behavior, the nonlinearities vary significantly for
each pulse length. With reference to Fig. 5(a) which
shows the real part of the susceptibility, for lower in-
tensities the nonlinear response is slightly positive, and
partially counters the linear response. For intermediate
values of the intensity (above about 5 · 1015W/m2), the
nonlinear response becomes negative as seen in Fig. 4(a)
for the 1016W/m2 pulse (black line). Finally, for intensi-
ties above about 3·1016W/m2 the trend towards positive
nonlinear responses reverts with a sharp increase of the
nonlinear polarization response. These trends are due
to different transitions being dominant in different exci-
tation regimes: As population is redistributed to higher
states at high intensities this depletes the original states,
that are thermally populated prior to the pulse, and this
strengthens other transitions at different energies. Whilst
this renders the rovibrational response very sensitive to
the precise excitation conditions, the general trends al-
luded to above remain intact.
Figure 5(b) shows the corresponding variation of the

imaginary part of the susceptibility with peak pulse
intensity. Here we see that the absorption increases
steadily with intensity as indicated by the increasingly
negative imaginary part of the susceptibility. The in-
creased linear absorption for shorter pulses is caused by
the stronger spectral broadening (13meV for 50 fs pulses)
shifting the pulse spectrum into more strongly absorbing
wavelengths. A saturation effect can be seen for the 200 fs
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FIG. 5. (a) Real and (b) imaginary parts of the effective
susceptibility χeff(ω) at the carrier frequency as a function of
peak intensity for 50 fs (circles), 100 fs (squares), and 200 fs
(triangles) LWIR pulses.

pulse, indicating a depletion of low-energy states.

The broad changes in the occupations of the rovibra-
tional states and the transitions are best exposed by ex-
amining the changes in absorption between the initial
thermal distribution (blue line) and the excited system
after a 50 fs LWIR pulse of peak intensity 7 · 1016W/m2

(black line) as shown in Fig. 6. The first striking fea-
ture at high excitation is the strong expansion of the
absorption bands thereby reducing the transparency win-
dows drastically. Second the spectral regions marked by
green horizontal lines exhibit gain following the excita-
tion. This gain is due to population transfer into the
upper levels of the respective transitions via other states,
leading to population inversions between higher levels.
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FIG. 6. (Color online) Absorption due to the rovibrational
transitions for the initial thermal distribution (blue line)
and after excitation with a 50 fs pulse of peak intensity
7 · 1016 W/m2 (black line). The vertical arrow indicates the
carrier frequency of the LWIR pulse, and the spectral regions
marked by thick green horizontal lines exhibit gain following
the excitation

V. EFFECTIVE SUSCEPTIBILITY OF

ARGON-WATER MIXTURE

As a model atmosphere, we use a gas at atmospheric
pressure composed of 99% argon and 1% water. The
water content corresponds to 32% relative humidity at
25 ◦C. Filling the remaining part of the simulated gas
with argon allows us to eliminate influences of the rovi-
brational transitions of other atmospheric molecules. We
assume a Kerr coefficient n2 = 9.8 · 10−24m2/W due
to electronic transitions for this gas based on the value
for argon in Ref. [19]. The recently conducted first di-
rect measurement of the Kerr coefficient for air at 10µm
yielded a value about five times this large [20]. However,
given that the measured value of the Kerr coefficient for
air includes contributions from rotational and Raman re-
sponses, here we used the cited value for Ar to capture
the electronic response.
Figure 7 shows the real part of the effective nonlin-

ear susceptibility at the carrier frequency as a function
of peak intensity for 50 fs (solid black line), 100 fs (long-
dashed green line), and 200 fs (dotted blue line) LWIR
pulses in this model atmosphere, the electronic Kerr
effect alone being indicated by the dashed black line.
The addition of water vapor clearly leads to a signifi-
cant departure from a Kerr-like behavior. In particu-
lar, instead of a susceptibility increasing linearly with
intensity there is a more complex behavior including a
significantly reduced gradient at intermediate intensities
around 1016W/m2, indicating a reduced self focusing ef-
fect at these intensities.
The analysis of this section is based on assessing the

nonlinear focusing effect at the carrier frequency, and is
thus qualitative at best. In order to validate the basic
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FIG. 7. (Color online) Real part of the effective nonlinear
susceptibility at the carrier frequency as a function of peak
intensity for 50 fs (solid black line), 100 fs (long-dashed green
line), and 200 fs (dotted blue line) LWIR pulses in a model at-
mosphere composed of 99% argon and 1% water. The short-
dashed black line indicates the effect of the electronic Kerr
effect alone.

picture in the next section we provide some illustrative
filamentation simulations for LWIR pulses propagating
in our model Ar-water atmosphere.

VI. SIMPLIFIED MODEL FOR PROPAGATION

It is currently not feasible to simulate Eqs. (2) in con-
junction with the space-time resolved field propagation
equation required to model filamentation. For this reason
we here adopt the simplified equations of motion

∂

∂t
fα =2

∑

β

dαβEℜ

(

1

i~
Pαβ

)

, (7)

∂

∂t
Pαβ =− ΓPαβ +

1

i~
[(ǫα − ǫβ)Pαβ + dαβE(fα − fβ)] ,

(8)

where we neglect couplings between different microscopic
polarizations. This simplified model works reasonably
well for intensities below 4 · 1016W/m2 for the follow-
ing reasons: By neglecting the direct coupling between
polarizations sharing a common state, the impact of pop-
ulation transfers due to other transitions is not fully ac-
counted for. This underestimates depletion effects and
opens the possibility of negative populations at suffi-
ciently high intensities. Moreover, dark polarizations can
lead to mutual excitation and cause feedback to optically
active polarizations, thereby influencing the macroscopic
polarization response. The simplified model therefore ap-
plies for small depletion and this explains the limitation
in peak intensity.
For the simulation of pulse propagation in the argon-

water model atmosphere we use the unidirectional pulse
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The dash lines are for argon gas alone and the solid lines are
with 1% water vapor. In both cases the nuclear response of
the water content reduces the self focusing leading to lower
peak intensities compared to the case of pure argon cases.

propagation equation model (UPPE) [21] which allows
for the inclusion of arbitrary nonlinear responses. In ad-
dition to the polarization response due to the rovibra-
tional transitions for water vapor discussed above, we
also include the electronic Kerr effect, with the Kerr co-
efficient n2 = 9.8·10−24m2/W stated above[19], and mul-
tiphoton ionization appropriate to argon gas. The latter
is implemented as a fit to the fully microscopic model as
is described in detail in the supplemental information to
[14].
Our goal with the simulations is to demonstrate the

weakening of the pulsed self-focusing due to the elec-
tronic Kerr effect by the presence of the rovibrational
polarization response. To this end Fig. 8 shows the max-
imum intensity over the transverse plane versus propaga-
tion distance for 100 fs LWIR pulses of peak powers 1.6
TW (black lines) and 3.2 TW (blue lines) with an initial
waist radius of 1 cm: The dashed lines are for argon gas
alone and the solid lines are with with 1% water vapor.
The case with 1.6 TW is slightly above the critical self-
focusing power based on argon alone, and with no water
vapor the peak intensity is seen to increase slightly with
propagation (dashed black line). In contrast, the addi-
tion of water with its rovibrational response leads to a
slightly decreasing intensity (solid black line) due to the
negative nonlinearities discussed above. For the 3.2TW
peak power (blue lines) with about two critical powers

the situation is similar, but here the self focusing is not
turned into defocusing but rather the focusing is signif-
icantly weakened. The results for the cases with water
vapor are limited in propagation distance by the intensity
limitations of the simplified approximation employed, but
the trends are clear.

VII. SUMMARY AND CONCLUSIONS

In summary, we have presented a fully correlated op-
tical Bloch equation approach employing the HITRAN
database to evaluate the nonlinear rovibrational response
of water vapor to LWIR pulses, concentrating here on a
10 µm center wavelength. The linear response is found to
be negative due to active rotational transitions below the
carrier frequency, and to exhibit a non-instantaneous re-
sponse. For intermediate intensities the nonlinear contri-
bution to the response is negative, but becomes positive
at higher intensities. For an argon-water model atmo-
sphere, the rovibrational response of the water is found
to weaken the electronic Kerr effect at intermediate inten-
sities. These basic findings were validated in simulations
of filamentation in the argon-water model atmosphere
using a simplified model valid at low intensities, and for
which the peak intensity of the propagating filament is
reduced by the presence of the rovibrational transitions.
Our goal with this paper is to initiate the theoretical

study and simulation of the rovibrational polarization re-
sponse of molecules. The rovibrational response will be
particularly important for pulse propagation in air in the
long-wave infrared regime that is currently of great inter-
est, and we hope our work stimulates experiments to val-
idate and extend our work. Much work needs to be done
to extend our model and simulations, and we mention a
few areas. First, the data extracted from the HITRAN
database is not complete. In particular, transitions be-
tween states with low occupations in a thermal state of
the system are missing from the database, since they do
not contribute to the linear properties of the system sig-
nificantly. However, such transitions can contribute to
the nonlinear response at high intensities. It is not abun-
dantly clear at which intensity this becomes important.
Furthermore, our model does not include effects on the
rovibrational transitions due to changes of the electronic
wave function and vice versa.
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