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Rabi oscillations typify the inherent nonlinearity of optical excitations in quantum dots. Using
an integral kernel formulation to solve the 3D Maxwell-Bloch equations in ensembles of up to
104 quantum dots, we observe features in Rabi oscillations due to the interplay of nonlinearity,
non-equilibrium excitation, and electromagnetic coupling between the dots. This approach allows
us to observe the dynamics of each dot in the ensemble without resorting to spatial averages. Our
simulations predict synchronized multiplets of dots that exchange energy, dots that dynamically couple
to screen the e↵ect of incident external radiation, localization of the polarization due to randomness
and interactions, as well as wavelength-scale regions of enhanced and suppressed polarization.

PACS numbers: 1.1

I. INTRODUCTION

Semiconductor structures containing a large number
of quantum dots o↵er ideal environments for exploring
collective e↵ects induced by light-matter interactions. Of-
ten, these structures exhibit new phenomena due to
geometrical randomness and nonlinearities in the un-
derlying system dynamics. Additionally, optical exci-
tations (excitons) undergo characteristic Rabi oscilla-
tions [1–3] in quantum dots analogous to those observed
in atomic systems; as quantum dots have stronger dipolar
transitions than atoms, these light-induced oscillations
generate secondary fields that couple the system more
strongly than equivalent atomic species. We can therefore
expect—at least in some regions of the sample—these
local secondary fields will produce modified collective be-
havior in the exciton dynamics. Phenomena induced by
these secondary fields have received considerable theoreti-
cal/computational [4, 5] and experimental [6] attention as
they may provide new insight on the coherent dynamics
of excitons in quantum dot systems.

In the realm of theoretical/computational investigation,
researchers in atomic and solid-state optics have devel-
oped numerous variations of the Maxwell-Bloch equa-
tions [7] to describe features such as ringing in pulse
propagation [8, 9] or emission fluctuations [10]. Early
solution strategies for these equations fell to continuum
models [9, 11] that recover e↵ects arising from far-field
interactions or describe near-field phenomena assuming
spatial homogeneity [12]. More recently, mesh-based PDE
solvers [13–15] added a large degree of fidelity to these
models, though the finite size of the mesh means they still
have trouble resolving short-range e↵ects without unduly
increasing the computational cost. Additionally, the na-
ture of these meshes make them prohibitively expensive
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to extend into higher dimensional geometries for optically-
large systems. In this work we develop a computational
framework to discover signatures of collective e↵ects in
strongly-driven quantum dots within a microscopic for-
malism. By constructing the Maxwell-Bloch equations
with an integral kernel to describe radiation, we recover
near- and far-electric fields with full fidelity across the
simulation while allowing for dynamics at the level of
individual quantum dots. Our methodology—based on
successful models of other electromagnetic [16–18] and
acoustic [19–21] systems—accommodates 104 particles
distributed over optically-large regions in three dimen-
sions.

As we explicitly track the evolution of each quan-
tum dot in the system, we will numerically demonstrate
that the collective Rabi oscillation can induce significant
coupling in su�ciently close quantum dots. This laser-
induced inter-dot coupling manifests itself in di↵erent
forms: (i) The polarization generated in isolated quantum
dot pairs dynamically suppresses the Rabi rotation. We
interpret this as the consequence of a time-dependent en-
ergy shift that brings the pair temporarily out of resonance
with the external driving field. (ii) In addition to this
screening, we observe oscillations in the free-induction
decay for larger multiplets of quantum dots. (iii) Op-
tical pulses of integer ⇡ area, for which we expect no
polarization in uncoupled systems following the pulse,
produce patterns of residual localized polarization that
remain in the system. (iv) The long-range interactions
in optically-large systems produce wavelength-scale re-
gions of enhanced and suppressed polarization. These
e↵ects could, for instance, help identify multiplets of dots
that dynamically couple during Rabi oscillations, or help
understand nonlinear pulse propagation e↵ects in these
media.

We structure the remainder of this paper as follows:
section II motivates the physical model of an ensemble of
two-level systems that interact through a classical electric
field. Section III presents the details of our methodology
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in the context of a global rotating-wave approximation
and we o↵er an implementation of this algorithm at [22].
Section IV contains the results of our investigation where
we observe polarization features not present in noninter-
acting systems at both sub- and super-wavelength scales.
Finally, section V contains concluding remarks where
we hypothesize on the mechanisms underpinning the ob-
served polarization features as well as comment on our
future work in this area.

II. PROBLEM STATEMENT

Consider the evolution of a set of quantum dots in
response to a time-varying electric field. If we concern
ourselves only with electric dipole transitions in a res-
onant (or nearly-resonant) system, we may write the
time-dependence of a given quantum dot’s density matrix,
⇢̂(t), as

d⇢̂

dt
=
�i
~

h
Ĥ(t), ⇢̂

i
� D̂[⇢̂]. (1)

Here, Ĥ(t) represents a local Hamiltonian that governs
the internal two-level structure of the quantum dot, as
well as its interaction with an external electromagnetic
field, and D̂ provides dissipation terms that account for
emission e↵ects phenomenologically. Formally,

Ĥ(t) ⌘
✓

0 ~�(t)
~�⇤(t) ~!0

◆
(2a)
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⇢10/T2 ⇢11/T1

◆
(2b)

where �(t) ⌘ d · Ê(r, t)/~, d ⌘ h1|er̂|0i, and |0i & |1i
represent the highest valence and lowest conduction states
of the quantum dot under consideration. Finally, the
T1 and T2 constants characterize average emission and
relaxation times.

To account for the interactions between quantum dots,
we turn to a semiclassical description of the system under
the assumption of coherent fields and negligible quantum
statistics e↵ects. Such an approximation preserves the
discrete two-level energy structure of individual quan-
tum dots though electromagnetic quantities behave like
their classical analogues. We define the total electric
field at any point as E(r, t) = EL(r, t)+F{P(r, t)} where

EL(r, t) describes an incident laser field, P(r, t) a polar-
ization distribution arising from the o↵-diagonal elements
(coherences) of ⇢̂, and
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(see §72 of [23]). Here, I
$

denotes the identity dyad,
r̄ ⌘ (r� r0)/|r� r0|, ⌦ represents the tensor product (i.e.
(a⌦b)ij = aibj), tR ⌘ t� |r� r0|/c, and ✏ gives the dielec-
tric constant of the inter-dot medium. Thus, in a system
composed of multiple quantum dots, eq. (3) couples the
evolution of each quantum dot by way of the o↵-diagonal
matrix elements appearing in eq. (2a). Note that this
approach does not require an instantaneous dipole-dipole
Coulomb term between (charge-neutral) quantum dots;
the interactions between structures occur only via the
electric field which propagates through space with finite
velocity. (See Aiv and Civ of [24] for in-depth discussions
of this point.)

In the systems under consideration here, !0 lies in the
optical frequency band (⇠ 1500meV/~). As such, näıvely
integrating eq. (1) to resolve the Rabi dynamics that occur
on the order of 1 ps becomes computationally infeasible.
By introducing ⇢̃ = Û ⇢̂Û † where Û = diag(1, ei!Lt), we
may instead write eq. (1) as

d⇢̃

dt
=
�i
~

h
ÛĤÛ † � i~V̂ , ⇢̃

i
� D̂[⇢̃], V̂ ⌘ Û

dÛ†

dt
(4)

which will contain only terms proportional to ei(!0±!L)t

if E(t) ⇠ Ẽ(t) cos(!Lt). Consequently, we ignore the
high-frequency quantities under the assumption that such
terms will integrate to zero in solving eq. (4) over appre-
ciable timescales [25]. As the system no longer contains
any optical frequencies, one can then construct e�cient
numerical strategies for solving eq. (4).
Due to the quantum mechanical transitions at play in

producing secondary radiation, we may assume similarly
monochromatic radiated fields. As such, a similar trans-
formation applies to the source distribution in eq. (3).
Writing P(r, t) = P̃(r, t)ei!Lt and similarly ignoring high-
frequency terms, the radiated field envelope becomes
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(5)

Critically, eq. (5) maintains the high-frequency phase relationship between sources oscillating at !L via the
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FIG. 1. Nonorthogonal and C

0-continuous temporal basis
function T (t/�t) constructed from intervals of third-order
Lagrange polynomials.

factors of e�i!L|r�r0|/c that appear.

III. COMPUTATIONAL APPROACH

To solve eqs. (4) and (5) for each of Ns quantum dots
at Nt equally-spaced timesteps, we begin with a suitable
representation of P̃(r, t) in terms of spatial and temporal
basis functions, i.e.

P̃(r, t) =
Ns�1X

`=0

Nt�1X

m=0

A(m)
` S`(r)T (t�m�t). (6)

As the wavelength of any radiation in the system far
exceeds the dimensions of the quantum dots under con-
sideration, we take S`(r) ⌘ d`�(r� r`) where d` and r`
denote the dipole moment and position of dot `. Further-
more, we require the T (t) to have finite support as well
as causal and interpolatory properties so as to recover P̃,
@tP̃, and @2

t P̃ at every timestep. Accordingly, we have
elected to use

T (t) =
pX

j=0

�j(t) (7)

where

�j(t) =

(
(1�⌧)j

j!
(1+⌧)p�j

(p�j)! j � 1  ⌧ < j

0 otherwise,
(8)

(a)k ⌘ �(a + k)/�(a) denotes the Pochhammer rising
factorial, and ⌧ ⌘ t/�t. Such a T (t) consists of shifted,
backwards-looking Lagrange polynomials of order p (we
require p � 3 to recover a twice-di↵erentiable function),
forming a temporal basis set with functions similar to the
one shown in fig. 1. These functions reliably interpolate
smooth functions with controllable error and have a long
history of use in studies of radiative systems [26, 27].

Combining eqs. (5) and (6) and projecting the resulting
field onto the spatiotemporal basis functions produces a

marching-on-in-time system of the form

L(m) +
mX

k=0

Z(k)A(m�k) = F (m). (9)

In this (block Ns ⇥Ns) matrix equation

L(m)
` =

⌦
S`(r), ẼL(r,m�t)

↵
(10a)

Z(k)
``0 =

⌦
S`(r), F̃{S`0(r)T (k�t)}

↵
(10b)

F (m)
` =

⌦
S`(r), Ẽ(r,m�t)

↵
(10c)

where h·, ·i denotes the scalar product of two functions.
As we have elected to use a uniform �t, the summation in
eq. (9) represents a discrete convolution that will produce
F (m) given only A(m0m). To link A(m) with the density
matrix in eq. (4), we take

A(m)
` ⌘ ⇢̃`,01(t = m�t) (11)

as the o↵-diagonal matrix elements (coherences) of ⇢̃`
directly characterize the dipole radiating at r` under the
rotating-wave approximation. Consequently, determining
A(m+1) amounts to integrating eq. (4) from ti = m�t
to tf = (m+ 1)�t for every quantum dot in the system.
For this, we make use of the predictor/corrector scheme
detailed in [28]. Defining tm ⌘ m�t and approximating
⇢̃(t) as a weighted sum of complex exponentials, the pre-
dictor/corrector scheme proceeds with an extrapolation
predictor step,

⇢̃`(tm+1) 
W�1X

w=0

P(0)
w ⇢̃`(tm�w) + P(1)

w @t⇢̃`(tm�w), (12)

and iterated corrector steps,

⇢̃`(tm+1) 
W�1X

w=�1

C(0)
w ⇢̃`(tm�w) + C(1)

w @t⇢̃`(tm�w) (13)

(C(0)
�1 ⌘ 0 by construction) to advance the system by �t.

Such an integrator has significantly better convergence
properties than Runge-Kutta integrators for equations of
the type seen in eq. (4).
To summarize, one timestep of our solution strategy

proceeds as follows:

1. At timestep m, use eqs. (11) and (12) to predict
A(m+1). This prediction depends only on the known
history of the system and does not require the cal-
culation of any electromagnetic interactions.

2. Use eq. (9) to calculate F (m+1). Having extrap-
olated A(m+1) in step 1, F (m+1) will contain in-
formation from quantum dots within c�t of each
other.

3. Produce @t⇢̃(tm+1) (and thus @tA(m+1)) by evalu-
ating eq. (4) with the F (m+1) found in step 2.

4. Correct A(m+1) with eq. (13) and @tA(m+1) found
in step 3. Repeat steps 2 through 4 until A(m+1)

has su�ciently converged, then set m m+ 1.
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Quantity Symbol Value
Speed of light c 300 µmps�1

Transition frequency !0 1500meV/~
Transition dipole moment d 10 e a0 (uniform)
Decoherence times T1, T2 10 ps and 20 ps
Laser frequency !L 1500meV/~
Laser wavevector kL !L/c (kL · d = 0)
Pulse width �/!L 1 ps
Pulse area – ⇡

TABLE I. Simulation parameters (unless otherwise stated); e
and a0 denote the elementary charge and Bohr radius. The
decoherence times here, while shorter than those typical of
optical resonance experiments, a↵ord a shorter computational
time but preserve dynamical emission phenomena.

IV. NUMERICAL RESULTS

Here we detail the results of investigations into coupled
quantum dot behavior with the model presented thus
far. Our algorithm reliably handles tens of thousands
of quantum dots and can simulate ten picoseconds of
system dynamics in two days on a single processor. We
perform simulations of systems of quantum dots randomly
distributed throughout a simulation volume experiencing
a laser pulse of the form

ẼL(r, t) = Ẽ0e
�(kL·r�!Lt)2/(2�2). (14)

Table I provides the physical system parameters unless
otherwise stated.

A. Stability & adjacency e↵ects

Figure 2 details ⇢00(t) for two-, and 1024-particle simu-
lations shown against a solution of eq. (4) for a quantum
dot evolving according to ẼL(r, t) alone. The system in
fig. 2(a) contains two quantum dots with a separation of
6.3 nm perpendicular to their mutual d to ensure large
contributions from the near-field term of eq. (5). The two
quantum dots in this system follow the same trajectory
and both excite far less than either would in response to
the incident laser alone. These signatures indicate the
e↵ect arises as a dynamical frequency shift that brings
adjacent quantum dots out of resonance with the applied
electric field. We note that this suppression e↵ect oc-
curred to varying degrees for all near-field arrangements
of two quantum dots that we investigated. In fig. 2(b),
the system contains the same two-dot arrangement as in
(a), however we have added an additional 1024 quantum
dots randomly distributed throughout a 6.4⇥ 10�2 µm3

cube centered around the original pair. Most of these
additional quantum dot populations deviate little from
those produced by the laser-only pulse due to the large
separation between particles. Nevertheless, as we have
filled the cube randomly, some regions of the system con-
tain localized clusters of quantum dots that produce the
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FIG. 2. Population dynamics of adjacent quantum dots (top,
shown with the trajectory of a quantum dot driven exclusively
by the external laser in black) and a 1024-particle neighbor-
hood (dots (1) and (2) maintain their separation and orien-
tation between simulations). The interaction between parti-
cles gives a greatly diminished response to the external pulse
through a dynamical detuning of the two-dot system. The
majority of the neighboring particles in the 1024-dot system
follow trajectories nearly identical to that prescribed by the
laser (omitted for clarity); many-dot e↵ects, however, pro-
duce significant oscillatory modes in the evolution of selected

quantum dots (shown in gray). Note that ⇢

(1)
00 and ⇢

(2)
00 ap-

pear to have two coherent modes in the presence of multiple
dots: a high-frequency oscillation between the pair, as well
as a low-frequency oscillation of the group about a decaying
envelope.

suppression e↵ect detailed above (for two adjacent par-
ticles) or populations with higher frequency oscillations
(in the case of clusters with three or more quantum dots).
Specifically, the two “original” quantum dots acquire an
out-of-phase oscillation with respect to each other as well
as a lower frequency in-phase oscillation of the pair about
a decaying envelope.

Figure 3 further illustrates the near-field coupling be-
tween quantum dots. Here, 1024 quantum dots randomly
fill an 8⇥ 10�3 µm3 cube and the same 1 ps Gaussian
⇡-pulse illuminates the system. Without any inter-dot
interactions, such a pulse would perfectly transition every
quantum dot from |0i to |1i, leaving behind no polariza-
tion after the pulse has passed. As the system in fig. 3
has experienced most of the pulse, the majority of the
quantum dots behave this way. A number of particles
remain polarized well after the pulse has passed through
the system, however, due to their apparent proximity.
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FIG. 3. Spatial distribution of |⇢̃01| for 1024 quantum dots
as an indicator of polarization. Recorded at t = 2ps relative
to the peak of a 1 ps-wide ⇡-pulse, the color and size of each
sphere indicates the location of each quantum dot and its
polarization. Following a ⇡-pulse, a single quantum dot would
have no remnant polarization; here, due to the near-field
interactions between particles, clusters of quantum dots remain
in highly-polarized states depending on their separation.
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FIG. 4. Inverse participation ratio (IPR) for the system shown
in fig. 3. The dashed line indicates the sample time for fig. 3.

B. Polarization enhancement

Borrowing from standard measures of localization (in
which one calculates integrals of E over the simulation
volume), we have adapted the inverse participation ratio
(IPR) of the dot polarization as

IPR(t) =

P
` |p̃`(t)|4⇣P
` |p̃`(t)|2

⌘2 (15)

to provide a quantitative description of these phenom-
ena [29]. Figure 4 shows this quantity for the system in

fig. 3. The maximum IPR occurs some time after the
pulse has passed through the system, indicating strongly-
coupled quantum dots retain their polarization longer
than their neighbors. Moreover, this dynamical localiza-
tion e↵ect features oscillations which suggests many-dot
e↵ects contribute to the dynamics within a narrow spec-
tral region.

Figure 5 depicts the evolution of |⇢01(r)| as an indicator
of P̃ for a cylinder containing 10 000 quantum dots. The
cylinder has a radius of 0.2 µm and a length of 4 µm, and
the incident kL lies along the cylindrical axis (again per-
pendicular to d so as to maximize the long-distance inter-
action between quantum dots). This simulation captures
the suppression e↵ects of figs. 2 and 3 as a small num-
ber of quantum dots remain in an unexcited state while
the cylinder polarizes around them. Additionally, due
to the length of the cylinder, larger regions of enhanced
polarization begin to appear as the system polarizes—an
e↵ect we did not observe in sub-wavelength structures.
We liken these nodes to standing waves in a cavity that
arise from the far-field interaction term of eq. (5). As the
pulse varies little over the length of the cylinder, identical
simulations run without interactions (i.e. Z = 0 every-
where) produce homogeneous polarization distributions.
Reducing the simulation to a planar geometry (fig. 6)
preserves both the short-range (dark, adjacent quantum
dots) and long-range (regions of enhanced/diminished po-
larization) phenomena observed in fig. 5. We note these
geometries produce a much weaker e↵ect than their fully
three dimensional counterparts, though larger simulations
with greater far-field contributions or quantum dots engi-
neered to have a larger dipole moment may produce more
measurable e↵ects.

C. Inhomogeneous broadening

Thusfar we have investigated only homogeneous sys-
tems (i.e. an identical !0 for every quantum dot in the
system). To probe the e↵ects of interaction-independent
inhomogeneities (possibly occurring due to some experi-
mental variation in quantum dot sizes), fig. 7 presents four
simulations with normally-distributed transition frequen-
cies characterized by a width parameter. In simulations
with mild detuning, we observe a distribution pattern
characteristic of the enhancement phenomenon seen in
fig. 5. More variation in the detuning distribution, how-
ever, quickly serves to destroy these phenomena leaving
only “pulse-driven” e↵ects. At present, inhomogeneous
broadening in quantum dots typically exceeds the values
used in fig. 7. Impurity-bound excitons have greatly di-
minished inhomogeneous e↵ects and thus could o↵er an
avenue to observe these phenomena [30].
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FIG. 5. Coloration of |⇢̃01| at t1 = �0.05 ps, t2 = 0ps, t3 = 0.05 ps, and t4 = 0.10 ps relative to the peak of a 1 ps-wide
pulse. 10 000 quantum dots randomly distributed throughout a 0.2 µm (radius)⇥ 4 µm cylinder oriented along kL demonstrate
near-field the e↵ects of fig. 2 as distinct, outlying bright/dark quantum dots. Additionally, the size of the system allows for
wavelength-scale phenomena that appear here as five standing regions of enhanced polarization. (Note that we model quantum
dots as point objects; the size of the spheres here has no physical interpretation.)
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FIG. 6. Coloration of |⇢̃01| for 10 000 quantum dots arranged
in a finite planar geometry (in units of �). The slab displays
a prominent polarization pattern 1.25 ps after the peak of a
1 ps pulse.

V. CONCLUSIONS & FUTURE WORK

Here we developed a robust, fine-grained algorithm to
solve for the dynamics of an ensemble of quantum dots
that couple in response to external light fields. By making
use of an integral equation kernel to propagate radiated

fields, our model facilitates simulations of thousands of
quantum dots in three dimensions with accurate bookkeep-
ing of both near and far radiation fields. Our simulations
predict a suppression e↵ect between adjacent quantum
dots that screens out the incident laser pulse and we in-
terpret this e↵ect as a dynamical detuning that shifts the
e↵ective !0 of the a↵ected quantum dots. Moreover, we
observe additional oscillatory behavior and localization
e↵ects in larger clusters of particles. These e↵ects could
prove useful to identify optically quantum dot “molecules”
in an extended sample by detecting residual localized
polarization following integral ⇡ pulse(s)—we expect that
an experimental ⇡-pulse calibrated to a single quantum
dot with a scanning-type polarization measurement [6]
would reveal signatures of these e↵ects in dense samples.
Finally, in larger systems of densely-packed quantum dots,
we see significant localization that present as regions of
enhanced polarization over length scales comparable to
that of the incident wavelength. These e↵ects persist
in simulations with other extended geometries and in
simulations with inhomogeneously-broadened transition
frequencies, though the e↵ects quickly disappear with
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FIG. 7. z-distribution of polarization |⇢̃01| for the geometry in fig. 5. In each simulation, 10 000 quantum dots had random
Gaussian noise (with width parameters of 0.0meV, 0.2meV, 0.4meV and 0.6meV) added to a resonant ~!0 = 1500meV. The
induced long-range patterns in the polarization remain for mild detunings <⇠ 0.5meV but have completely washed out at 0.6meV.
Additionally, each simulation displayed the characteristic near-field coupling e↵ects of fig. 2 (not visible here).

only a few meV detuning.

Semi-classical approaches can describe some superra-
diant e↵ects within a continuum formulation [7, 31, 32].
First predicted in 2005 [33] and observed in 2007 [34],
superradiant e↵ects in quantum dot ensembles have since
spurred theoretical analyses into cooperative radiation
mechanisms [35, 36]. While our semiclassical approach
accounts for collective e↵ects due to the secondary field
emission from quantum dots, we do so in the Hamiltonian
term on the right hand side of eq. (1) and not in the D̂[⇢̂]
dissipator. In future work, we plan to extend our micro-
scopic approach to include collective dissipation e↵ects so
as to better model superradiant phenomena. We expect
that our approach—when extended to systems containing
a larger number of quantum dots—will aid in investigat-
ing the role of many-dot interactions in systems such as
nanolasers [37] that exploit these phenomena. Unfortu-

nately, the näıve O
�
N2

s

�
interaction calculation presented

here hampers attempts to extend these calculations to
systems with Ns � 104. Our ongoing research includes
the development of accelerated computational techniques
that exploit the structure of Z to reduce the big-O com-
plexity of eq. (9). Additionally, the technique presented
here readily extends to model atomic, molecular, and
semiconductor systems with richer structure (e.g. systems
with energy degeneracies or biexcitonic transitions).
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