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In this work we examine transverse and longitudinal fluxes in a $\mathcal{PT}$-symmetric photonic dimer using a coupled-mode theory. Several surprising understandings are obtained from this perspective: the longitudinal flux shows that the $\mathcal{PT}$ transition in a dimer can be regarded as a classical effect, despite its analogy to $\mathcal{PT}$-symmetric quantum mechanics. The longitudinal flux also indicates that the so-called giant amplification in the $\mathcal{PT}$-symmetric phase is a sub-exponential behavior and does not outperform a single gain waveguide. The transverse flux, on the other hand, reveals that the apparent power oscillations between the gain and loss waveguides in the $\mathcal{PT}$-symmetric phase can be deceiving in certain cases, where the transverse power transfer is in fact unidirectional. We also show that this power transfer cannot be arbitrarily fast even when the exceptional point is approached. Finally, we go beyond the coupled-mode theory by using the paraxial wave equation and also extend our discussions to a $\mathcal{PT}$ diamond and a one-dimensional periodic lattice.
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I. INTRODUCTION

Parity-Time ($\mathcal{PT}$) symmetric optical systems have attracted growing interest in the past several years [1–24]. These systems are non-Hermitian due to the presence of gain and loss, which are delicately balanced such that the refractive index satisfies $n(x) = n^*(-x)$ with respect to a chosen symmetry plane at $x = 0$. A plethora of findings in such systems are tied to the spontaneous $\mathcal{PT}$ symmetry breaking at an exceptional point (EP) [25–32], which was first investigated theoretically in non-Hermitian quantum mechanics [33–35] and later realized in photonics in the paraxial regime [1–6]. The energy levels of the system (or propagation constants for waveguides) undergo a transition from real to complex conjugate pairs as a result of this spontaneous symmetry breaking.

The study of paraxial wave propagation has focused on the eigenvalue spectra and wave dynamics. In contrast, optical fluxes in both the longitudinal and transverse directions have not received much attention [36] especially when the system is not in a propagation eigenstate. They are important quantities as shown in a different $\mathcal{PT}$-symmetric setup, i.e., light scattering from a $\mathcal{PT}$-symmetric structure, where a conserved flux between the incident and scattered waves marks the $\mathcal{PT}$-symmetric phase of the scattering matrix [11, 12]. A generalized conservation law in terms of transmittance and reflectance was also found for both one-dimensional (1D) and quasi-1D $\mathcal{PT}$-symmetric structures [13, 14], which holds independent of the $\mathcal{PT}$ transition.

In this work we examine longitudinal and transverse optical fluxes in $\mathcal{PT}$-symmetric photonic systems, starting with a $\mathcal{PT}$ dimer consisting of two parallel waveguides in the coupled-mode regime. The longitudinal flux reflects the change of the total intensity as a function of the propagation distance (time) and is hence a measure of local gain and loss. The transverse flux, on the other hand, is the result of frustrated total internal reflection through waveguide sidewalls and analogous to quantum tunneling. We found that these two quantities in fact reveal several important properties of previous studied phenomena.

More specifically, by considering the longitudinal flux we show that the standard $\mathcal{PT}$ transition in a photonic dimer, where the propagation constants change from real to a complex conjugate pair, can be regarded as a classical effect: it depends only on the intensity pattern of a propagation eigenmode but not on the relative phase of its amplitudes in the two waveguides. The longitudinal flux also indicates that the so-called giant amplification in the $\mathcal{PT}$-symmetric phase [37] is a sub-exponential behavior and does not outperform a single gain waveguide.

Using the transverse flux, we analyze transverse power oscillations in the $\mathcal{PT}$-symmetric phase [1, 2, 5], which was among the first theoretical predications that have promoted the fast growing interests in $\mathcal{PT}$-symmetric optics. A similar effect was also found in a complex Su-Schrieffer-Heeger (SSH) lattice [18]. One often overlooked property of this behavior is that the distance (time) of the oscillation from the gain waveguide to the loss waveguide is shorter than the reversed process. We reveal that the apparent power transfer from the gain waveguide to the loss waveguide cannot be arbitrarily fast as the system approaches the EP; it is bounded by the inverse of the coupling constant. Interestingly, although the transverse flux is bidirectional in general and hence consistent with the apparent shifting of the intensity peak from one waveguide to the other, we show that these transverse
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oscillations can be deceiving in certain cases, where the transverse flux is in fact unidirectional.

Finally, we go beyond the coupled-mode theory and confirm the aforementioned findings using the paraxial wave equation. We also extend our discussion to a \( \mathcal{PT} \)-symmetric “diamond”, where the gain and loss waveguides are coupled indirectly by two separate bridging waveguides without gain or loss. Despite the coincidence of a genuine degeneracy and an EP of order 3 \cite{38}, the power oscillations persist and continue to show unidirectional character in some cases. These behaviors are also expected in certain more complicated \( \mathcal{PT} \)-symmetric photonic structures, such as a one-dimensional lattice formed by coupling many identical \( \mathcal{PT} \) dimers.

II. TRANSVERSE AND LONGITUDINAL FLUXES IN A HERMITIAN DIMER

We start our discussion by briefly reviewing the transverse and longitudinal fluxes in a Hermitian dimer. We use the following coupled-mode theory in the paraxial regime

\[
\begin{align*}
\frac{i}{\partial z} a &= \beta a + J b, \\
\frac{i}{\partial z} b &= \beta b + J a,
\end{align*}
\]

where \( z \) is the propagation distance, \( \beta \) is the propagation constant, and \( J \) is the coupling coefficient. Let us rewrite the two equations above in terms of intensities \( I_a \equiv |a|^2 \) and \( I_b \equiv |b|^2 \):

\[
\begin{align*}
\frac{\partial I_a}{\partial z} &= -iJ(a^*b - ab^*), \\
\frac{\partial I_b}{\partial z} &= iJ(a^*b - ab^*).
\end{align*}
\]

The Hermitian nature of the system is reflected by the fact that the longitudinal flux, defined by \( J_z \equiv \partial_z (I_a + I_b) \), vanishes. Consequently, the transverse flux \( J_t \equiv iJ(a^*b - ab^*) \) leaving waveguide \( a \) all enters waveguide \( b \). This example indicates that the magnitudes of the fluxes in the longitudinal and transverse directions are not necessarily correlated. We also note that \( J_t \) does not depend on the propagation constant \( \beta \), and it is equivalent to \( L_y \) in the angular momentum representation of the effective Hamiltonian \cite{39, 40}.

To study the dynamics of \( J_t \), one can derive the \( z \)-derivative of \( a^*b \) directly using Eqs. (1) and (2). Here we take a different approach and utilize Eqs. (3) and (4) instead, with which we rewrite \( J_t \) as

\[
J_t = \frac{1}{2} \frac{\partial \Delta}{\partial z}, \quad \Delta \equiv I_a - I_b.
\]

By differentiating Eqs. (1) and (2) in the rotating frame \((a, b \rightarrow ae^{-i\beta z}, be^{-i\beta z})\), it is straightforward to find

\[
\frac{\partial I_{a,b}}{\partial z} + 4J^2 J_{a,b} = 0,
\]

which gives us

\[
\Delta(z) = \Delta_s \sin(2Jz) + \Delta_c \cos(2Jz).
\]

\( \Delta_s,c \) are two real constants determined by the initial conditions \( \Delta(0) \) and \( \partial_z \Delta(0) \). As a result, we find

\[
J_t(z) = J[\Delta_s \cos(2Jz) - \Delta_c \sin(2Jz)].
\]

Clearly \( J_t(z) \) is a sinusoidal function of spatial period \( \pi/J \), and it resembles Rabi oscillations of a two-level system in quantum mechanics. Here the (transverse) power oscillations are symmetric, i.e., it takes the same propagation distance for power to oscillate back and forth between the two waveguides.

Alternatively, one can analyze the wave dynamics by decomposing the wave function in the eigenstate basis, i.e.,

\[
\Psi(z) = \begin{pmatrix} a \\ b \end{pmatrix} = c_+ \Psi_+ e^{-i\lambda z} + c_- \Psi_- e^{+i\lambda z},
\]

where \( \Psi_\pm = [1, \pm 1]^T \) and the corresponding eigenvalues are given by \( \lambda_\pm = \beta \pm J \). The superscript \( T \) denotes the matrix transpose, and \( c_\pm \) are the expansion coefficients at \( z = 0 \), which are complex in general. Denoting \( \theta = \text{Arg}[c_+] - \text{Arg}[c_-] \), \( I_\theta \) then reaches its maximum at \( z = (\theta + 2n\pi)/2J \) \((n = 0, 1, 2, \ldots)\). Similarly, \( I_0 \) is maximized at \( z = |\theta + (2n+1)\pi|/2J \), and it takes the same distance \( z = \pi/2J \) for power to oscillate completely from one waveguide to the other, which agrees with the result derived above.

III. FLUXES IN A \( \mathcal{PT} \) DIMER

Next we turn to a \( \mathcal{PT} \) dimer with equal gain and loss:

\[
\begin{align*}
\frac{i}{\partial z} a &= (\beta + i\tau)a + J_b, \\
\frac{i}{\partial z} b &= (\beta - i\tau)b + J_a.
\end{align*}
\]

The equations for the intensities in the two waveguides are now given by

\[
\begin{align*}
\frac{\partial I_a}{\partial z} &= 2\tau I_a - J_t, \\
\frac{\partial I_b}{\partial z} &= -2\tau I_b + J_t.
\end{align*}
\]

Clearly the terms proportional to \( \tau \) are due to intrawaveguide gain and loss, and the transverse flux is still given by \( J_t = iJ(a^*b - ab^*) \) while the longitudinal flux is now given by \( J_z = 2(\tau I_a - I_b) \).

A. “Classical” \( \mathcal{PT} \) transition

We note that in an eigenstate \( \Psi(z) = \Psi(0)e^{-i\lambda z} \), which indicates Im[\( \lambda \)] = \( J_z/2(I_a + I_b) \). The two phases of \( \mathcal{PT} \)
symmetry can then be judged by combing this expression with $\mathcal{F}_2 = 2\tau(I_a - I_b)$ given above: in one phase $I_a = I_b$ and $\lambda$ is real, resulting in a conserved longitudinal flux; in the other $I_a \neq I_b$ and $\lambda$ is complex, and the resulting positive (negative) $\mathcal{F}_2$ indicates wave amplification (attenuation). Since the relative phase between the complex amplitudes $a, b$ does not appear in this criterion, we can classify this standard $\mathcal{PT}$ transition as a “classical” one. In contrast, this relative phase drives the anomalous non-linear $\mathcal{PT}$ transition [41] and pseudo-Hermitian transition [42], which can be retracted as “quantum” transitions in this regard. This distinction based on whether the relative phase of two complex amplitudes appears is familiar in the double-slit experiment, the outcome of which differs for classical particles and quantum particles.

B. Asymmetric power oscillations and unidirectional evanescent flux

Equations (12) and (13) are different from their Hermitian counterparts [Eqs. (3) and (4)] even in the $\mathcal{PT}$-symmetric phase, which indicates that the expectation of Rabi-like oscillations in a $\mathcal{PT}$ dimer based on its real energy eigenvalues is problematic. In fact, these equations already show clearly that the transverse power oscillations are asymmetric: when the intensity $I_a$ in the gain waveguide is at its maximum (and hence larger than the intensity $I_b$ in the loss waveguide), Eq. (12) tells us that the transverse flux $\mathcal{F}_2$ is positive and equal to $2\tau I_b$; hence it is larger than $2\tau I_b$ and leads to a positive $\partial_z I_b$ using Eq. (13), meaning that $I_b$ is in the half period to reach its maximum. Similarly, when $I_b$ is at its maximum, we know that $I_a$ is in the half period to reach its minimum [see Figs. 1(a) and 1(b)].

These asymmetric behaviors are often overlooked in the discussion of the power oscillations. To understand them more quantitatively, we again decompose the wave function in the eigenstate basis using Eq. (9). The eigenstates are now given by $\Psi_{\pm} = [1, \pm e^{i\phi}]$ and the corresponding eigenvalues are $\lambda_{\pm} = \beta \pm J \cos \phi$, where $\phi \equiv \arcsin(\tau/J) \in (0, \pi/2)$ in the $\mathcal{PT}$-symmetric phase. To simplify the notation, we choose $z = 0$ to be the point where the expansion coefficients $c_{\pm} z^0$ are in phase, and we denote $c_+ = r c_- (r > 0)$ for a non-eigenstate in the $\mathcal{PT}$-symmetric phase. The intensities in the gain and loss waveguides are then given by

\begin{flalign}
I_a(z) = |c_-|^2 [1 + r^2 + 2r \cos 2\phi_1(z)],
I_b(z) = |c_-|^2 [1 + r^2 + 2r \cos [2\phi_1(z) - (\pi - 2\phi)]],
\end{flalign}

where $\phi_1(z) \equiv J z \cos \phi$. $I_{a,b}(z)$ undergo sinusoidal oscillations, but they are $\pi - 2\phi$ out of phase. Therefore, the distance $z_1 = (\pi - 2\phi)/(2J \cos \phi)$ between one peak of $I_a$ and the subsequent peak of $I_b$ is shorter than the distance $z_2 = (\pi + 2\phi)/(2J \cos \phi)$ between this peak of $I_b$ and the next peak of $I_a$, leading to an asymmetric power oscillation [see Fig. 1(a)]. This behavior is very different from Rabi oscillations in a Hermitian dimer (i.e., when $\phi = 0$), and it highlights an important impact of non-Hermiticity, i.e., the eigenmodes of the system are no longer orthogonal, even when the eigenvalues are still real.

As we approach the EP where $\tau = J$ and $\phi = \phi_i/2$, $I_{a,b}$ oscillate more and more in phase [see Fig. 1(b)]. Despite this trend, it is important to note that the apparent power transfer from the gain waveguide to the loss waveguide does not become arbitrarily fast as the system approaches the EP. To be more precise, $z_1$ reduces monotonically with $\tau/J$ but is bounded by $J^{-1}$ from below [see Fig. 1(c)]. This behavior can be understood in the following way: although the ratio $z_1/z_2$ approaches zero as the system approaches the EP, the spatial period of $I_{a,b}(z)$ [i.e., $z_0 = z_1 + z_2 = \pi/(J \cos \phi)$] approaches infinity as well, which leads to a finite value of $z_1$ but leaves $z_2$ diverging. To show these observations quantitatively, we define $\delta = J - \tau$ and $\theta = \pi/2 - \phi$. It then follows that $\cos \theta = 1 - \delta/J \approx 1 - \theta^2/2$ as we approach the EP, or equivalently, $\theta \approx \sqrt{2\delta/J}$. Therefore, we find

\begin{flalign}
&z_1 = \frac{\pi - 2\phi}{2J \cos \phi} \approx \frac{2\theta}{2\sqrt{2\delta}} = J^{-1}, \quad (16) \\
&z_2 = \frac{\pi + 2\phi}{2J \cos \phi} \approx \frac{2\pi}{2\sqrt{2\delta}} \rightarrow \infty. \quad (17)
\end{flalign}

So far we have discussed asymmetric transverse power oscillations without actually calculating how much power is directly transferred between the waveguides. We find
the transverse flux $\mathcal{J}_t$ in the $\mathcal{PT}$-symmetric phase to be
\begin{equation}
\mathcal{J}_t(z) = 2|c|\sin[2\phi_1(z) + \phi] \right)
\end{equation}
using Eqs. (12) and (14) [or Eqs. (13) and (15)]. In order for the power oscillations between the two waveguides to be symmetric, i.e., a sinusoidal function with a zero mean, the offset $2|c_+|^2 + |c_-|^2 \tau = 0$ from zero in the expression above needs to vanish, which holds only in the Hermitian case (i.e., $\tau = 0$). Interestingly, $\mathcal{J}_t(z)$ can flow unidirectionally from the gain waveguide to the loss waveguide, and the apparent transverse power oscillation is merely a disguise. This situation takes place when
\begin{equation}
\tau > \frac{2Jr}{1 + r^2},
\end{equation}
which can be satisfied in the $\mathcal{PT}$-symmetric phase as long as $r \neq 1$. The example shown in Fig. 1(b) is one such case, and its unidirectional $\mathcal{J}_t$ is shown in Fig. 1(d). Different from previous findings of unidirectional wave propagation in $\mathcal{PT}$-symmetric photonic structures [13, 17, 20], we note that here the flux is carried by frustrated evanescent waves instead of propagating waves.

C. Giant amplification

The diverging spatial period $z_0$ of power oscillations mentioned in the previous section also needs to be considered when discussing the “giant amplification” near the EP [37]. To understand this behavior in simple terms, let us consider an equal amplitude ($r = 1$) superposition of $\Psi_y$. The total intensity can be calculated using the sum of Eqs. (14) and (15):
\begin{equation}
I(z) = 4|c|^2 \{1 + \frac{\tau}{J} \sin[2\phi_1(z) + \phi]\}. \tag{20}
\end{equation}
Its minimum $I_{\text{min}} = 4|c|^2(1 - \tau/J)$ at $\phi_1(z) = -\phi/2 - \pi/4$ and its maximum $I_{\text{max}} = 4|c|^2(1 + \tau/J)$ at $\phi_1(z) = -\phi/2 + \pi/4$ differ dramatically near the $\mathcal{PT}$ transition point, where $I_{\text{min}} \to 0$ and $I_{\text{max}} \to 8|c|^2$. Now if the input wave is prepared with $I = I_{\text{min}}$, then one can expect a giant amplification when the intensity reaches $I_{\text{max}}$. We note that this giant amplification is in fact an interference effect of the two non-orthogonal eigenstates: the minimum intensity is a result of their maximum destructive inference, while the maximum intensity is a result of their maximum constructive interference. The contrast of $I_{\text{min}}$ and $I_{\text{max}}$ decreases near the EP because the two eigenstates of the system become almost identical. We plot this amplification ratio as a function of propagation distance and $\tau$ in Fig. 2(a).

One concern though is that this giant amplification takes place over the distance $z_0/2$ that also approaches infinity near the EP. Therefore, the important quantity here is the amplification rate per unit propagation distance, which is captured by the ratio of the longitudinal flux and the input intensity:
\begin{equation}
\frac{\mathcal{J}_z(z)}{I_{\text{min}}} = 2\sin[2\phi_1(z)] \left(\frac{J + \tau}{J - \tau}\right)^{1/2}. \tag{21}
\end{equation}
Here the point $z = 0$ has been shifted from the convention used in the previous section to where the total intensity is at its minimum. While this expression looks to be divergent near the EP, its value shortly after the launch of the wave, i.e.,
\begin{equation}
\frac{\mathcal{J}_z(z)}{I_{\text{min}}} \approx 4\tau(J + \tau)z \quad (z \ll z_0), \tag{22}
\end{equation}
is actually quite limited in comparison with a single gain waveguide, where $\tilde{I} = I_{\text{min}} \exp(2\tau z)$ and
\begin{equation}
\frac{\tilde{\mathcal{J}}_z(z)}{\tilde{I}_{\text{min}}} = 2\tau \exp(2\tau z). \tag{23}
\end{equation}
In fact, one can show that the longitudinal flux in a single gain waveguide is always stronger than that in giant amplification, independent of the value of $z$ after the launch of the wave. To prove this claim, we show that
\begin{equation}
D(z) = \ln \frac{\mathcal{J}_z(z)}{\mathcal{J}_z(z)} > 0. \tag{24}
\end{equation}
Since $J_z(z)$ is periodic while $\tilde{\mathcal{J}}_z(z)$ increases exponentially, we only need to prove this inequality in the first period of $J_z(z)$ where $z < z_0$. We immediately find that $D(z \to 0)$.
0) = \ln(2\tau/0^+) obviously satisfies this condition, and so does the minimum of \(D(z)\), i.e.,

\[
\min[D(z)] = \left(\frac{\pi}{2} - \phi\right) \tan \phi - \ln(1 + \sin \phi), \tag{25}
\]

which occurs at \(z = (\pi/2 - \phi)/(2J \cos \phi)\). Using \(x > \sin x\) for \(x > 0\), or its variant \((\pi/2 - \phi) > \cos \phi\) for \(\phi \in (0, \pi/2)\) in the \(\mathcal{PT}\)-symmetric phase, we finally derive

\[
\min[D(z)] > \sin \phi - \ln(1 + \sin \phi) > 0. \tag{26}
\]

In the last step we have also used \(e^x > (1 + x)\) for \(x > 0\).

Therefore, we see that the giant amplification, though interesting as a non-Hermitian effect by itself, does not outperform a single gain waveguide with the same value of \(\tau\) (see the examples in Fig. 2). We also note that this giant amplification requires input in both waveguides in general: single-waveguide input implies \(\phi_1 = \pi/2\) or \(\pi - \phi\) from Eqs. (14) and (15) when \(r = 1\), while the input with \(I_{\text{min}}\) requires \(\phi_1 = -\phi/2 - \pi/4\) instead as mentioned previously. Therefore, with single-waveguide input there are alternate regions of amplification and attenuation as the wave propagates, whose period approaches infinity near the EP. In more complicated non-Hermitian structures, the maximum amplification and the corresponding input can be calculated using the singular value decomposition [43].

IV. \(\mathcal{PT}\) DIMER IN THE CONTINUOUS REGIME

Below we extend our discussion of the \(\mathcal{PT}\) dimer beyond the coupled-mode theory. For simplicity we consider a planar system, where the waveguides are assumed to be invariant along the \(z\)-axis and characterized by a complex index of refraction that is \(\mathcal{PT}\)-symmetric along the transverse direction, i.e., \(n(x) = n^*(−x)\). Under the paraxial approximation, the dynamics of the slowing-varying field amplitude \(\Phi(x, z)\) is captured by a Schrödinger-like equation:

\[
\frac{\partial \Phi}{\partial z} = -\frac{\partial^2 \Phi}{\partial x^2} + V(x)\Phi = H\Phi. \tag{27}
\]

Note that \(x\) and \(z\) are in their scaled units and dimensionless. \(V(x)\) is the optical potential given by \(V(x) ≡ −n_R(x) − in_I(x)\), where \(n_R, I(x)\) are the real and imaginary parts of the index modulation on top of a uniform background index. We choose \(n_I\) to be positive (negative) for loss (gain). As we mentioned before, the eigenmodes in a non-Hermitian system (here they are functions of the \(x\) coordinate only) are non-orthogonal and the eigenvalues \(\lambda_n = \beta_n + i\gamma_n\) are complex in general.

Let us follow the same order of discussions in Sec. III and discuss the “classical” \(\mathcal{PT}\) transition first. For the guided modes in the photonic structure, they have a vanishing amplitude as \(x \to \infty\). As a result, it is straightforward to show that the longitudinal flux \(J_z ≡ dI(z)/dz\) is given by

\[
J_z = -2 \int_{-\infty}^{\infty} dx n_I(x)|\Phi(x, z)|^2, \tag{28}
\]

where \(I(z) ≡ \int_{-\infty}^{\infty} dx |\Phi(x, z)|^2\). Now for an eigenmode \(\Phi(x, z) \propto \phi_n(x)e^{-i\lambda_n z}\), \(J_z\) becomes \(2\gamma_n I\). In the \(\mathcal{PT}\)-symmetric phase we have \(|\phi_n(x)|^2 = |\phi_n(−x)|^2\) [see Fig. 3(c)], and as a result the right hand side in Eq. (28) vanishes because the integrand is an odd function about \(x = 0\), leading to a vanished \(\gamma_n\) and a real \(\lambda_n\) [see Fig. 3(b)]. The situation is different when \(|\phi_n(x)|^2 \neq |\phi_n(−x)|^2\) in the \(\mathcal{PT}\) broken phase [see Fig. 3(d)], where \(\lambda_n\) becomes complex and Eq. (28) indicates \(\gamma_n = −\gamma_n' \neq 0\) [see Fig. 3(b)]. Hence again we see that the \(\mathcal{PT}\) transition here only depends on the absolute value of an eigenmode but not its phase angle, with which we can refer to it as a “classical” transition similar to our discussion in Sec. III.

Next we turn to power oscillations in the \(\mathcal{PT}\)-symmetric phase [see Figs. 4(a) and (b)] and discuss the transverse flux now defined by \(J_t(x, z) = i\partial_{\partial x}\Phi^* \Phi - \Phi^* \Phi\). We first note that \(J_t\) does not appear in Eq. (28), which is similar to the sum of Eqs. (12) and (13) where \(J_t\) is cancelled. In fact, the counterpart of Eqs. (12) and (13) here is given by a continuity equation

\[
\frac{\partial |\Phi|^2}{\partial z} = 2n_I(x)|\Phi|^2 + \left. \frac{\partial J_t}{\partial x}\right|_{\Phi_0}, \tag{29}
\]

where the two terms on the right hand side represent intra-waveguide gain (or loss) and inter-waveguide flux exchange, just as in the coupled-mode theory.
In our $\mathcal{PT}$ dimer we define two waveguide regions of width $w$: $x \in [-d-w/2, -d+w/2] \equiv w_1$, $[d-w/2, d+w/2] \equiv w_2$, where $2d$ is the distance between their centers. For simplicity, we set $n_R(x \in w_1, z) = -0.5$ and $n_I(x \in w_1, z) = +\tau$, which are zero elsewhere. To find an $x$-independent form of the transverse flux most relevant in the power oscillation phenomenon, we integrate Eq. (29) in the two waveguide regions, which result in

$$\frac{d f_1}{dz} = 2\tau I_1 + J_1(-d + w/2, z),$$  \hspace{1cm} (30)$$
$$\frac{d f_2}{dz} = -2\tau I_2 - J_1(d - w/2, z).$$  \hspace{1cm} (31)$$

Here $f_{1,2}(z) \equiv \int_{w_{1,2}} dx |\Phi(x, z)|^2$ and we have taken $J_1(-d - w/2, z) = J_1(d + w/2, z) = 0$ at the outer boundary of each waveguide [see Figs. 4(c) and (d)], where the waves of the guided modes are evanescent and do not carry a transverse flux. By comparing the two equations above to Eqs. (12) and (13), their similarities are readily seen. Nevertheless, we note that $f_{1,2}(z) \neq f_{1,2}(d - w/2, z)$, the difference of which equals the longitudinal flux in the inter-waveguide region $[-d + w/2, d - w/2] \equiv w_3$:

$$\frac{d}{dz} \left( \int_{w_3} dx |\Phi|^2 \right) = J_1(d - w/2, z) - J_1(-d + w/2, z).$$  \hspace{1cm} (32)$$

This difference, though small, can still be discerned from the slight skewness of $f_1$ shown in Figs. 4(c) and (d).

More generally, we note

$$J_1(-x, z) \neq J_1(x, z),$$  \hspace{1cm} (33)$$
which does not contradict the following relation for an eigenmode in the $\mathcal{PT}$-symmetric phase:

$$J_{t,n}(x) = J_{t,n}(-x).$$  \hspace{1cm} (34)$$

Equation (34) is another manifestation of $\mathcal{PT}$ symmetry, which can be proven using $\Phi_n(-x) = \Phi_n^*(x)$ and $-\partial_x \Phi_n(-x) = \partial_x \Phi_n^*(x)$ in the $\mathcal{PT}$-symmetric phase. To understand the inequality (33), we assume the two mode approximation

$$\Phi(x, z) \approx c_+ \phi_+(x)e^{-i\lambda x + z} + c_- \phi_-(x)e^{-i\lambda x - z}$$  \hspace{1cm} (35)$$
in our analysis, similar to Eq. (9) in the coupled-mode theory. Again we choose $z = 0$ to be where $c_{+, -}$ are in phase and denote $c_+ = r c_-$ ($r > 0$). We then find $J_1(x, z) \neq J_1(-x, z) = 2r \left[ (\phi_+ \partial_x \phi_+^* - \phi_- \partial_x \phi_-^*) + c.c. \right] \sin(\beta_+ - \beta_-) z$, which is zero only at the EP (where $\beta_+ = \beta_-$. Finally, we note that the transverse flux in the interwaveguide region becomes unidirectional when $\tau$ is large [see Fig. 4(d)], just like our analysis based on the coupled-mode theory predicts.

V. $\mathcal{PT}$ DIAMOND

In this section we extend our examination of optical fluxes to a more complicated $\mathcal{PT}$-symmetric photonic system, which we refer to as a “$\mathcal{PT}$ diamond.” Instead of coupling the gain and loss waveguides directly, we now couple them indirectly via two separate waveguides without gain or loss [see Fig. 5(a)]. Having verified the validity of the coupled-mode theory, here we use it again in our analysis.

Below we focus on the shifted effective Hamiltonian $\tilde{H} = H - \beta_1$ of our $\mathcal{PT}$ diamond, where $\beta$ is the propagation constant of a single waveguide in Eqs. (10), (11) and 1 is the identity matrix. Besides $\mathcal{PT}$ symmetry, $\tilde{H}$ also satisfies the non-Hermitian particle-hole (NHPH) symmetry, which is a universal property of gain and loss modulated photonic lattice with otherwise identical elements on two sublattices and with nearest neighbor coupling [44]. As a consequence of NHPH symmetry, the four eigenvalues of $\tilde{H}$ here satisfy

$$\lambda_j = -\lambda_{j'},$$  \hspace{1cm} (36)$$
where $j, j'$ are not necessarily the same. When $j$ and $j'$ are different, $\lambda_j, \lambda_{j'}$ are symmetric about the imaginary axis, and NHPH symmetry is spontaneously broken. When $j = j'$ instead, a “zero mode” (i.e., $\text{Re}[\lambda_j] = 0$) is formed on the imaginary axis of the complex $\lambda$ plane, where NHPH symmetry holds for the corresponding eigenstate.

For the four eigenmodes of the $\mathcal{PT}$ diamond, there is only one $\mathcal{PT}$-transition point [see Figs. 5(c) and (d)] which takes place at

$$\tau_{\text{TH}} = \sqrt{2(J^2 + K^2)}.$$  \hspace{1cm} (37)$$

FIG. 4. (Color online) Power oscillation and transverse flux in the $\mathcal{PT}$ dimer shown in Fig. 3. (a)-(b) Wave intensities with $\tau = 0.002$ and 0.005, respectively. $c_+ = 2, c_- = 1$ in Eq. (35). The colormap is the same as in Fig. 1(a) and (b). (c) and (d) The corresponding transverse flux, which are bidirectional when $\tau = 0.002$ and unidirectional when $\tau = 0.005$. 
This \(PT\) transition is very similar to that of the \(PT\) dimer discussed previously: the trajectories of two \(\lambda\)'s form a semicircle in the \(\tau - \text{Re}[\lambda]\) plane before the EP, with a radius given by \(\tau_{\text{TH}}\):

\[
\lambda_{\pm} = \pm \sqrt{\tau_{\text{TH}}^2 - \tau^2} \equiv \pm \tau_{\text{TH}} \cos \phi, \quad \phi \in [0, \pi/2].
\]  
(38)

The same is true in the \(PT\) dimer, with \(\tau_{\text{TH}} = J\) instead. In addition, the wave functions of these two modes can be written as

\[
\Psi_{\pm} = \left[ 1, \lambda_{\pm} - i\tau J, \frac{K}{K^2 + J^2}, \frac{1}{\tau_{\text{TH}}} \right]^T.
\]  
(39)

Therefore, they have an identical intensity profile in the \(PT\)-symmetric phase that do not change with \(\tau\), i.e.,

\[
|\Psi_{\pm}| = \left[ \frac{1}{\tau_{\text{TH}}}, \frac{|K|}{K^2 + J^2}, \frac{1}{\tau_{\text{TH}}} \right]^T,
\]  
(40)

which is shown in Fig. 5(b). The same behavior again takes place in the simple \(PT\) dimer, as can be seen directly from the expressions of \(\Psi_{\pm} = [1, \pm e^{i\phi}]\) given above Eqs. (14) and (15).

The matrix rank of \(\hat{H}\) is 2 in this case, and hence the other two \(\lambda\)'s of \(\hat{H}\) are always equal to 0 (\(\beta\)). Note however, \(\lambda = 0\) does not form an "exceptional line" as a function of the gain and loss strength \(\tau\), since these two modes are genuinely degenerate with distinct wave functions. One of them can be chosen as a "dark state," i.e., one with zero amplitudes in the gain and loss waveguides:

\[
\Psi_1 = [0, J, 0, -K]^T
\]  
(41)

It is then easy to understand why the eigenvalue of this mode is not affected by \(\tau\) at all. If we require that the other wave function to be orthogonal with the dark state, it is then proportional to

\[
\Psi_2 = \left[ \frac{1}{\tau_{\text{TH}}} \frac{K}{K^2 + J^2}, \frac{1}{\tau_{\text{TH}}} \frac{J}{K^2 + J^2} \right]^T
\]  
(42)

and vary with \(\tau\). It becomes an opposite dark state to \(\Psi_1\) in the Hermitian limit, with vanishing amplitudes in the two bridging waveguides. Note that at the EP (\(\lambda = 0\)) it becomes the same as the identical \(\Psi_\pm\) given by Eq. (39) [see Fig. 5(b)], and hence this EP is of order 3 [38], similar to the finding in a 1D Lieb lattice with a flat band [45].

Now let us examine the transverse fluxes of our \(PT\) diamond in the \(PT\)-symmetric phase. The first question we address is whether the fluxes through the two bridging waveguides are in the same direction (e.g., from the gain side to the loss side) for the three "non-dark" eigenstates; the dark state obviously has zero fluxes due to the vanished wave amplitudes in the gain and loss waveguides. Since there is no gain or loss in the two bridging waveguides, they simple pass on the fluxes they receive from the gain (loss) waveguide to the other, i.e.,

\[
\mathcal{J}_{1,12} = iK(a^\dagger \mu - a \mu^\dagger) = \mathcal{J}_{3,23} = iK(b^\dagger \mu - b \mu^\dagger) \equiv \mathcal{J}_{t,2},
\]

\[
\mathcal{J}_{1,14} = iJ(a^\dagger \nu - a \nu^\dagger) = \mathcal{J}_{3,43} = iJ(b^\dagger \nu - b \nu^\dagger) \equiv \mathcal{J}_{t,4},
\]

\(a, b\) are again the wave amplitudes in the gain and loss waveguides, and \(\mu, \nu\) are those in the other two waveguides. The subscripts reflect the labeling shown in Fig. 5(a). Using the expressions for \(\Psi_{\pm}\) and \(\Psi_2\), we find that both \(\mathcal{J}_{t,2}\) and \(\mathcal{J}_{t,4}\) increase from zero as \(\tau\) increases [see Fig. 6(a)], which shows that indeed the gain waveguide serves as the "source" in the \(PT\) diamond while the loss waveguide serves as the "drain" along both pathways. This result is independent of the signs of the two coupling coefficients, because \(\mathcal{J}_{t,2} \propto K^2\) and \(\mathcal{J}_{t,4} \propto J^2\) hold for these modes. Below we will take \(K\) and \(J\) to be positive.

Next we focus on the power oscillations in the \(PT\)-symmetric phase. For simplicity, we first consider an input wave that is a superposition of \(\Psi_{\pm}\), similar to that in Eq. (9). In this case \(\mathcal{J}_{t,12}, \mathcal{J}_{t,14}\) are again in the same direction, given by

\[
\mathcal{J}_{t,12}(z) = J_0\{(1 + r^2)\tau + 2r\tau_{\text{TH}} \sin[2\phi_1(z) + \pi - \phi]\}
\]  
(43)

and

\[
\mathcal{J}_{t,14}(z) = J^2\mathcal{J}_{t,12}(z)/K^2,
\]

where \(J_0 = K^2|c_-|^2/\tau_{\text{TH}}\) and \(\phi_1(z) = \tau_{\text{TH}} z \cos \phi\). Here we have normalized the wave functions in Eq. (40) by the square root of its intensity. Different from the transverse fluxes in the eigenstates, now the two bridging waveguides no longer pass on the fluxes immediately; instead, they have a delayed response, i.e.,

\[
\mathcal{J}_{t,23}(z) = J_0\{(1 + r^2)\tau + 2r\tau_{\text{TH}} \sin[2\phi_1(z) + \phi]\}
\]  
(44)

and

\[
\mathcal{J}_{t,43}(z) = J^2\mathcal{J}_{t,23}(z)/K^2.
\]

Note that the four transverse fluxes given above have similar expressions as that in the simple \(PT\) dimer, and we
of two harmonic components with periods $\pi/(\tau_{TH} \cos \phi)$ and $2\pi/(\tau_{TH} \cos \phi)$, with the latter giving the period of the combined dynamics. Also the dynamics in the two bridging waveguides are not in phase any more.

VI. CONCLUSION AND DISCUSSIONS

Using both a coupled-mode theory and the paraxial wave equation, we have revealed several surprising findings in $\mathcal{PT}$-symmetric photonic systems from the perspective of optical fluxes. In particular, we have shown that in a $\mathcal{PT}$ dimer the $\mathcal{PT}$ transition does not depend on the relative phase of the wave function in the two waveguides, and hence it can be considered as a classical effect. In addition, we have proved that the apparent power oscillation from the gain waveguide to the loss waveguide in the $\mathcal{PT}$-symmetric phase cannot be arbitrarily fast near the EP: while it is faster than that in the Hermitian case [46], it is bounded by the inverse of the coupling constant. Furthermore, we have shown that it is always possible to have unidirectional transverse flux in the $\mathcal{PT}$-symmetric phase of a dimer, as long as the input is not a superposition of the two eigenmodes with equal amplitudes. We have found the same behavior in a $\mathcal{PT}$ diamond where the gain and loss waveguides are coupled via two bridging waveguides without gain or loss. We have also analyzed the “giant amplification,” a result of interfering two nearly identical eigenstates, and shown that it is a sub-exponential behavior and does not outperform a single waveguide with the same amount of gain.

We expect many of these findings to hold in certain more complicated $\mathcal{PT}$-symmetric photonic structures. For example, if we consider a one-dimensional lattice formed by coupling many identical $\mathcal{PT}$ dimers with the same coupling constant $J$, the forms of Eqs. (12) and (13) remain the same with $J_1$ replaced by $J_1 + J_2$, where $J_2 \equiv iJ(\alpha e^{-ik_{\Delta}} - \alpha^*e^{ik_{\Delta}})$, $k$ is the wave vector, and $\Delta$ is the lattice constant. Since $J_1$ does not affect $\text{Im}[\lambda]$ and again $\text{Im}[\lambda] = J_2/(2I_0 + I_0)$, the $\mathcal{PT}$ transition again only depends on whether $I_0 = I_0$ and hence can still be treated as a classical effect. Similarly, the peak-to-peak distances $z_{1,2}$ are given by the same expressions as Eqs. (16),(17) with the coupling $J$ replaced by an effective coupling $\tilde{J} = \sqrt{2J(1 + \cos k_{\Delta})}$, the inverse of which now limits how fast the apparent power transfer from a gain waveguide to its two neighboring loss waveguides can take place. Although the expressions for $J_1$ and $J_2$ becomes more complicated, one can show that for a large enough $\tau$ in the $\mathcal{PT}$-symmetric phase of a given $k$, the transverse flux is always “unidirectional,” i.e., only from the gain waveguides to the loss waveguides, as long as $\tau \neq 1$ for the wave functions $\Psi_{\pm}(k)$ in the two bands.
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