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3Physics Department, Harvard University, Cambridge, Massachusetts 02138, USA
(Dated: July 27, 2017)

We investigate the time evolution of the entanglement entropy of coupled single-mode Bose-
Einstein condensates in a double well potential at T = 0 temperature, by combining numerical
results with analytical approximations. We find that the coherent oscillations of the condensates
result in entropy oscillations on the top of a linear entropy generation at short time scales. Due to
dephasing, the entropy eventually saturates to a stationary value, in spite of the lack of equilibration.
We show that this long time limit of the entropy reflects the semiclassical dynamics of the system,
revealing the self-trapping phase transition of the condensates at large interaction strength by a
sudden entropy jump. We compare the stationary limit of the entropy to the prediction of a classical
microcanonical ensemble, and find surprisingly good agreement in spite of the non-equilibrium state
of the system. Our predictions should be experimentally observable on a Bose-Einstein condensate
in a double well potential or on a two-component condensate with inter-state coupling.

PACS numbers: 03.75.Lm, 03.75.Gg, 03.67.Bg, 74.50.+r

I. INTRODUCTION

Entanglement is a fundamental concept of quantum
mechanics, manifesting in strong, non-local correlations
between subsystems. Constituting one of the most cru-
cial differences between classical and quantum physics,
entanglement is studied in a diverse area of physics, rang-
ing from quantum gravity [1] to topological order in con-
densed matter systems [2]. In recent years, entangle-
ment generation in non-equilibrium many-body systems
received a special attention, due to the intimate con-
nection between entanglement spreading and the equi-
libration in closed systems [3–6]. Even for globally pure
quantum states, the generation of strong entanglement
between subsystems allows the thermalization of an iso-
lated quantum system under its own coherent dynamics
in a sense that measurements of local observables become
indistinguishable from the predictions of an equilibrium
thermal ensemble [7–9]. In contrast, the large number
of conserved quantities in integrable systems can prevent
entanglement spreading, and result in the failure of ther-
malization. The slow, logarithmic increase of entangle-
ment has been suggested as a fingerprint of non-ergodic
many-body localized phases [10–12], whereas delocalized
phases are characterized by a linear, light cone-like prop-
agation of correlations [13, 14].

Despite its fundamental importance, the experimental
investigation of entanglement in correlated many-body
systems remains challenging, since it usually requires in-
formation on the full quantum state. However, the swift
experimental progress in recent years opened up unprece-
dented possibilities to study entanglement in ultracold
atomic settings [15]. Site-resolved control of ultracold
atoms in optical lattices allowed the direct measurement

of Rényi entanglement entropy and mutual information
[16–18], as well as the investigation of the intimate re-
lation between the quantum purity of subsystems and
the thermalization of an isolated non-equilibrium system
[19].

Entanglement is also at the heart of entropy produc-
tion in closed quantum systems [20, 21]. Taking two cou-
pled quantum systems, even coherent evolution of the
whole system produces entanglement entropy for each
subsystem and may lead to equilibration. Two coupled
single mode condensates provide one of the simplest ex-
amples to study this phenomenon in detail. In contrast
to the case of small subsystems [16–18], here the two
coupled subsystems are equally large, and we find that
equilibration can be understood by approximating the
state of the full system by a microcanonical ensemble
rather than a thermal Gibbs ensemble. This system can
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FIG. 1. Illustration of the tunnel coupling described by
Hamiltonian (1). A Bose-Einstein condensate is loaded into
a double well potential, with tunneling J between the two
sides. The NL and NR particles on the left and right hand
side condense into a single wave function. Bosons in the same
well repel each other with interaction strength U .
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be realized by loading a Bose-Einstein condensate into
a double well potential (see Fig. 1). Assuming that the
atoms in the left and right wells condense into a single
wave function, the dynamics is governed by the Hamil-
tonian [22]

Ĥ = −J
(
â†LâR + â†RâL

)
+
U

2

(
N̂2
L − N̂L + N̂2

R − N̂R
)
.

(1)

Here the bosonic operators â†L and â†R create particles
into the left and right potential wells respectively, and

N̂i = â†i âi for i = L,R. The first term in the Hamilto-
nian describes the tunneling of particles, while the sec-
ond term takes into account the interaction between the
bosons in the same potential well. For given total par-
ticle number N , the entanglement entropy between the
left and right wells is simply given by [25]

S(t) = −
N∑

nL=0

Pt(nL) logPt(nL), (2)

where Pt(nL) denotes the probability of state N̂L = nL
at time t [24]. Here, concentrating on the effect of de-
phasing during the coherent, unitary time evolution of a
closed quantum system, we investigate the time depen-
dence of the entanglement entropy S(t) at T = 0 temper-
ature. Importantly, while usually an entropy measure-
ment would require detailed knowledge of a complicated
quantum state, here the full time evolution of S(t) can be
investigated experimentally, since it only requires mea-
suring the number of particles in the left and right wells.
In contrast to earlier entropy measurements in optical lat-
tices, involving a small sublattice with only a few atoms,
coupled single-mode Bose-Einstein condensates would al-
low to study entanglement in large correlated many-body
systems [26–28].

Let us note that besides the double well experiment il-
lustrated above, the Hamiltonian (1) can also be realized
in a two component condensate trapped in a single well.
E.g. two atomic hyperfine states forming the condensates
may be coupled through microwaves [30], while their in-
teraction may be tuned using a Feshbach resonance [31].

Hamiltonian (1) can also be rewritten in a more con-
venient form. Using the Schwinger boson representa-
tion [22], we introduce spin operators

Ŝz =
1

2

(
N̂L − N̂R

)
, Ŝx =

1

2

(
â†LâR + â†RâL

)
,

of length N/2, with N denoting the total number of par-

ticles. Apart from a redundant constant term, Ĥ can
then be expressed as

Ĥ = −2JŜx + UŜ2
z . (3)

In this new representation, the entanglement entropy be-
tween the left and right wells corresponds to the entropy
associated with Ŝz [32],

S(t) = −
N/2∑

m=−N/2

Pt(m) logPt(m) , (4)

with Pt(m) denoting the probability of state Ŝz = m at
time t.

Let us note that the spin Hamiltonian Eq. (3) is a spe-
cial case of the Lipkin-Meshkov-Glick model, describing
mutually interacting spin-1/2 particles, embedded in a

magnetic field [33]. In this context Ŝα =
∑
i σ̂

α
i /2 is the

total spin operator, with σ̂αi denoting the Pauli matrices
at site i for α = x, y, z. Depending on the the strength
of the magnetic field, the Lipkin-Meshkov-Glick model
shows a second order quantum phase transition. The en-
tanglement properties of the ground state of this system
have been analyzed by calculating the von Neumann en-
tropy of a subsystem consisting of L sites. In particular,
it has been shown that the entanglement entropy shows
a logarithmic divergence at the critical point of the quan-
tum phase transition [34, 35]. Similar divergence in the
entanglement properties of the ground state at the criti-
cal point has also been observed in other systems, like the
Dicke model or the transverse field Ising model [36, 37].
Moreover, the dynamics of the von Neumann entropy of
a single spin in the Lipkin-Meshkov-Glick model has also
been investigated [38]. In this work we concentrate on
a different type of entanglement entropy, associated with
the spin operator Ŝz.

Our main purpose here is to analyze the time evolution
of entropy (4) for different initial states and interaction
strengths, by combining numerical results with analytical
calculations. We demonstrate that S(t) exhibits coher-
ent oscillations, reflecting the quantum mechanical dy-
namics of the coupled single-mode condensates. At the
same time, S(t) shows a steady increase, and eventually
reaches a stationary, ”equilibrium” value, even though
this closed system always remains in a pure state.

The dynamics of the system depends crucially on the
dimensionless parameter

α ≡ NU

2J
, (5)
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FIG. 2. Typical time evolution of entropy (4). Rescaled
entropy S/ logN is plotted as a function of dimensionless
time tJ/(2π) for different total particle numbers N , keep-

ing α = 1.85 fixed. Initial state is chosen as |Ŝz = N/2〉.
The entropy oscillates on the top of a steady increase, before
saturating to a value proportional to logN .
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FIG. 3. Overlap between the wave function and different spin
coherent states after dephasing. The overlap |〈Ωθ,ϕ|ψ(t)〉|2
is plotted as a function of polar and azimuthal angles θ and
ϕ using logarithmic scale, ln, for interaction strength α = 2.
Here |Ωθ,ϕ〉 is the spin coherent state of direction (θ, ϕ), and
|ψ(t)〉 denotes the wave function after time tJ/(2π) = 2.7.

We used the initial state Ŝz = N/2 with N = 500, lying on
the boundary of self-trapping. Due to dephasing, the initial
state quickly spreads over the vicinity of the classical trajec-
tory (black line), allowing to apply a classical microcanonical
description.

characterizing the strength of interactions [39]. For
α < 1, the average population imbalance between the
two potential wells, NL−NR, oscillates between positive
and negative values. For α > 1, however, the system un-
dergoes a self-trapping transition [40, 41]. Here, for large
initial particle number imbalance NL − NR and strong
enough interactions α� 1, the interaction energy of the
initial state prevents levelling off the number of parti-
cles in the two wells, and the amplitude of population
imbalance oscillations is suppressed (see Sec. II for more
details).

We show a typical example of entropy production, e.g.
steady increase of the entropy, in Fig 2. The initial state
of the system corresponds to maximal population imbal-
ance, |Ŝz = N/2〉, and the time evolution of S is calcu-
lated numerically by exact diagonalization. The entropy
shows oscillations on the top of a steady increase, be-
fore saturating to a constant value. Moreover, the curves
corresponding to the same α, but different total particle
numbers can be scaled together. As we discussed ear-
lier, these oscillations during entropy production should
be experimentally accessible (for a discussion of experi-
mental parameters see Sec. V).

The long time limit of the entropy also reflects the
self-trapping transition by showing a sudden jump at the
”phase boundary”. Interestingly, the computed asymp-
totic entropy value agrees well with the predictions of
a classical microcanonical ensemble, where the normal-

ized spin vector ~Ω ≡ 2~S/N is distributed uniformly
along a classical trajectory. The remarkable success of
classical description can be understood by investigat-
ing the overlap between the wave function |ψ(t)〉 and
the spin coherent states |Ωθ,ϕ〉, polarized into direction
(sin θ cosϕ, sin θ sinϕ, cos θ). We plotted this overlap on

the unit sphere in Fig. 3, for a maximally polarized ini-
tial state Ŝz = N/2, with the interaction strength tuned
to the boundary of self-trapping transition. For suffi-
ciently large t, the dephasing between different energy
eigenstates leads to the broadening of the wave function,
and the overlap |〈Ωθ,ϕ|ψ(t)〉|2 traces out precisely the
semiclassical trajectory (black line in Fig. 3).

The paper is organized as follows. In Sec. II, we out-
line the semi-classical dynamics of Hamiltonian (3) [42–
44]. We analyze the entropy oscillations and the entropy
production for short times, and compare the exact dy-
namics to a semi-classical approximation in Sec. III. In
Sec. IV we concentrate on the stationary long time limit
of the entropy, and show that it is well approximated
by the classical entropy of the microcanonical ensemble.
We outline the experimental realization of Hamiltonian
(3) in microwave measurements with 87Rb atoms in Sec.
V. Our conclusions are summarized in Sec. VI.

II. SEMICLASSICAL DYNAMICS

In the following sections we will investigate the time
evolution of the entropy (4), with different spin coher-
ent states taken as initial conditions. More precisely, we
consider spin coherent states lying in the x − z plane,

polarized in the direction ~Ωθ = (sin θ, 0, cos θ), for dif-
ferent angles −π/2 < θ < π/2. These states are eigen-

states of the spin operator Ŝθ = Ŝx sin θ + Ŝz cos θ, with
eigenvalue Ŝθ = N/2. For large total particle number N ,
the semiclassical approximation yields a good description
[41, 43, 44], and the spin operators in Eq. (3) can be re-
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FIG. 4. Left: Unit sphere, and classical spin trajectories
above the self-trapping transition α > αc. Trapped trajec-
tories (orange) never cross the equator, but remain confined
to the upper or lower hemisphere. Non-trapped trajectories
(blue) intersect the equator, visiting both hemispheres. The
boundary of these regimes is the separatrix (black). Right:
Projection of trajectories to the x − y plane. Trapped tra-
jectories (orange) form full circles, while non-trapped curves
(blue) are arc segments inside the unit circle (grey). The
separatrix (black line) touches the unit circle at Ωx = −1.
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placed by the components of a classical vector

~S =
N

2
~Ω.

The time evolution of the unit vector ~Ω is governed by
the differential equations [43]

∂tΩx = −UNΩyΩz,

∂tΩy = 2JΩz + UNΩxΩz,

∂tΩz = −2JΩy, (6)

with initial condition ~Ω(t = 0) = ~Ωθ. These classical
trajectories lie on the unit sphere, and their shape is de-
termined by the parameter α in Eq. (5) [43].

Typical trajectories are depicted in Fig. 4. Below the
critical value αc = 1, all trajectories intersect the equa-
tor of the sphere, and no self-trapping occurs. Here the
equations of motion (6) have two stable fixed points at
Ωx = ±1, Ωy = Ωz = 0. For α > αc, however, a self-
trapped regime appears on the unit sphere (see Fig. 4).
Here the fixed point at Ωx = −1 becomes unstable, and
bifurcates into two new, stable fixed points at [41, 43]

Ωx = − 1

α
, Ωy = 0, Ωz = ±

√
1− 1

α2
.

Trapped trajectories around these fixed points can not
cross the equator of the sphere, but are constrained to
the Ωz > 0 or Ωz < 0 hemisphere. Non-trapped tra-
jectories, however, reach both positive and negative Ωz
values. The separatrix, forming the boundary of self-
trapping, touches the equator at the unstable fixed point,
Ωx = −1 (see Fig. 4).

The semiclassical trajectories can be visualized more
easily by noting that their projections on the x− y plane
form circles centered at (−1/α, 0) (see Fig. 4),

(
Ωx +

1

α

)2

+ Ω2
y = const. (7)

The trajectory determined by the initial condition ~Ω(t =
0) = (sin θ, 0, cos θ) will coincide with the separatrix at
interaction strength

αθ =
2

1− sin θ
. (8)

Another special case occurs, when the initial condition
satisfies

αfix
θ = − 1

sin θ
, (9)

and ~Ω(t = 0) is a stable fixed point of the classical equa-
tions of motion (6).

As we will show later, the long time limit of the entropy
(4) reflects this semiclassical dynamics (see Sec. IV). The
trapping transition at α = αθ, Eq. (8), is revealed by a
sudden jump of size log 2 in the entropy, related to the
rapid change by a factor of 2 in the length of the classical
trajectory. The classical fixed point (9) corresponds to
a local minimum in S due to the strong confinement of
trajectories around this point.

III. ENTROPY PRODUCTION

Now we concentrate on the entropy production at short
times, during the first few oscillations of entropy (4).

We consider the spin coherent initial state |Ωθ〉 ≡ |Ŝθ =

N/2〉, with Ŝθ = Ŝx sin θ+ Ŝz cos θ. To gain more insight
into the structure of the wave function, let us expand this
state in the eigenbasis of Ŝz [45],

|Ωθ〉 =

N/2∑

m=−N/2

√(
N

m+ N
2

)(
cos

θ

2

)m+ N
2
(

sin
θ

2

)N
2 −m

|m〉,

with |m〉 denoting the eigenstate Ŝz = m. This ex-

pression shows that the shifted spin operator Ŝz + N/2
follows a binomial distribution B(n, p), with number of
trials n = N and probability p = cos2(θ/2). This bino-

mial distribution yields an expectation value 〈Ŝz〉 = np−
N/2 = N/2 cos θ and a variance Var(Ŝz) = np(1 − p) =
N sin2 θ/4. In the semiclassical limit of large total parti-
cle number N , this initial state can be approximated by
a Gaussian wave function

|Ωθ〉 ≈
√

2

Nπ sin2 θ

∑

m

exp

(
−
(
m− N

2 cos θ
)2

N sin2 θ

)
|m〉,

(10)
excepting the vicinity of θ = 0.

The entropy of a Gaussian distribution is known ex-
actly [46], yielding the approximation

S(t = 0) ≈ 1

2
log

π eN sin2 θ

2
.

Based on this expression, we scale together the curves
corresponding to different total particle numbers N by
introducing the rescaled entropy

S̃(t) = S(t)− 1

2
log

π eN sin2 θ

2
. (11)

The time evolution of the rescaled entropy (11), ob-
tained by exact diagonalization, is shown for different in-
teractions strengths α and particle numbers N in Fig. 5,
for two different initial angles θ. Different rows corre-
spond to the non-trapped regime α < αθ (top), lie on
the phase boundary α = αθ (center), and fall in the self-
trapped regime α > αθ (bottom), respectively, with αθ
given by Eq. (8). As expected, for fixed α but different

total particle number N , the rescaled entropies S̃ follow
the same curve for short times. The long time limit of

S̃, however, is proportional to logN instead of log
√
N ,

and is different for each N (see also Fig. 2). The en-
tropy oscillates both in the non-trapped and self-trapped
regimes, while increasing steadily towards a stationary
value. These entropy oscillations reveal the coherent os-
cillations of the single mode condensates, while the de-
phasing between different energy eigenstates is responsi-
ble for the steady increase of the entropy. At the phase
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FIG. 5. Entropy production for short times. Time evolution

of rescaled entropy S̃ is plotted as a function of dimensionless
time t J/(2π), for different interaction strengths α and ini-
tial conditions θ. Different rows correspond to non-trapped
regime (top), phase boundary α = αθ (center) and self-
trapping (bottom). Curves with different particle numbers
N , shown in different colors, scale together for short times,
before they reach a stationary value differing by log

√
N . On

the top of the steady increase of entropy, S̃ oscillates both in
the non-trapped and self-trapped regimes. These oscillations
vanish at the phase boundary, leaving an approximately linear
increase of the entropy. The analytical results of a Gaussian,
semiclassical approximation (dashed orange line), Eq. (13),
are also shown.

boundary, the oscillations become washed out, and the
entropy increases approximately linearly, until saturating
to the long time limit.

The main features of the time evolution of S can be un-
derstood in terms of the classical trajectories in the semi-
classicl limit of large N . As supported by the detailed
analysis below, the state of the system can be visualized
as an extended packet on the unit sphere around the

classical unit vector ~Ω(t). For an initial state Ŝθ = N/2,

this packet has a Gaussian shape around ~Ωθ, with vari-

ance ∼ 1/N . The center of the packet, ~Ω(t), follows the
classical equations of motion (6), while the typical width
of the packet increases. This broadening occurs because
the packet gets more elongated along the classical tra-
jectory due to the dephasing between different energy
eigenstates. At the same time, the width perpendicu-
lar to the trajectory decreases to keep the volume of the
packet constant.

The distribution of Ωz and the corresponding entropy
S can be determined by projecting this packet to the z

axis. The oscillations of the center of the packet, ~Ω(t),

result in entropy oscillations, and their period is given by
the period of the classical trajectory. For the separatrix
this period is infinity, explaining the vanishing entropy
oscillations at the boundary of self-trapping. For a more
detailed analysis, notice that the entropy is proportional
to log σ, with σ denoting the typical width of the distri-
bution of Ωz. In spite of the broadening of the packet,
σ can display a very different behavior depending on the
position along the trajectory. At the upper and lower
turning points, where the tangent vector of the trajec-
tory is perpendicular to the axis ẑ, the projection yields
a sharp distribution for Ωz, resulting in local minima
for the entropy. Since the width of the packet perpen-
dicular to the trajectory decreases, σ can even decrease
compared to the width of the initial state, resulting in de-
creasing local minima (see the first row in Fig.5). On the
other hand, at the horizontal turning points, where the
tangent vector is parallel to ẑ, σ is maximal. This max-
imal value increases with time as the wave packet gets
more elongated along the trajectory, yielding increasing
entropy maxima after each oscillation.

To substantiate these arguments and to get a quanti-

tative description for the time evolution of entropy S̃, we
applied a Gaussian Ansatz for the wave function. This
approximation relies on the observation that the initial
state is well described by the Gaussian expression (10).
We assume that the wave function keeps this Gaussian
form during the time evolution. As a first step, we ex-
pand the wave function according to the eigenstates of
Ŝz,

|ψ(t)〉 =
∑

m

e−iϕ(t)m cm(t) |m〉.

Having separated a rapidly oscillating phase factor
e−iϕ(t)m - corresponding to the rotation of the state
around the z axis - we can assume that the coefficients
cm(t) are slowly varying functions of m.

Let us introduce a new variable x = 2m/N . In the
limit of large N , x can be treated as a continuous vari-
able [47]. We can replace the discrete, slowly varying
coefficients cm(t) by a continuous function ψ(x, t), and
assume a Gaussian form,

cm(t)→ ψ(x, t) ≡
(

2NRe c(t)

π

)1/4

exp(−c(t)N (x− x0(t))2). (12)

This Ansatz yields a Gaussian distribution for the nor-
malized spin operator Ω̂z ≡ 2Ŝz/N , with expectation

value 〈Ω̂z〉(t) = x0(t) and variance 1/(NRe c(t)). More-
over, for the Gaussian wave function given by Eq. (12),
the rescaled entropy (11) can be expressed as

SG(t) = −1

2
log
(
4 sin2 θ Re c(t)

)
. (13)

The optimal parameters of the Gaussian wave function,
|ψG〉, are determined from the variational condition

δ〈ψG| i∂t − Ĥ |ψG〉 = 0, (14)
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where

〈ψG| i∂t − Ĥ |ψG〉 =

∂tϕ(t)
N

2

∫
dxx |ψ(x, t)|2 + i

∫
dxψ∗(x, t) ∂tψ(x, t)

− U N
2

4

∫
dxx2 |ψ(x, t)|2 +

JN

2

(
eiϕ(t) ×

∫
dxψ∗(x, t)ψ(x− 2

N
, t)

√
1− x2 +

2

N
(1 + x) + c.c.

)
.

For large total particle number N , Eq. (14) can be
expanded systematically according to the powers of N .
The leading order contributions result in the semiclassi-
cal equations of motion

∂tx0 = −2J
√

1− x2
0 sinϕ,

∂tϕ = UNx0 + 2J
x0√

1− x2
0

cosϕ. (15)

These equations determine the same trajectories as Eqs.

(6), with the unit vector ~Ω given by

~Ω = (
√

1− x2
0 cosϕ,

√
1− x2

0 sinϕ, x0).

The next order of the expansion yields the time evolution
of c(t),

i∂tc = −αJ
2
− J cosϕ

2 (1− x2
0)3/2

− 4J
x0√

1− x2
0

sinϕ c+ 8J cosϕ
√

1− x2
0 c

2.

Notice that c(t) only depends on the dimensionless time
tJ , the parameter α and the initial condition θ, but
not on the particle number N . Concentrating on the
semiclassical limit of large N , we neglect the remaining
O(1/N) corrections.

The Gaussian entropy (13) is plotted together with
exact numerical results in Fig. 5. As noted above, SG
is independent of N up to corrections of the order 1/N ,
neglected in our semiclassical approximation. We find
that Eq. (13) yields a surprisingly good approximation
for the dynamics at short times.

Let us emphasize that the Gaussian ansatz relied on
the observation that the spin coherent initial state results
in a Gaussian distribution for Ŝz, thus this description
remains valid only on time scales shorter than the time
scale of the entropy saturation. Indeed, in Fig. 5 we have
found that a Gaussian wave function remains a reason-
able approximation on such short time scales. However,
as we show in Sec. IV below, this ansatz breaks down as
the entropy saturates to the stationary long time limit
(see also the middle row of Fig. 5). On such long time
scales it has to be replaced by a non-Gaussian semiclas-
sical approximation, derived in Sec. IV and Appendix
A.
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FIG. 6. Long time limit of entropy. Time averaged entropy
S (symbols) plotted as a function of initial angle θ, for two
different parameters α. Semiclassical fixed point (F), Eq. (9),
appears as a sharp minimum in the entropy. The separatrix
of self-trapping (S) is accompanied by a sudden entropy gain
of size log 2, due to the doubling of available phase space at
the phase transition. The prediction of a semiclassical micro-
canonical ensemble (solid line) is also shown. For the numerics
we used total particle number N = 3000.

IV. LONG TIME LIMIT OF ENTROPY AND
EQUILIBRATION

We now turn to the long time behavior of the entropy
S, and show how it reflects the semiclassical dynamics
discussed in Sec. II. Due to the discrete spectrum of
Hamiltonian (3), the entropy shows several revivals and,
strictly speaking, it never reaches a stationary value.
However, the period of these revivals is typically very
long compared to experimentally relevant time scales,
and it is still meaningful to consider the steady state at
intermediate times [48].

We defined the long time limit of the entropy (4) as
the time average

S =
1

T

∫ T

0

dtS(t), (16)

with T chosen large enough to reach a stationary value.
As before, we used spin coherent initial states |Ŝθ =
N/2〉. The numerical results from exact diagonalization
are shown in Fiq. 6 as a function of the angle θ, for two
different parameters α.

The semiclassical fixed point, Eq. (9), appears as a
sharp local minimum in the time averaged entropy. Since
the entropy is related to the width of the distribution of
Ŝz, this entropy minimum follows from the strong con-
finement of classical trajectories around the stable fixed
point, leading to sharp distributions for Ωz. The separa-
trix of the self-trapped phase, Eq. (8), is revealed by a
sudden jump of size log 2 in entropy (16). This sudden
entropy gain is related to the doubling of the length of
classical trajectories at the self-trapping transition, dou-

bling the phase space available for ~Ω (see Fig. 4).
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10-4

10-3

10-2

10-1

FIG. 7. Overlap between the wave function and different spin
coherent states for long times. The overlap |〈Ωθ,ϕ|ψ(t)〉|2 is
plotted as a function of polar and azimuthal angles θ and
ϕ using logarithmic scale, ln, for two different interaction
strengths corresponding to non-trapped (α = 1.8, left) and
self-trapped (α = 2.4, right) regimes, respectively. Here
|Ωθ,ϕ〉 denotes the spin coherent state of direction (θ, ϕ).

We used the maximally polarized initial state Ŝz = N/2
with N = 500, and |ψ(t)〉 is the wave function after time
tJ/(2π) = 19.3. Classical trajectories (black lines) are also
shown for comparison. During the time evolution the spin
coherent initial state broadens and becomes elongated along
the classical trajectory.

The long time limit of the entanglement entropy, Eq.
(16), can be understood in terms of a semiclassical micro-
canonical ensemble. In the semiclassical approximation,
the trajectory is determined by Eqs. (6), which conserves
the energy of the classical Hamiltonian. In a microcanon-

ical description, the spin vector ~Ω is randomly distributed
along this trajectory (the surface of constant energy in
general), resulting in a uniform distribution on the clas-
sical trajectory. This classical trajectory amounts in a
continuous distribution for the z-component of the spin,
Ωz (see Appendix A). Denoting the corresponding prob-
ability density by P (Ωz), the classical entropy is given
by

Sclass = −
∫

dΩzP (Ωz) logP (Ωz) + S0. (17)

Here S0 denotes an arbitrary constant entropy shift, ac-
counting for some unknown box size ∆Ωz. Eq. (17) yields
good agreement with the numerical results by using a
single fitting parameter S0 = 7.0 (see Fig. 6). The devia-
tion between the semiclassical approximation and S gets
larger only in the immediate vicinity of the semiclassical
fixed point, Eq. (9). Here Sclass diverges, because the
variance of the continuous classical distribution P (Ωz)
approaches zero. However, the time averaged entropy
S remains non-negative even at the fixed point, and its
minimal value is determined by the width of the spin co-
herent initial state in the eigenbasis of Ŝz. For the semi-
classical case of large N this yields a minimal variance
Var(Ŝz) ≈ N/(4α2) and minimal entropy

Smin ≈
1

2
log

π eN

2α2
.

0

0.2

0.4

0.6

0.8

FIG. 8. Tunneling process on long time scales. The overlap
|〈Ωθ,ϕ|ψ(t)〉|2 is plotted as a function of polar and azimuthal
angles θ and ϕ at two different times t, for a small system with
total particle number N = 10. Here |Ωθ,ϕ〉 denotes the spin
coherent state of direction (θ, ϕ), and |ψ(t)〉 is the wave func-
tion at time t. We used the maximally polarized initial state
Ŝz = N/2 in the self-trapped regime with α = 3. At interme-
diate times (tJ = 110, left) the particles remain trapped due
to the large interaction energy of the initial state, whereas on
longer time scales (tJ = 900, right) the system can tunnel to
reversed population imbalances.

A classical microcanonical equilibrium ensemble thus
yields a good approximation for the time averaged en-
tropy, in spite of the unitary time evolution of the sys-
tem. To see how dephasing alone can lead to equilibra-
tion, we plotted the overlap between the wave function
|ψ(t)〉 and the spin coherent states polarized into direc-
tion (sin θ cosϕ, sin θ sinϕ, cos θ), |Ωθ,ϕ〉, for long times
in Fig. 7. For the initial state we chose the maximally
polarized state Ŝz = N/2, and selected two different in-
teraction strengths, corresponding the non-trapped and
self-trapped regimes, respectively. In accordance with
the classical picture presented above, the wave function
broadens, and extends to the vicinity of the classical tra-
jectory on both sides of the self-trapping transition. Note
that in spite of the success of this semiclassical descrip-
tion, Fig. 7 still reflects the non-classical nature of the
exact wave function, by displaying several very sharp
minima on the unit sphere, originating from quantum
interference. Notice also that the state of the system
never becomes stationary, and at any time the density
displays several maxima along the trajectory. The posi-
tion of these maxima depends on time, leading to revival
effects. However, the time averaged entropy is always
well approximated by a state spreaded uniformly along
the classical trajectory.

As a final remark, let us note that in order to ob-
serve self-trapping, the upper bound of the time aver-
aging Eq. (16), T , should not be too large. Strictly
speaking, a real self-trapping transition only occurs in
the classical system. The quantum system would even-
tually tunnel to reversed population imbalances [49], and
the entropy would increase by log 2, compensating the
entropy loss of self-trapped regime. We have chosen T
much smaller than the time scale of this tunneling pro-
cess, Ttunnel. The period Ttunnel depends on the small en-
ergy difference ∆Edoublet between quasi-degenerate dou-
blets (|u〉 ± |d〉)/

√
2, with the states |u〉 and |d〉 confined
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to the Ŝz > 0 and Ŝz < 0 hemispheres, respectively.
The splitting ∆Edoublet is tiny even for moderate par-
ticle numbers [50], resulting in an exponentially long
tunneling time Ttunnel, far beyond the time scales avail-
able for experiments or numerical simulations. However,
for small systems consisting only of a few particles, this
tunneling process can be observed in simulations. An ex-
ample of this population inversion is shown in Fig. 8, for
a small particle number N = 10 [51].

V. MICROWAVE EXPERIMENTS

As mentioned in the introduction, Hamiltonian (3) can
also be realized in microwave experiments with ultracold
atoms, making use of different hyperfine states of the
atoms. Below we outline how Hamiltonian (3) arises in
this setup, and we briefly discuss the optimal experimen-
tal parameters for the observation of entropy oscillations
for the specific case of 87Rb atoms.

In 87Rb experiments, one can tune interactions by uti-
lizing the two hyperfine states |0〉 ≡ |F = 1, mF = 1〉
and |1〉 ≡ |F = 2, mF = −1〉, with F and mF denot-
ing the total spin of the atom and its projection to the
quantization axis, respectively [31]. These states can be
trapped in optical dipolar traps, while they can be cou-
pled by microwave pulses. Below we concentrate on an
experimentally relevant setting, where these atoms are
trapped in a spherically symmetric harmonic trap with
trapping frequency ν0 = 50Hz. For weak enough interac-
tions, all atoms occupy the ground state of this harmonic
potential,

ϕ0(r) =
1

π3/4l
3/2
0

exp

(
− r2

2l20

)
, (18)

with l0 =
√
~/(2πmν0) denoting the oscillator length.

Let us note that for stronger interactions the condensate
wave function is better described by a Thomas-Fermi pro-
file instead of ϕ0, Eq. (18). However, for not too large
interaction strengths, a two mode approximation is still
applicable, and the derivation presented below is valid
with minor modifications (see also the discussion at the
end of the section).

The short range interaction between the Rb atoms is
well described by a Dirac-delta potential. Denoting the
bosonic creation operators of the hyperfine states |0〉 and

|1〉 by â†0 and â†1, the interaction energy is given by

Ĥint =
∑

σ,σ′=0,1

gσσ′

2

∫
d3r |ϕ0(r)|4 â†σâ†σ′ âσ′ âσ

=
∑

σ,σ′=0,1

Uσσ′

2
â†σâ

†
σ′ âσ′ âσ. (19)

Here Uσσ′ = gσσ′/(2πl20)3/2, and the interaction strength
gσσ′ can be expressed with the scattering length of the

Rb atoms, aσσ′ , as [15]

gσσ′ =
4π~2

m
aσσ′ ,

with m denoting the mass of 87Rb.
The bare scattering lengths of 87Rb depend very

weakly on the hyperfine states of the atoms, and all
interactions are determined by the single length scale
aσσ′ = 5.3nm. The scattering length between hyperfine
states |0〉 and |1〉, however, can be tuned by a Feshbach
resonance, changing a01 by as much as ∆a01 = 0.1 a00 =
0.53nm [52]. Introducing the average interaction strength
U = (U00 + U01)/2, and the difference ∆U = U00 − U01,
the interaction energy (19) can be rewritten as

Ĥint =
U00

2
(N̂2

0 − N̂0 + N̂2
1 − N̂1) + U01N̂0N̂1

=
U

2
N2 + ∆UŜ2

z .

Here N̂i = â†i âi for i = 0, 1, N = N̂0 + N̂1 is the to-
tal particle number, and the spin operator is defined as
Ŝz = (N̂0 − N̂1)/2. For a closed system UN2/2 is just
an irrelevant constant energy shift. Thus the interaction
between Rb atoms takes the same form as the interac-
tion term in Hamiltonian (3), with interaction strength
∆U determined by the difference of scattering lengths
a00 − a01.

Let us mention that instead of controlling the scatter-
ing lengths aσσ′ by a Feshbach resonance, the interaction
strength ∆U can also be tuned by applying a microwave
trapping potential which depends on the hyperfine state
of the atoms [27]. In this case the atoms occupy state-
dependent condensate wave functions, ϕσ, and the inter-
action strength is given by

Uσσ′ = gσσ′

∫
d3r |ϕσ(r)|2|ϕσ′(r)|2.

Thus ∆U = U00−U01 can be controlled by changing the
overlap between the two condensate modes ϕ0 and ϕ1.

The hyperfine states |0〉 and |1〉 can be coupled by a
two photon transition, where a detuned microwave pulse
couples |0〉 to an intermediate state |F = 2,mF = 0〉,
coupled to the final state |1〉 by a radiofrequency transi-
tion [30]. This two photon transition gives rise to a hop-

ping term −J(â†0â1 + â†1â0) in the Hamiltonian. In the

spin representation this corresponds to the term −2JŜx,
thus with the already known form of the interaction,
∆UŜ2

z , we recover Hamiltonian (3).
To reach optimal parameters, one needs strong enough

interactions and therefore relatively strong confinement.
For a trap frequency ν0 = 50Hz, and typical scatter-
ing length difference a00 − a01 = 0.1 a00 = 0.53nm, the
interaction strength is ∆U/h = 0.014Hz. For atom num-
bers in the range of N ∼ 2000, the relevant parameter
of the spin model is around ∆UN/h = 30Hz. For the
typical entropy oscillations plotted in Fig. 2, the param-
eter α = ∆UN/(2J) is roughly α ∼ 2, corresponding
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to J/h = 7Hz. With these parameters, the typical time
scale of entropy oscillations and entropy generation for
the maximally polarized initial state |Ŝz = N/2〉 is ex-
pected to be around t ∼ 70ms,which is much shorter than
the lifetime of a condensate, and also much shorter than
the coherence time of superposition states [29, 53–55].
Therefore the entropy oscillations should be observable
on experimentally realistic time scales.

Let us note that for the parameters above U � ∆U
implies NU/h� ν0. Since the typical scale of interaction
energy is much larger than the trapping frequency ν0, the
atoms do not remain in the ground state of the harmonic
potential. However, the system can still be described
as two coupled single mode condensates with a modi-
fied condensate wave function ϕ0, because N∆U/J < ν0

[50], and the entropy oscillations and entropy generation
remain observable with a slightly modified oscillation fre-
quency and entropy production rate.

VI. CONCLUSIONS

In this work we analyzed the entropy generation for
two coupled single-mode Bose-Einstein condensates, re-
alized by loading a condensate into a double well poten-
tial, or by an interstate coupling of a two component
Bose-Einstein condensate. This system provides one of
the simplest examples to study the entropy production by
the coherent time evolution of coupled quantum systems.
Even though entanglement measurements in generic cor-
related many-body systems are challenging, in this set-
ting the entanglement between the two potential wells
should be experimentally accessible by measuring the
number of atoms in the wells. Besides its experimental
relevance, the dynamics of coupled single-mode conden-
sates already shows interesting physics. At large particle
number imbalances and sufficiently strong interactions,
the system enters a self-trapped regime, where the ampli-
tude of population imbalance oscillations gets suppressed
due to the large interaction energy of the initial state.

Concentrating on the entropy production during uni-
tary time evolution, we investigated the time dependence
of the entropy at T = 0 temperature, by combining nu-
merical results with analytical calculations. We found
that the coherent oscillations of the single mode con-
densates manifest in entropy oscillations on the top of
a steady entropy generation. These coherent oscillations
only vanish in the vicinity of the self-trapping transition,
where the entropy increases linearly for short time scales.
In this pure quantum state, the entropy production origi-
nates from the dephasing between different energy eigen-
states, eventually leading to a stationary, saturated en-
tropy. Interestingly, this entropy saturation looks like
equilibration, in spite of the coherent time evolution of
this closed system. These results should be experimen-
tally observable for realistic parameters in microwave
measurements with 87Rb atoms. Here the two modes of
the condensate are not spatially separated; instead they

correspond to two different hyperfine states of 87Rb.
To gain more insight into the entropy oscillations and

entropy production on short times scales, we have shown
that the time evolution of the entropy can be understood
in terms of the semiclassical trajectories of the system.
The wave function can be visualized as a broadening
packet on the unit sphere, with its center evolving along
the classical trajectory. To obtain a quantitative descrip-
tion, we have shown that a Gaussian Ansatz for the wave
function, together with a semiclassical expansion, yields
a surprisingly good approximation for the exact time evo-
lution.

We also analyzed how the stationary long time limit
of the entropy reflects the semiclassical dynamics of the
system. The classical fixed point is revealed by a local
minimum in the entropy, related to the strong confine-
ment of trajectories in the vicinity of this point, while
the self-trapping transition is accompanied by a sudden
entropy jump of size log 2, due to the rapid change by a
factor of 2 in the length of trajectories.

In order to investigate the dephasing induced equili-
bration of the entropy in more detail, we compared the
numerical results to the prediction of a classical micro-
canonical ensemble, where the spin vector is distributed
uniformly over the classical trajectory. We found that
this ensemble yields a surprisingly accurate description
for the stationary limit of the entropy. To gain more
insight into the exact time evolution of the system, we
calculated the overlap of the wave function with the spin
coherent states of different orientations. We have shown
that this overlap traces out the classical trajectories on
the unit sphere at long times, supporting our picture de-
scribing the system in terms of a classical microcanonical
ensemble.

In this work we concentrated on the entropy generation
in a pure state, and performed all calculations at T = 0
temperature. Thermal fluctuations are expected to shift
the entropy of the system to higher values, while the re-
duction of coherence starts to wash out the oscillations
during the entropy production. However, the entropy os-
cillations should still remain visible for low enough tem-
peratures of the order of a few hundred nK.

Since entropy generation lies at the heart of equilibra-
tion and thermalization in closed systems, the detailed
analysis of entropy production in other correlated many-
body systems, and entanglement spreading in the pres-
ence of conserved quantities, remains a question of fun-
damental interest.
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Appendix A: Classical microcanonical distribution
of Ωz

In this appendix we outline the calculation of the con-
tinuous distribution P (Ωz) used in Eq. (17). In a mi-
crocanonical description, we assume that the unit vector
~Ω is distributed uniformly along the curve of constant

energy, selected by the initial state ~Ω = (sin θ, 0, cos θ).
The projection of this classical trajectory to the x − y
plane is a circle, given by

(
Ωx +

1

α

)2

+ Ω2
y = r2

θ ,

with rθ = | sin θ + 1/α|. Based on this expression, the
trajectory can be parametrized by an angle χ as

~Ω(χ) =
(
rθ cosχ− 1

α
, rθ sinχ,

√
1− r2

θ −
1

α2
+

2rθ
α

cosχ

)
.

The length of a small arc segment, ∆s, can be expressed
with the parameter change ∆χ as

∆s = |∂χ~Ω(χ)|∆χ,

with |∂χ~Ω(χ)| denoting the length of the tangent vector

∂χ~Ω(χ). For a uniform distribution along the curve, ~Ω
points to this segment with probability ∆s/s0, where s0

is the total length of the trajectory. This results in the
following distribution P (χ) for parameter χ

P (χ)∆χ =
∆s

s0
⇒ P (χ) =

1

s0
|∂χ~Ω(χ)|.

The distribution of Ωz can be expressed as

P (Ωz) = 2P (χ)

(
∂Ωz
∂χ

)−1
∣∣∣∣∣
χ(Ωz)

,

where χ(Ωz) denotes the inverse function of Ωz(χ), and
the factor 2 arises from the symmetry Ωz(χ) = Ωz(−χ).

The distribution P (Ωz) as a function of parameter α
and initial condition θ is given by

P (Ωz) =

2

s0

√√√√√1 +
α2Ω2

z

1−
[
α

2rθ
(Ω2

z − cos2 θ) + sgn(sin θ + 1/α)

]2 ,

with sgn denoting the sign function. The length of the
trajectory, s0, ensures the correct normalization of the
distribution,

∫ Ωmax
z

Ωmin
z

dΩz P (Ωz) = 1.

The support of this distribution (Ωmin
z , Ωmax

z ), however,
is different on the two sides of the self-trapping transition.
In the non-trapped regime

(Ωmin
z , Ωmax

z ) = (− cos θ, cos θ),

while for a self-trapped state

Ωmin
z =

√
cos2 θ − 2

α
(rθ + sin θ + 1/α),

Ωmin
z =

√
cos2 θ +

2

α
(rθ + sin θ + 1/α).
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hard, T. Schneider, J. N. Fuchs, F. Piéchon, F. Laloë,
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