
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Observation of ionization enhancement in two-color
circularly polarized laser fields

Christopher A. Mancuso, Kevin M. Dorney, Daniel D. Hickstein, Jan L. Chaloupka, Xiao-Min
Tong, Jennifer L. Ellis, Henry C. Kapteyn, and Margaret M. Murnane

Phys. Rev. A 96, 023402 — Published  2 August 2017
DOI: 10.1103/PhysRevA.96.023402

http://dx.doi.org/10.1103/PhysRevA.96.023402


	 1	

Observation	of	ionization	enhancement	in	two-color	
circularly	polarized	laser	fields	

	
Christopher	A.	Mancuso1,	Kevin	M.	Dorney1,	Daniel	D.	Hickstein1,	Jan	L.	Chaloupka2,	Xiao-Min	Tong3,	

Jennifer	L.	Ellis1,	Henry	C.	Kapteyn1,	and	Margaret	M.	Murnane1	
	

1JILA	-	Department	of	Physics,	University	of	Colorado	Boulder	and	NIST,	Boulder,	Colorado,	80309,	USA	
2Department	of	Physics	and	Astronomy,	University	of	Northern	Colorado,	Greeley,	Colorado	80639,	USA	

3Center	for	Computational	Sciences	and	Graduate	School	of	Pure	and	Applied	Science,	University	of	Tsukuba,	Tsukuba,	Ibaraki	
305-8571,	Japan	

	
ABSTRACT	

	
When	 atoms	 are	 irradiated	 by	 two-color	 circularly	 polarized	 laser	 fields	 the	 resulting	
strong	field	processes	are	dramatically	different	than	when	the	same	atoms	are	irradiated	
by	 a	 single-color	 ultrafast	 laser.	 For	 example,	 electrons	 can	 be	 driven	 in	 complex	 2D	
trajectories	 before	 rescattering	 or	 circularly	 polarized	 high	 harmonics	 can	 be	 generated,	
which	 was	 once	 thought	 impossible.	 Here,	 we	 show	 that	 two-color	 circularly	 polarized	
lasers	also	enable	control	over	the	ionization	process	itself	and	make	a	surprising	finding:	
the	ionization	rate	can	be	enhanced	by	up	to	700%	simply	by	switching	the	relative	helicity	
of	 the	 two-color	 circularly	 polarized	 laser	 field.	 This	 enhancement	 is	 experimentally	
observed	 in	 helium,	 argon	 and	krypton	over	 a	wide	 range	of	 intensity	 ratios	 of	 the	 two-
color	 field.	We	use	a	combination	of	advanced	quantum	and	 fully	classical	calculations	 to	
explain	 this	 ionization	 enhancement	 as	 resulting	 in	 part	 due	 to	 the	 increased	 density	 of	
excited	 states	 available	 for	 resonance-enhanced	 ionization	 in	 counter-rotating	 fields	
compared	 with	 co-rotating	 fields.	 In	 the	 future,	 this	 effect	 could	 be	 used	 to	 probe	 the	
excited	state	manifold	of	complex	molecules.	
	
	

I.	INTRODUCTION	
	

When	a	strong	 laser	 field	 (~1013	Wcm-2)	 interacts	with	an	atom	or	molecule,	an	electron	
can	be	 liberated	 from	 the	 ion,	 accelerated	by	 the	 laser	 field	 and	 then	driven	back	 to	 the	
parent	ion	[1–4].	This	free	electron	can	then	interact	a	second	time	with	the	ion	in	a	variety	
of	ways,	including	radiatively	recombining	via	high-harmonic	generation	(HHG)		[1,5,6]	or	
rescattering	 from	the	 ion	core.	 In	 the	simplest	semi-classical	picture	of	HHG,	 the	electron	
can	return	to	the	parent	 ion	with	high	kinetic	energy	and	then	any	excess	energy	greater	
than	 the	 ionization	 potential	 can	 then	 be	 emitted	 as	 a	 high-harmonic	 photon.	When	 the	
HHG	 process	 is	 properly	 phase	matched,	 a	 bright	 coherent	 beam	 of	 extreme	 ultraviolet	
(EUV)	 or	 soft	 X-ray	 light	 is	 generated	[6–10],	 which	 can	 be	 used	 to	 uncover	 coupled	
dynamics	 in	materials	with	 femtosecond-to-attosecond	 temporal	 resolution	[11–15],	 and	
can	also	be	used	for	high-resolution	imaging	[16–19].	Alternatively,	if	the	electron	does	not	
recombine	 upon	 re-encountering	 the	 ion	 it	 may	 rescatter	 from	 the	 ion,	 encoding	
information	 about	 the	 sub-ångström	 and	 sub-femtosecond	 structure	 of	 the	 scattering	
potential	into	the	photoelectron	momentum	distribution	[20–22].		
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Recently,	 the	 unusual	 optical	waveforms	 generated	 through	 the	mixing	 of	 two	 circularly	
polarized	fields	at	different	wavelengths	(which	we	refer	to	here	as	a	bicircular	field)	have	
enabled	exciting	new	capabilities	in	both	HHG	and	strong-field	ionization	(SFI).	In	the	case	
of	 HHG,	 the	 use	 of	 a	 bicircular	 driving	 laser	 field	 provides	 a	 bright	 (i.e.	 phase	matched)	
source	of	circularly	polarized	EUV	[23–29]	and	soft	X-ray	[30]	beams	with	sufficient	flux	for	
applications	 in	magnetic	 spectroscopies	of	materials	[28,30].	 In	 the	case	of	SFI,	bicircular	
fields	allow	electrons	to	be	driven	in	2D	trajectories	prior	to	rescattering	from	the	parent	
ion	 	[31–38].	 Interestingly,	 the	 shape	 of	 the	 bicircular	 waveform	 –	 and	 therefore	 the	
physics	 of	 the	 HHG	 and	 SFI	 processes	 –	 can	 be	 modified	 by	 changing	 the	 relative	
wavelengths,	 intensities,	 and	 ellipticities	 of	 the	 two	 driving	 fields	[29–31,36].	 Recent	
studies	 have	 explored	 the	 acceleration	 and	 rescattering/recombination	 steps	 of	 SFI	 and	
HHG	driven	by	a	bicircular	field	[30,36,39–41].		
	
However,	 to	 date	 little	 attention	 has	 been	 devoted	 to	 the	 ionization	 step	[37]	 in	 strong	
bicircular	fields,	despite	the	fact	that	helicity-induced	changes	to	this	first	step	could	have	a	
profound	impact	on	the	subsequent	physics	of	rescattering	or	recombination.	Past	studies	
have	 investigated	 the	dependence	of	 the	 ionization	 rate	on	 the	 relative	helicity	of	 a	one-
color	 circularly	polarized	 field	and	 the	atomic	orbital	 from	which	 the	electron	 is	 ionized,	
showing	 that	 at	 low(high)	 intensities,	 a	 co(counter)-rotating	 geometry	 is	 preferred	[42–
46].	 Additionally,	 recent	 work	 has	 looked	 at	 helicity	 dependent	 ionization	 with	 a	 few	
vacuum	ultraviolet	 and	 near-infrared	 (NIR)	 photons	[47–51],	 in	which	 the	 probability	 of	
ionization	via	different	resonant	pathways	in	He+	was	determined,	and	a	helicity	dependent	
ac	Stark	shift	was	observed	[51].	
	
In	 this	 Article,	 we	 present	 the	 observation	 of	 an	 intensity-dependent	 ionization	
enhancement	of	helium,	argon,	and	krypton	atoms,	where	many	photons	from	each	driving	
laser	field	contribute	significantly	to	the	ionization	process.	We	show	that	at	intermediate	
intensities,	 there	 is	an	enhancement	 in	the	 ionization	yield	for	counter-rotating	bicircular	
fields.	 For	 low	 laser	 intensities,	 ionization	 is	 perturbative	 and	 strongly	 influenced	by	 the	
second	 harmonic	 field.	 For	 high	 intensities,	 adiabatic	 tunnel-ionization	 dominates.	
Moreover,	in	both	the	low	and	high	intensity	regimes,	the	ionization	rates	are	similar	from	
co	and	counter-rotating	fields,	as	expected.	However,	at	intermediate	laser	intensities,	the	
observed	 ionization	 rate	 differs	 significantly	 from	 both	 the	 adiabatic	 tunneling	 and	
perturbative	limits.	Here,	by	switching	the	relative	helicity	of	the	fields	with	respect	to	one	
another	(i.e.	counter-rotating	versus	co-rotating),	we	can	precisely	preserve	the	peak	field	
strength,	 as	well	 as	 the	 integrated	 electric	 field,	while	 changing	 only	 the	 shape	 and	 spin	
angular-momenta	 of	 the	 field	 [Fig.	 1a].	 This	 technique	 allows	 us	 to	 observe	 a	 strong	
enhancement	of	the	ionization	rate	(up	to	700%)	in	counter-rotating	fields	compared	to	co-
rotating	 fields	 [Fig.	 1b].	 Our	 experimental	 findings	 are	 confirmed	 using	 numerical	
simulations	of	the	time-dependent	Schrodinger	equation	(TDSE)	[52,53],	which	contain	the	
entire	manifold	of	quantum	states.	Additionally,	the	TDSE	simulations	allow	us	to	propose	a	
possible	mechanism	behind	the	observed	ionization	enhancement	in	the	quantum	picture;	
counter-rotating	fields	can	access	many	ionization	pathways	that	progress	through	highly	
excited	 states	with	 a	 low	 total	 angular	momentum	quantum	number.	 In	 contrast,	 for	 co-
rotating	fields,	most	of	these	intermediate	states	are	forbidden	by	spin	angular	momentum	
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selection	rules	[Fig.	1c].	Interestingly,	we	observe	a	similar	ionization	enhancement	in	fully	
classical	 simulations	using	 the	 classical	 ensemble	 (CE)	model	[38,54–59],	which	does	not	
include	discrete	atomic	states.	Notably,	the	results	from	the	CE	model	support	the	general	
concept	 that	 counter-rotating	 laser	 fields	 are	more	 effective	 at	 exciting	 electrons,	 which	
leads	to	an	ionization	enhancement.		
	
The	use	of	bicircular	fields	is	an	ideal	way	to	observe	the	dependence	of	photon	spin	on	the	
strong	field	ionization	process,	since	it	provides	a	very	practical	method	for	ensuring	that	
the	 intensity	 of	 the	 field	 is	 maintained	 at	 the	 same	 value	 and	 that	 only	 the	 angular	
momentum	of	the	incident	photons	is	changed.	The	alternative	approach	would	be	to	vary	
the	polarization	of	a	one-color	 field	 from	linear	 to	circular.	Although	this	would	certainly	
enable	control	of	ionization	via	the	photon	spin,	the	peak	electric	field	also	changes	as	the	
polarization	 is	 changed	 from	 linear	 to	 circular,	 making	 it	 difficult	 to	 precisely	 compare	
ionization	rates.	We	note	that	the	temporal	shape	of	the	electric	field	changes	in	a	bicircular	
field	 as	 the	 relative	 helicity	 is	 switched.	 However,	 this	 effect	 cannot	 be	 the	 cause	 of	 the	
ionization	 enhancement	 since	 the	 adiabatic	 ionization	 rates	 are	 the	 same	 for	 co-	 and	
counter-rotating	fields	at	the	same	intensity	ratio	(see	Appendix	A).	
	

	
FIG	1.	(a)	Experimental	scheme	used	to	study	ionization	rates	in	two-color	(ω,	2ω)	circularly	polarized	fields	
consisting	of	a	femtosecond	laser	system,	a	Mach-Zehnder	interferometer,	and	a	time-of-flight	spectrometer.	
(b)	He+	yields	from	TDSE	simulations	show	a	significant	enhancement	in	ionization	for	counter-rotating	fields	
at	 intermediate	 intensities.	 (c)	 In	 the	 presence	 of	 a	 strong-field	 laser,	 the	 energy	 levels	 are	 dynamically	
broadened	and	shifted	[60].	 In	counter-rotating	 fields,	 the	mixture	of	+1	and	-1	spins	results	 in	a	 field	with	
near-zero	angular	momentum,	allowing	enhanced	 ionization	via	many	resonant	states.	 In	co-rotating	 fields,	
the	photons	have	either	all	+1	spin	or	-1	spin,	thus	only	excited	states	of	high	angular	momentum	can	serve	as	
resonant	states.	
	

II.	EXPERIMENTAL	METHODS	
	

	
To	 study	 ionization	yields	 in	bicircular	 fields	we	mixed	 the	 fundamental	 of	 a	Ti:sapphire	
laser	 (800	 nm	 (ω),	 	 40	 fs,	 5	 kHz,	 KMLabs	 Wyvern	 HP)	 with	 its	 second	 harmonic	
(400	nm	(2ω))	[Fig.	1a].	The	fundamental	beam	was	split	into	two	arms	of	a	Mach–Zehnder	
interferometer.	 In	 one	 arm	 the	 fundamental	 beam	was	 frequency	 doubled	 in	 a	 200-µm-
thick	 beta	 barium	 borate	 (BBO)	 crystal.	 The	 helicity	 of	 each	 laser	 pulse	 was	 controlled	
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separately	with	waveplates	(λ/2	and	λ/4)	 in	each	arm	while	 the	 intensity	was	controlled	
with	 a	 λ/2-waveplate–thin-film-polarizer	 pair	 in	 each	 arm.	 Additionally,	 a	 one-to-one	
telescope	was	 placed	 in	 the	 800-nm	arm	 to	 correct	 for	 chromatic	 aberration	 in	 the	 final	
focusing	lens.	The	pulses	were	then	focused	with	a	25-cm	focal	length	lens	onto	a	skimmed	
supersonic	 jet	of	either	helium,	argon,	or	krypton	gas.	The	positive	 ions	were	accelerated	
by	a	2000-V	static	field	in	a	12-cm	long	flight	tube.	The	mass	spectrum	was	recorded	with	a	
time-of-flight	 spectrometer	 consisting	 of	 microchannel-plates,	 a	 collection	 anode	 and	 a	
high-speed	digitizer	(Keysight	Acqiris	U1084A)	used	in	the	peak	TDC	operation	mode.	Each	
spectrum	was	averaged	over	105	 laser	 shots.	The	 ionization	yields	are	 then	 recorded	 for	
the	two	possible	relative	helicities,	and	for	four	different	2ω/ω intensity	ratios	(IB/IR),	as	a	
function	of	 the	 total	 intensity	of	 the	 combined	 laser	 field.	The	 ionization	enhancement	 is	
calculated	 from	 the	 ionization	 ratio,	𝑌!"!"#/𝑌!"!"#,	where	𝑌!"!"#	and	𝑌!"!"#	are	 the	 ionization	 yields	
from	counter-	and	co-rotating	fields,	respectively.	
	
The	 intensity	 in	 each	 beam	was	 independently	 calibrated	 using	 the	 same	 apparatus,	 but	
operating	in	a	velocity-map-imaging	[61]	mode	to	detect	photoelectrons	(i.e.,	by	changing	
the	 voltage	 and	polarity	 of	 the	 electrodes).	 Photoelectron	momentum	distributions	were	
then	individually	collected	from	both	the	fundamental	and	second	harmonic	beams.	These	
momentum	distributions	exhibit	a	peak	at	the	ponderomotive	energy	(UP)	[62],		
	
                                                                   𝑈! = 𝑒!𝐼/2𝑐𝜖!𝑚!𝜔!!,																																																	Eq.	1	
	
where,	𝐼	is	 the	 laser	 intensity,	𝜔!	is	 the	 angular	 frequency	 of	 the	 driving	 laser,	𝑒	is	 the	
charge	of	 the	electron,	𝑐	is	 the	speed	of	 light,	𝑚! 	is	 the	mass	of	 the	electron,	and	𝜖!	is	 the	
vacuum	permittivity.	
	
The	phase	delay	between	the	two	pulses	was	optimized	for	the	best	temporal	overlap	and	
remained	constant	during	the	data	collection.	However,	drifts	in	the	relative	phase	delay	on	
the	 few-fs	 timescale	 are	 unavoidable	 as	 the	 data	 was	 collected	 over	 many	 hours.	
Fortunately,	 since	a	change	 in	 the	phase	difference	between	 the	 fundamental	and	second	
harmonic	simply	rotates	the	resulting	electric	field	waveform	[28,33,36],	this	experiment	is	
not	sensitive	to	slight	phase	drifts.	
	
	

III.	RESULTS	AND	DISCUSSION	
	

III.A	EXPERIMENTAL	RESULTS	
	

The	 experimentally	measured	𝑌!"!"#/𝑌!"!"#	ratios	 in	 helium,	 argon	 and	 krypton	 for	 different	
IB/IR	 ratios	 [Fig.	 2]	 exhibit	 the	 same	 general	 trend	 –	 counter-rotating	 fields	 induce	
significantly	more	ionization	than	their	co-rotating	counterparts	over	a	range	of	intensities.	
Qualitatively,	we	can	describe	the	ionization	behavior	under	three	intensity	regimes:	“low”,	
“intermediate”,	 and	 “high”.	 Since	 the	 onset	 of	 tunnel	 ionization	 occurs	 at	 significantly	
different	 intensities	 for	 helium,	 argon	 and	 krypton,	 we	 plot	 Fig.	 2	 in	 terms	 of	 the	
ponderomotive	 energy	 (Up,	 Eq.	 1),	 which	more	 readily	 demonstrates	 that	 the	 ionization	
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enhancement	occurs	in	the	non-adiabatic	regime.	The	onset	of	tunnel-ionization	is	usually	
expressed	 in	 terms	 of	𝑈! 	through	 the	 Keldysh	 parameter	[63],	𝛾! ,	 which	 is	 given	 by	
𝛾! = 𝜔!/Ω!"# = 𝐼!/2𝑈! ,	where	𝜔! 	is	 the	 frequency	 of	 the	 laser,	Ω!"# 	is	 the	 tunneling	
frequency,	and	𝐼!	is	the	ionization	potential	of	the	medium.		
	
Our	experimental	results	show	that	at	high	values	of	UP,	where	adiabatic	tunnel-ionization	
is	 the	 dominate	 ionization	 mechanism,	 the	𝑌!"!"#/𝑌!"!"#	ratio	 is	 near	 unity	 for	 all	 gases.	 In	
helium	and	krypton,	when	 the	UP	of	 the	 field	 is	 low	and	 ionization	occurs	perturbatively	
(i.e.	 the	 multiphoton	 absorption	 of	 the	 high-energy	 400-nm	 photons	 dominates	 the	
ionization	 process),	 the	𝑌!"!"#/𝑌!"!"#	ratio	 is	 again	 near	 unity.	 However,	 at	 intermediate	 UP,	
where	 non-adiabatic	 ionization	 strongly	 contributes	 to	 the	 ionization	 yield	[64–68]	 all	
three	gases	exhibit	an	enhancement	in	ionization	for	counter-rotating	laser	fields.	Note	that	
the	low	UP	behavior	in	argon	differs	from	helium	and	krypton.	Additionally,	the	shapes	of	
the	𝑌!"!"#/𝑌!"!"#	ratios	 for	 helium,	 argon,	 and	 krypton	 are	 quite	 different,	 showing	 that	 two-
color	fields	may	offer	a	way	of	probing	the	electronic	structure	of	atoms	and	molecules.	

	
Although	 the	 ionization	process	discussed	 in	 this	Article	 is	 quite	 complex,	 since	multiple	
photons	 from	 each	 of	 the	 pulses	 in	 the	 two-color	 visible/NIR	 field	 contribute	 to	 the	
ionization	yield,	we	can	propose	a	possible	mechanism	behind	the	observed	difference	 in	
ionization	 rates	 for	 counter-	 and	 co-rotating	 bicircular	 laser	 fields	 in	 the	 non-adiabatic	
regime	 [Fig.	 1c].	 We	 assume	 that	 a	 significant	 fraction	 of	 ionization	 proceeds	 via	 a	
resonance	enhanced	process,	whereby	the	ac	Stark	shift	moves	several	highly	excited	states	
of	 the	 ion	 (Rydberg	 states)	 through	 a	 dynamically	 shifting	 and	 broadening	multiphoton-
accessible	 resonance	 	[67–71].	 In	 co-rotating	 fields,	 all	photons	have	either	+1	 spin	or	 -1	
spin	and	thus	only	excited	states	with	high	angular	momentum	can	be	accessed.	However,	
in	 counter-rotating	 laser	 fields,	 photons	 of	 both	 +1	 and	 -1	 spins	 are	 available	 and	 thus	
many	more	excited	states	(including	those	with	 low	angular	momenta)	are	available.	The	
use	of	two-color	fields	provides	an	additional	level	of	control	over	ionization,	allowing	for	
the	contribution	of	spin-angular	momentum	to	the	ionization	process	to	be	isolated,	as	the	
peak	 electric	 field	 and	 integrated	 electric	 field	 remains	 the	 same	 for	 counter-	 and	 co-
rotating	fields.	
	



	 6	

	
FIG	 2.	Experimentally	measured	 ionization	 yields	 in	 (a)	 helium,	 (b)	 argon,	 and	 (c)	 krypton.	The	measured	
ionization	ratios,	𝑌!"!"#/𝑌!"!"#,	where	𝑌!"!"#	and	𝑌!"!"#	are	the	ionization	yields	from	counter-	and	co-rotating	fields,	
show	 that	 counter-rotating	 fields	 lead	 to	enhanced	 ionization	at	 intermediate	values	of	 the	ponderomotive	
energy	(UP).	The	purple	shaded	region	shows	the	onset	of	tunnel	ionization	(i.e.,	UP	=	IP	/	2).	
	
	

III.B	TDSE	SIMULATIONS	
	
	

To	verify	our	experimental	findings	as	well	as	to	better	understand	the	possible	mechanism	
behind	 the	 ionization	 enhancement,	 we	 employed	 TDSE	 simulations	[52,53].	 The	 TDSE	
simulations	 include	 perturbative	 ionization,	 resonantly-enhanced	multiphoton	 ionization	
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(REMPI),	 and	 tunnel	 ionization.	 The	 simulations	 numerically	 solve	 the	 TDSE	 in	 the	
framework	 of	 the	 single-active	 electron	 model	 with	 a	 realistic	 model	 potential	 for	 the	
ground	 state	 of	 each	 gas	 and	 using	 a	 generalized	 pseudo-spectral	method	 in	 the	 energy	
representation	[53,72].	The	ionization	yields	of	helium,	argon	and	krypton	obtained	via	the	
TDSE	 simulations	 [Fig.	 3]	 support	 our	 experimental	 findings,	 showing	 the	 same	 trends	
between	co-	and	counter-rotating	fields	in	the	three	different	ionization	regimes.		
	
	

	
FIG	 3.	 TDSE	 simulations	 of	 the	 ionization	 yield	 in	 (a)	 helium,	 (b)	 argon,	 and	 (c)	 krypton.	 The	 simulated	
ionization	ratios,	𝑌!"!"#/𝑌!"!"#,	where	𝑌!"!"#	and	𝑌!"!"#	are	the	ionization	yields	from	counter-	and	co-rotating	fields,	
show	 that	 counter-rotating	 fields	 lead	 to	enhanced	 ionization	at	 intermediate	values	of	 the	ponderomotive	
energy	(UP).	The	purple	shaded	region	shows	the	onset	of	tunnel	ionization	(i.e.,	UP	=	IP	/	2).	
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Additionally,	 the	 TDSE	 simulations	 were	 used	 to	 calculate	 the	 excitation	 probability	 in	
these	fields	[Fig.	4],	which	is	a	measure	of	how	many	atoms	are	left	in	an	excited	state	after	
the	laser	pulse	has	passed.	The	results	show	that	for	all	three	gases,	counter-rotating	fields	
more	 readily	 populate	 electrons	 to	 an	 excited	 state,	 supporting	 the	 explanation	 that	 the	
ionization	enhancement	results	from	an	increased	accessibility	to	spin-allowed	transitions	
in	counter-rotating	fields.		
	
	

	
FIG	4.	TDSE	simulations	of	the	excitation	probability	in	(a)	helium,	(b)	argon,	and	(c)	krypton.	The	simulated	
excitation	ratio,		𝑌!"!"#/𝑌!"!"#,	where	𝑌!"!"#	and	𝑌!"!"#	are	the	probabilities	that	a	counter-	and	co-rotating	field	will	
leave	 an	 atom	 in	 an	 excited	 state.	 The	 excitation	 ratio	 shows	 that	 counter-rotating	 fields	 more	 readily	
populate	electrons	 to	 an	excited	 state.	The	purple	 shaded	 region	 shows	 the	onset	of	 tunnel	 ionization	 (i.e.,	
UP	=	IP	/	2).	
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To	 uncover	 a	 more	 general	 view	 of	 the	 underlying	 physics,	 we	 also	 used	 the	 TDSE	
simulations	 to	 calculate	 the	𝑌!"!"#/𝑌!"!"#	ratio	 for	a	 larger	number	of	 IB/IR	 ratios	 [Fig.	5a].	 In	
addition	 to	 reproducing	 the	 trends	 seen	 in	 Fig.	 2	 and	 Fig.	 3,	 a	 number	 of	 “finger-like”	
structures	 can	 be	 observed.	 These	 finger-like	 structures	 follow	 lines	 of	 constant	
ponderomotive	energy,	UP.	These	structures	are	a	result	of	channel-closing	effects	[32,73–
76],	 where	 excited	 states	 undergo	 such	 a	 large	 ac	 Stark	 shift	 that	 they	 are	 no	 longer	
accessible	via	REMPI.	The	presence	of	 channel-closing	effects	 is	 indicative	of	REMPI,	 and	
these	 channel	 closings	 are	 observed	 more	 prominently	 in	 linear	 fields	 than	 circular	
fields	[77],	since	circular	fields	can	only	access	excited	states	with	high	angular	momentum.	
A	similar	REMPI	ionization	enhancement	should	be	seen	for	co-	and	counter-rotating	fields,	
since	co-rotating	fields	can	only	access	states	with	high	angular	momentum.	At	intensities	
where	 counter-rotating	 fields	 undergo	 a	 channel	 closing	 (and	 REMPI	 is	 the	 dominant	
ionization	mechanism),	the	ionization	rates	between	counter-	and	co-rotating	fields	should	
be	equal,	and	at	other	 intensities	counter-rotating	fields	will	 lead	to	more	ionization	(Fig.	
1b.	and	Fig.	3).	It	is	worth	noting	that	these	channel-closing	effects	are	difficult	to	detect	in	
the	experimental	ion	yield	due	to	the	spatially	varying	intensity	of	the	laser	within	the	focal	
volume.	
	
To	confirm	that	 these	 finger-like	structures	are	 indeed	due	 to	channel-closing	effects,	we	
calculated	 the	 photoelectron	 yield	 as	 a	 function	 of	 both	 the	 total	 intensity	 and	 the	
photoelectron	energy	[Fig.	5(b,c)].	For	counter-rotating	fields,	as	the	intensity	is	increased	
there	 exist	 regions	where	 the	 yield	 at	 a	 certain	 photoelectron	 energy	 sharply	 decreases.	
These	jumps	in	the	photoelectron	yield,	which	are	the	signature	of	channel	closings,	are	not	
present	in	the	co-rotating	data.	
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FIG	5.	TDSE	simulations	in	helium.	(a)	The	𝑌!"!"#/𝑌!"!"#	ratio	for	a	number	of	different	IB/IR	ratios	shows	“finger-
like”	 structures	 of	 similar	𝑌!"!"#/𝑌!"!"#	ratios	 that	 follow	 lines	 of	 constant	 ponderomotive	 energy,	 UP	 (gray	
dashed	 lines).	 (b,c)	The	photoelectron	yield	as	a	 function	of	 total	 intensity	and	photoelectron	energy	 show	
that	the	finger-like	structures	are	due	to	channel	closing	effects,	which	are	only	seen	in	the	counter-rotating	
case.	These	channel	closings	(white	ovals	in	(b))	result	from	excited	states	being	dynamically	broadened	and	
shifted	through	a	multiphoton	resonance	by	the	intense	laser	field.	This	effect	 is	not	seen	in	the	co-rotating	
case	because	the	angular	momentum	of	the	photons	precludes	resonance-excitation	to	most	states.	Note	that	
the	presence	of	 low-energy	electrons	 for	 the	counter-rotating	 field	 (b)	and	 their	absence	 in	 the	co-rotating	
field	 (c)	 is	 due	 to	 both	 the	 shape	 of	 the	 fields	 as	well	 as	 the	 increased	 role	 of	 electron-ion	 rescattering	 in	
counter-rotating	fields	[33,36].	
	

III.C	Classical	Ensemble	Simulations	
	

We	also	study	the	ionization	enhancement	in	helium	using	CE	simulations	[38,54–59].	For	
an	expanded	description	of	how	the	model	was	employed	see	the	Supplemental	Material	of	
Ref.	[34].	 Remarkably,	 even	 though	 these	 simulations	 are	 purely	 classical	 and	 do	 not	
include	 any	 quantum	 effects,	 an	 ionization	 enhancement	 is	 still	 observed	 in	 counter-
rotating	 fields	 for	 a	wide	 range	 of	 IB/IR	 ratios	 [Fig.	 6],	which	 is	 in	 qualitative	 agreement	
with	the	experimental	and	TDSE	results.	
	



	 11	

	
FIG	6.	Classical	ensemble	simulations	of	the	ionization	yields	in	helium.	The	ion	yield	ratio	(𝑌!"!"#/𝑌!"!"#)	shows	
an	 ionization	 enhancement	 in	 counter-rotating	 fields,	 in	 qualitative	 agreement	with	 experiment	 and	 TDSE	
simulations.	An	ion	yield	ratio	of	less	than	1,	which	is	observed	for	𝐼!/𝐼!	=	3.2	at	high	total	intensity,	results	
from	 electrons	 that	 are	 driven	 back	 to	 the	 ion	 by	 counter-rotating	 fields	 and	 recombine	 to	 highly	 excited	
states	 [see	 Fig.	 7].	 Each	 data	 point	 consists	 of	 an	 ensemble	 of	 104	 atoms	 to	 achieve	 a	 minimum	 of	 500	
ionization	events.	
	
To	 help	 explain	 the	 observed	 ionization	 enhancement	 in	 the	 CE	model	 we	 examine	 the	
electron	energy	distribution	after	 the	 laser	pulse	has	ended	at	 a	 total	 intensity	of	5x1014	
Wcm-2	 [Fig.	7].	 In	 classical	analogy	 to	 the	quantum	picture,	 the	CE	simulations	 show	 that	
counter-rotating	 fields	 more	 readily	 excite	 electrons	 as	 compared	 to	 co-rotating	 fields	
[Fig.	7,	 blue	 shaded	 region].	 This	 generation	 of	 excited	 “classical	 Rydberg	 states”	 is	
dramatically	visualized	with	plots	of	ensembles	of	250	electron	trajectories,	showing	how	
counter-rotating	fields	allow	electrons	to	become	re-captured	in	large,	highly	excited	orbits	
around	 the	 ion	 [Fig.	 8b],	 whereas	 co-rotating	 fields	 do	 not	 [Fig.	 8a].	 This	 recapture	 of	
Rydberg	 electrons	 could	 explain	 the	 reduced	 ionization	 enhancement	 seen	 in	 both	 the	
TDSE	and	CE	simulations	 for	high	𝐼!/𝐼!	ratios,	whereas	 in	the	experiment	these	electrons	
are	 ionized	by	 the	 static	 field	 of	 the	 time-of-flight	 detector	 (see	Appendix	B).	 It	 is	worth	
noting	that	the	CE	model	is	explicitly	a	strong-field	model,	and	is	not	able	to	simulate	the	
physics	seen	in	the	perturbative	ionization	regime	at	low	intensities.	This	is	the	reason	why	
the	 ionization	 enhancement	 never	 decreases	 as	 the	 total	 intensity	 is	 lowered	 in	 the	 CE	
simulations	[Fig.	6].		
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FIG	 7.	 The	 electron	 energy	 distribution	 at	 a	 total	 intensity	 of	5×10!"	Wcm-2	 shows	 enhanced	 excitation	 in	
counter-rotating	fields.	The	green	shaded	regions	correspond	to	electrons	in	ground	state	He,	where	both	the	
electrons	are	bound	to	the	atom	with	energies	centered	at	~40	eV,	providing	a	total	ground	state	energy	of	
~79	eV.	The	red	shaded	regions	correspond	to	He+	electrons,	where	one	electron	is	 ionized	(>0	eV)	 leaving	
the	other	electron	tightly	bound	to	the	He+	ion	(<~62	eV).	The	blue	shaded	regions	represent	excited	state	He,	
where	 one	 electron	 is	 excited	 to	 near	 0	 eV,	 leaving	 the	 other	 electron	 more	 tightly	 bound.	 The	 different	
shapes	seen	for	the	different	𝐼!/𝐼!	ratios	for	electron	energies	>	0	eV	is	due	to	the	different	final	drift	energies	
of	the	fields	[36].	The	number	of	atoms	in	the	ensemble	is	2.5x105.	
	

	
FIG	8.	Electron	trajectories	in	the	transverse	plane	show	how	counter-rotating	fields	can	drive	electrons	into	
orbits	similar	to	those	of	high-lying	Rydberg	states,	whereas	co-rotating	fields	do	not.	These	electrons	can	be	
recaptured,	leading	to	a	decreased	ionization	enhancement	for	counter-rotating	fields.	The	trajectories	shown	
here	are	 computed	 for	𝐼!/𝐼!	=	3.2,	 a	 total	 intensity	of	5×10!"	Wcm-2,	 and	 from -30	 fs	<	 t	<	120	 fs	 from	 the	
peak	of	the	10-fs	pulse.	The	number	of	atoms	in	the	ensemble	is	250.	
	
	



	 13	

	
	
	
	
Finally,	 to	 visualize	 the	 electron	 dynamics	 that	 lead	 to	 the	 observed	 ionization	
enhancement,	 we	 plot	 ensembles	 of	 electron	 trajectories	 just	 prior	 to	 the	 moment	 of	
ionization	 [Fig.	 9(a,b)],	 showing	 that	 counter-rotating	 fields	 drive	 a	 greater	 number	
of	electrons	 into	 large	excursions	that	 return	 to	 the	 ion	prior	 to	 the	 final	 liberation	of	 an	
electron,	 much	 like	 the	 orbits	 of	 Rydberg	 electrons	 with	 low	 angular	 momentum	[78].	
Additionally,	counter-rotating	fields	also	result	in	a	population	increase	for	electrons	very	
close	to	the	ion	[Fig.	9c],	corresponding	to	the	more	tightly	bound	counterpart	to	the	highly	
excited	electron.		
	
The	 results	 from	 the	 CE	 simulations	 allow	 us	 to	 recognize	 that	 the	 observed	 ionization	
enhancement	 in	 counter-rotating	 fields	 is	 an	 indication	 of	 returning	 electron	 trajectories	
for	single	ionization,	just	as	the	observation	of	the	familiar	“knee”	in	nonsequential	double	
ionization	[79]	 for	 counter-rotating	 fields	[34]	 is	 a	 signature	 of	 returning	 electron	
trajectories	for	double	ionization.	This	similarity	is	notable	as	the	strength	of	the	electron-
ion	 interaction	 is	 much	 different	 between	 the	 two	 processes.	The	 measurement	 of	 this	
single	ionization	effect	is	made	possible	by	the	use	of	bicircular	fields,	where	the	shape	of	
the	fields	is	dramatically	different	for	counter-	and	co-rotating	fields,	even	though	the	peak	
field	amplitude	and	average	intensity	are	the	same	for	both	cases.	
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FIG	 9.	 (a,b)	 Electron	 trajectories	 from	 an	 ensemble	 of	 5000	 atoms	 for	𝐼!/𝐼!	=	 1	 and	 an	 intensity	 of	4×
10!"	Wcm-2,	shown	from	2.67	fs	before	each	atom	is	ionized,	until	the	instant	of	ionization.	(c)	The	histogram	
of	the	electron-ion	separation	for	the	trajectories	shown	in	(a)	and	(b)	shows	that	counter-rotating	fields	have	
higher	concentrations	of	electrons	at	both	longer	(red	shaded	region)	and	shorter	(inset)	distances	from	the	
ion	core	compared	to	co-rotating	fields.		
	

	
	

IV	CONCLUSION	
	

In	 conclusion,	 we	 have	 shown	 that	 two-color	 counter-rotating	 fields	 lead	 to	 an	
enhancement	 in	 the	 ionization	yield	up	 to	700%	compared	with	co-rotating	 fields,	which	
occurs	 in	 the	 non-adiabatic	 ionization	 regime.	 This	 effect	 was	 observed	 both	
experimentally	 and	 theoretically	 in	 helium,	 argon	 and	 krypton	 and	 for	 a	 number	 of	
different	 intensity	 ratios.	 We	 have	 also	 proposed	 a	 mechanism	 for	 this	 ionization	
enhancement	 in	 both	 the	 quantum-mechanical	 and	 classical	 pictures.	 In	 the	 quantum	
picture,	 the	 presence	 of	 both	 photon	 spin	 polarizations	 in	 counter-rotating	 fields	 allows	
access	 to	 a	 greater	 number	 of	 resonantly-enhanced	 ionization	 pathways	 as	 compared	 to	
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co-rotating	 fields,	 where	 the	 single	 spin-angular	 momentum	 of	 the	 photons	 prevents	
excitation	to	excited	states	possessing	low	total	angular	momenta.	In	the	classical	picture,	
counter-rotating	fields	drive	electrons	in	trajectories	that	enhance	the	absorption	of	energy	
from	the	laser	field	and	enable	ionization.	These	results	show	that	bicircular	fields	can	be	
used	 as	 a	 sensitive	 probe	 of	 the	 excited	 state	manifold,	which	 could	 be	 applied	 to	more	
complicated	molecules	 in	 the	 future.	Moreover,	 the	 comparison	 of	 ionization	 in	 counter-
rotating	and	co-rotating	fields	provides	a	straightforward	and	precise	method	of	examining	
ionization	in	the	non-adiabatic	regime,	and	will	be	beneficial	for	all	experiments	looking	at	
rescattering/recombination	in	these	fields.		
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Appendix	A:	Effect	of	the	temporal	shape	of	the	electric	field	on	
the	adiabatic	tunnel-ionization	rate	
	
In	a	bicircular	field	as	both	the	relative	intensity	and	relative	helicity	is	changed	between	
the	two	beams,	the	resulting	temporal	shape	of	the	electric	field	is	changed	as	well	[Fig.	10].	
To	understand	why	this	temporal	shape	difference	cannot	explain	the	observed	ionization	
enhancement	 we	 calculated	 the	 ADK	 rates	[80]	 for	 a	 bicircular	 field	 for	 each	 helicity	 at	
𝐼!/𝐼! 	=	1.	The	ADK	rates	give	an	estimation	of	ionization	expected	in	the	adiabatic	tunnel-
ionization	regime.	To	numerically	compute	the	average	tunneling	rate,	the	electric	field	of	
one	cycle	of	an	infinitely	long	bicircular	field	was	discretized	into	104	points.	The	ADK	rate	
for	 each	point	was	 calculated	 as	 if	 it	was	 the	peak	 field	 of	 a	 one-color	 linearly	polarized	
pulse	[80–82].	The	average	[Fig.	11a]	and	peak	[Fig.	11b]	ADK	rates	are	identical	between	
co-	 and	 counter-rotating	 fields.	 	 This	 was	 additionally	 done	 for	 a	 number	 of	 other	𝐼!/𝐼! 	
ratios,	and	in	all	cases	the	yields	for	counter-	and	co-rotating	fields	were	identical.	
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FIG	10.	The	temporal	shape	of	the	electric	fields	for	the	experimental	IB/IR	ratios.	
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FIG.	11.	The	(a)	average	and	(b)	peak	ADK	rates	show	that	in	the	adiabatic	tunnel-ionization	regime,	there	
should	be	no	difference	in	the	ionization	yields	between	co-	and	counter-rotating	fields	even	though	they	
have	significantly	different	temporal	shapes.	

	
	
Appendix	B:	Effect	of	extraction	field	on	the	𝐢𝐨𝐧𝐢𝐳𝐚𝐭𝐢𝐨𝐧	ratios	
	
The	laser	excitation	of	bound	electrons	can	lead	to	population	of	high-lying	Rydberg	states.	
These	Rydberg	states	are	only	loosely	bound	to	the	atom,	and	thus	can	be	ionized	by	the	DC	
electric	field	used	to	accelerate	the	ions	from	the	interaction	region	to	the	detector	in	the	
time-of-flight	 spectrometer	[83,84].	Although	 in	 the	experiment,	 the	DC	electric	 field	was	
kept	constant	for	all	scans,	we	experimentally	confirmed	that	the	strength	of	the	extraction	
field	 had	 no	 effect	 on	 the	𝑌!"!"#/𝑌!"!"#	ratio	 [Fig.	 12].	 Here,	 we	 keep	 the	 extraction	 plate	
grounded	and	vary	the	voltage	across	the	repeller	plate	from	1000	V	to	3000	V.	The	electric	
field	 at	 the	 interaction	 region	was	 calculated	 using	 SIMION	[85].	 This	 was	 done	 for	 two	
laser	conditions	1)	𝐼!/𝐼!	=	0.5	at	an	intensity	of	1.47×10!"	Wcm-2,	and	2)	𝐼!/𝐼!	=	3.2	at	an	
intensity	 of	1.85×10!" 	Wcm-2.	 We	 observed	 that	 these	 changes	 in	 the	 extraction	 field	
strength	 had	 no	 effect	 on	 the	 measured	𝑌!"!"#/𝑌!"!"#	ratio,	 as	 all	 field	 strengths	 were	 high	
enough	to	ionize	electrons	in	high-lying	Rydberg	states.		
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FIG	12.	The	DC	electric	fields	used	to	accelerate	the	electrons	to	the	detector	lead	to	ionization	of	electrons	in	
high-lying	Rydberg	states.	However,	the	DC	fields	are	sufficiently	high	that	we	do	not	observe	a	change	in	the	
𝑌!"!"#/𝑌!"!"#	ratio	between	co-	and	counter-rotating	fields	as	the	extraction	field	strength	is	varied.		
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