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#### Abstract

We present a theory of cooperative light scattering valid in any dimension: connecting theories for an open line, open plane, and open space in the non-relativistic regime. This theory includes nearfield and dipole-orientation effects, highlighting how field mode confinement controls the phenomena. We present a novel experimental implementation for planar collective effects.


PACS numbers: $42.50 . \mathrm{Nn}, 42.50 . \mathrm{Pq}, 71.70 . \mathrm{Gm}, 84.40 . \mathrm{Az}$

Interatomic dipole-dipole coupling yields remarkable collective effects such as super- and sub-radiant emission [1-4], Anderson localization [5, 6], and collective Lamb shifts [7], which test fundamentals of quantum electrodynamics (QED) and have applications to superradiant lasers [8], quantum simulation [9], and protecting quantum information [10]. Waveguide quantum electrodynamics enables improved spatial mode matching compared to three-dimensional (3D) systems [11], thereby increasing photon-mediated coupling between distant atoms in one-dimensional (1D) [12-17] and twodimensional (2D) systems $[6,9]$. We present an elegant unified model for cooperative light scattering by $N$ twolevel atoms in an open spatial region of arbitrary dimension $d$, providing a single expression for the collective effects in terms of "cardinal" Bessel functions. We propose a scheme to observe the phenomena in 2D using vacancy centers in diamond.

We develop a theory of multi-atom superradiance for electromagnetic fields confined to $d \mathrm{D}(d \in[1,2,3])$. We solve the collective Lamb shifts and spontaneous emission rates as a function of dimension $d \in[1,2,3]$, dipole orientation, and dipole-dipole separation. We find that orientation effects are especially prominent at small atomatom separations as dimension increases. Our theory provides intuition into how superradiance can be controlled via field confinement, orientation, and placement of dipoles in realistic structures such as our proposed diamond vacancy center scheme.

In our theory we find that 2D has the most complex orientation dependence between dipoles with subwavelength separations. This complex dependence is due to the lack of cylindrical symmetry with respect to the separation between dipoles, different from both 3D and 1D. Vacancy centers in diamond allow for subwavelength positioning of centers [17-20] where the orientation-effects are especially prominent.

Our physical system comprises identical two-level systems (here called "atoms") coupled to electromagnetic fields propagating in vacuum. For a $d \mathrm{D}$ system, the


FIG. 1: (a) Schematic showing a pair of emitters embedded in a 2D slab extending in the $x_{1} x_{2}$ plane. The emitters are separated a distance $\boldsymbol{r}_{\imath \jmath}$ apart in the $\hat{\boldsymbol{x}}_{2}$ direction. Emission is detected by a detector D. (b) Energy diagram for 2-atom superradiance, with $|0\rangle=|g\rangle_{1}|g\rangle_{2},|E\rangle=|e\rangle_{1}|e\rangle_{2}$, and the superradiant and subradiant states $| \pm\rangle=\frac{1}{2}\left(|e\rangle_{1}|g\rangle_{2} \pm|g\rangle_{1}|e\rangle_{2}\right)$.
 labeled in diagram.
fields are described by a plane-wave decomposition with wavevector $\boldsymbol{k} \in \mathbb{R}^{d}$ and dispersion $\omega_{\boldsymbol{k}}=c|\boldsymbol{k}|$. In this work a vector $\boldsymbol{a}=\sum_{l=1}^{3} x_{l} \hat{\boldsymbol{x}}_{l} \in \mathbb{R}^{d}$ if $\boldsymbol{a} \cdot \mathbb{1}_{d}=\boldsymbol{a}=\sum_{l=1}^{d} x_{l} \hat{\boldsymbol{x}}_{l}$, where $\mathbb{1}_{d}$ is the $d \mathrm{D}$ unit dyad $\sum_{l=1}^{d} \hat{\boldsymbol{x}}_{l} \hat{\boldsymbol{x}}_{l}$, which projects vectors into $d \mathrm{D}$ for $\left\{\hat{\boldsymbol{x}}_{l}\right\}$ the orthogonal Cartesian unit vectors.

We solve a master equation describing the evolution of atom states in our system, so following Lehmberg [7] we quantize the electromagnetic field. We consider the field quantized in a volume $V$, with photon creation operator $\hat{a}_{\boldsymbol{k} l}^{\dagger}$ producing a photon with wavevector $\boldsymbol{k}$, frequency $\omega_{\boldsymbol{k}}$, and polarization $\hat{\boldsymbol{e}}_{l}, \hat{\boldsymbol{k}} \cdot \hat{\boldsymbol{e}}_{l}=0$. We can write the fields as

$$
\left\{\begin{array}{c}
\hat{\boldsymbol{E}}(\boldsymbol{r})  \tag{1}\\
\hat{\boldsymbol{B}}(\boldsymbol{r})
\end{array}\right\}=\sum_{\boldsymbol{k}} \sum_{l=1}^{2} \sqrt{\frac{2 \pi \omega_{\boldsymbol{k}}}{V}}\left\{\begin{array}{c}
\hat{\boldsymbol{e}}_{l} \\
\hat{\boldsymbol{k}} \times \hat{\boldsymbol{e}}_{l}
\end{array}\right\}\left(\mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{r}} \hat{a}_{\boldsymbol{k} l}+\mathrm{hc}\right)
$$

at point $\boldsymbol{r}$ with hc denoting the hermitian conjugate and ${ }^{\wedge}$ denoting operator or unit vector (which case pertains is
discernible from the context).
Identical atoms are placed at positions $\boldsymbol{r} \in \mathbb{R}^{d}$. We label atoms with indices $\imath$ and $\jmath$ so that for atom $\imath$ energy $\hbar \omega_{0}$ separates its excited state $|\mathrm{e}\rangle_{\imath}$ from ground state $|\mathrm{g}\rangle_{\imath}$, and the atomic dipole moment $\boldsymbol{\mu}_{\imath}$ can be oriented in any direction in $\mathbb{R}^{3}$. Henceforth $\hbar \equiv 1$. Deexciting and exciting the atom is achieved by operators $\hat{\sigma}_{\imath}=|\mathrm{g}\rangle_{\imath}\langle\mathrm{e}|$ and $\hat{\sigma}_{i}^{\dagger}$, respectively.

Proposition 1. The vacuum expectation of any selfadjoint $N$-atom operator $\hat{Q}$ for times $\omega_{0} t \gg 1$ is

$$
\begin{align*}
\dot{\hat{Q}}= & \sum_{\imath \jmath}^{N} i \omega_{\imath \jmath}\left[\hat{\sigma}_{\imath}^{\dagger} \hat{\sigma}_{\jmath}, \hat{Q}\right] \\
& +\frac{\gamma_{\imath \jmath}}{2}\left(2 \hat{\sigma}_{\imath}^{\dagger} \hat{Q} \hat{\sigma}_{\jmath}-\hat{\sigma}_{\imath}^{\dagger} \hat{\sigma}_{\jmath} \hat{Q}-\hat{Q} \hat{\sigma}_{\imath}^{\dagger} \hat{\sigma}_{\jmath}\right) \tag{2}
\end{align*}
$$

for $\omega_{\imath \imath}:=\omega_{0}$, and

$$
\begin{align*}
\omega_{\imath \jmath}= & -\frac{2 \pi}{c^{d}} \int \not d^{d-1} \Omega_{\hat{\boldsymbol{k}}} \boldsymbol{\mu}_{\imath} \cdot\left[\mathbb{1}_{3}-\hat{\boldsymbol{k}} \hat{\boldsymbol{k}}\right] \cdot \boldsymbol{\mu}_{\jmath} \\
& \times \sum_{ \pm} \mathcal{P} \int_{0}^{\infty} \not d \omega \frac{\omega^{d}}{\omega \pm \omega_{0}} e^{i \omega \hat{\boldsymbol{k}} \cdot \boldsymbol{r}_{\imath \jmath} / c}  \tag{3}\\
\gamma_{\imath \jmath}= & \frac{2 \pi \omega_{0}^{d}}{c^{d}} \int \not d^{d-1} \Omega_{\hat{\boldsymbol{k}}} \boldsymbol{\mu}_{\imath} \cdot\left[\mathbb{1}_{3}-\hat{\boldsymbol{k}} \hat{\boldsymbol{k}}\right] \cdot \boldsymbol{\mu}_{\jmath} e^{i \omega_{0} \hat{\boldsymbol{k}} \cdot \boldsymbol{r}_{\imath \jmath} / c} \tag{4}
\end{align*}
$$

with $\mathcal{P}$ denoting principle value, $\boldsymbol{r}_{\imath \jmath}:=\boldsymbol{r}_{\imath}-\boldsymbol{r}_{\jmath}$, $\not$ ad $^{d}:=$ $d^{d} /(2 \pi)^{d}, d^{d-1} \Omega_{\hat{\boldsymbol{k}}}$ the $d D$ solid angle integrating over directions $\hat{\boldsymbol{k}}$.

Proof. The Hamiltonian for $N$ identical atoms (with individual frequency $\omega_{0}$ ) coupled to the field is

$$
\begin{align*}
\hat{H}= & \sum_{\imath=1}^{N} \omega_{0} \hat{\sigma}_{\imath}^{\dagger} \hat{\sigma}_{\imath}+\sum_{\boldsymbol{k} l} \omega_{\boldsymbol{k}} \hat{a}_{\boldsymbol{k} l}^{\dagger} \hat{a}_{\boldsymbol{k} l}-\sum_{\imath=1}^{N} \sum_{\boldsymbol{k} l}\left(\frac{2 \pi \omega_{\boldsymbol{k}}}{V}\right)^{1 / 2} \\
& \times \hat{\boldsymbol{e}}_{l} \cdot \boldsymbol{\mu}_{\imath}\left(\mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{r}_{\imath}} \hat{a}_{\boldsymbol{k} l}+\mathrm{hc}\right)\left(\hat{\sigma}_{\imath}+\hat{\sigma}_{\imath}^{\dagger}\right) \tag{5}
\end{align*}
$$

The quantum master equation for $\hat{Q}$ any $N$-atom operator was originally solved for 3D fields by treating atoms as point dipoles and neglecting strong fields and non-local effects [7], and recently the master equation was solved for 1D fields [15]. Here we employ the Markovian approximation and solve for it in $d \mathrm{D}$ with $d \in[1,2,3]$ when the time of flight across the sample is faster than any spontaneous emission rate so that non-local effects may be neglected.

We first eliminate the photon operators $\hat{a}_{\boldsymbol{k} l}(0)$ which represents the field amplitude of the excitation source. We rewrite it in terms of atomic operators using

$$
\begin{align*}
\hat{a}_{\boldsymbol{k} l}(t)= & \hat{a}_{\boldsymbol{k} l}(0) \mathrm{e}^{-\mathrm{i} \omega_{\boldsymbol{k}} t}+i \sum_{\imath}\left(\frac{2 \pi \omega_{\boldsymbol{k}}}{V}\right)^{1 / 2} \hat{e}_{l} \cdot \boldsymbol{\mu}_{\imath} \mathrm{e}^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{r}_{\imath}} \\
& \times \int_{0}^{t} \mathrm{~d} t^{\prime}\left[\hat{\sigma}_{\imath}\left(t^{\prime}\right)+\hat{\sigma}_{\imath}^{\dagger}\left(t^{\prime}\right)\right] \mathrm{e}^{-\mathrm{i} \omega_{\boldsymbol{k} l}\left(t-t^{\prime}\right)} \tag{6}
\end{align*}
$$

We then take vacuum expectation values of the masterequation solution to obtain

$$
\begin{align*}
\dot{\hat{Q}}= & \mathrm{i} \omega_{0} \sum_{\imath}\left[\hat{\sigma}_{\imath}^{\dagger} \hat{\sigma}_{\imath}, \hat{Q}\right]+\frac{1}{V} \sum_{\imath \jmath}\left[\sigma_{\imath}+\hat{\sigma}_{\imath}^{\dagger}, \hat{Q}\right] \\
& \times\left\{\sum_{\boldsymbol{k} l} 2 \pi \omega_{\boldsymbol{k}}\left(\hat{\boldsymbol{e}}_{l} \cdot \boldsymbol{\mu}_{\imath}\right)\left(\hat{\boldsymbol{e}}_{l} \cdot \boldsymbol{\mu}_{\jmath}\right) \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{r}_{\imath \jmath}}\right. \\
& \left.\times\left[f_{-} \hat{\sigma}_{\jmath}+f_{+} \hat{\sigma}_{\jmath}^{\dagger}\right]+\mathrm{hc}\right\} \tag{7}
\end{align*}
$$

with $f_{ \pm}=-i \mathcal{P}\left(\omega \pm \omega_{0}\right)^{-1}+\pi \delta\left(\omega \pm \omega_{0}\right)$.
We then express the master equation in terms of collective frequency shifts and corresponding linewidths, which involves converting the sum over $\boldsymbol{k}$ into integration over $\omega(\boldsymbol{k})$ using the dispersion relation $\omega=\mathrm{c}|\boldsymbol{k}|$ and obtain

$$
\begin{align*}
\frac{1}{V} \sum_{\boldsymbol{k}} & \rightarrow \int \not d^{d} \boldsymbol{k} \rightarrow \frac{1}{\mathrm{c}^{d}} \int \not d \omega \omega^{d-1} \int \not d^{d-1} \Omega_{\hat{\boldsymbol{k}}}  \tag{8}\\
\mathrm{d}^{d-1} \Omega_{\hat{\boldsymbol{k}}} & =\prod_{l=1}^{d-1} \sin ^{d-l-1} \theta_{l} \mathrm{~d} \theta_{l} \tag{9}
\end{align*}
$$

Here $\mathrm{d}^{d-1} \Omega_{\hat{\boldsymbol{k}}}$ is the $d \mathrm{D}$ solid angle over directions $\hat{\boldsymbol{k}}$ with azimuthal angles $\theta_{1}, \ldots, \theta_{d-2} \in[0, \pi]$ and polar angle $\theta_{d-1} \in[0,2 \pi)$. Substituting

$$
\begin{equation*}
\sum_{l=1}^{2}\left(\hat{\boldsymbol{e}}_{l} \cdot \boldsymbol{\mu}_{2}\right)\left(\hat{\boldsymbol{e}}_{l} \cdot \boldsymbol{\mu}_{\jmath}\right)=\boldsymbol{\mu}_{2} \cdot\left(\mathbb{1}_{3}-\hat{\boldsymbol{k}} \hat{\boldsymbol{k}}\right) \cdot \boldsymbol{\mu}_{\jmath} \tag{10}
\end{equation*}
$$

and Eq. (8) into Eq. (7) completes the proof.
For $N=1$ atom and a $d \mathrm{D}$ field, with $k_{0}:=\omega_{0} / \mathrm{c}=$ $2 \pi / \lambda_{0}$ and $\boldsymbol{\mu}_{\imath}:=\mu_{\imath} \hat{\boldsymbol{\mu}}_{\imath}$, Eq. (4) yields spontaneous emission rate

$$
\begin{equation*}
\gamma_{\imath \imath}=\frac{2^{3-d} \pi^{2-d / 2} \mu_{\imath}^{2} k_{0}^{d}}{\Gamma(d / 2)}\left(1-\frac{\hat{\boldsymbol{\mu}}_{\imath} \cdot \mathbb{1}_{d} \cdot \hat{\boldsymbol{\mu}}_{\imath}}{d}\right) \tag{11}
\end{equation*}
$$

for $\Gamma$ the Gamma function. In $3 \mathrm{D}, \gamma_{\imath \imath}=4 \mu_{\imath}^{2} k_{0}^{3} / 3$ is independent of dipole orientation. In 1 D and $2 \mathrm{D}, \gamma_{\imath \imath}$ is maximized for the dipole perpendicular to the $\mathbb{R}^{d}$ subspace $\left(\hat{\boldsymbol{\mu}}_{i} \cdot \mathbb{1}_{d} \cdot \hat{\boldsymbol{\mu}}_{i}=0\right)$ and thus falls by half for in-plane dipoles in 2D $\left(\hat{\boldsymbol{\mu}}_{i} \cdot \mathbb{1}_{2} \cdot \hat{\boldsymbol{\mu}}_{i}=1\right)$ compared to out-of-plane dipoles [6] and is zero for in-line dipoles in 1D.

For $r_{\imath \jmath} \ll \lambda$, Eq. (3) is divergent and cannot be used to calculate the single-atom Lamb shift. The breakdown of this theory to describe the single-atom Lamb shift is a consequence of approximating a physical dipole with a point dipole. We thus treat the single-atom Lamb shift as being incorporated into a renormalized frequency $\omega_{0}$.

For $N \geq 2$ atoms, signatures of collective-effects, such as enhanced spontaneous decay and Lamb shifts, are quantified by $\gamma_{\imath \jmath}$ and $\omega_{\imath \jmath}(\imath \neq \jmath)$, respectively, as illustrated in Fig. 1(b) for $N=2$ atoms. We now express $\gamma_{\imath \jmath}$ and $\omega_{\imath \jmath}$ in terms of the $d \mathrm{D}$ dyadic Green's function.

Definition 1. The dyadic Green's function in $d \mathrm{D}$ is $\overleftrightarrow{G}_{d}:=\mathcal{D} G_{d}$ for $\mathcal{D}:=\mathbb{1}_{3}+\frac{1}{k_{0}^{2}} \nabla_{d} \nabla_{d}$ a dyadic operator, $G_{d}$ the solution of the $d \mathrm{D}$ Helmholtz equation $\left[\nabla_{d}^{2}+k_{0}^{2}\right] G_{d}\left(\boldsymbol{r}_{\imath \jmath}, \omega_{0}\right)=-\delta\left(\boldsymbol{r}_{\imath \jmath}\right)$.

Definition 2. Analogous to the relation between $\sin x$ and $\operatorname{sinc} x$ ("cardinal sine"), we introduce "cardinal" versions of the Bessel functions (first and second kind) and Hankel function of the first kind as, respectively,

$$
\check{J}_{\alpha}(x):=\frac{J_{\alpha}(x)}{x^{\alpha}}, \check{Y}_{\alpha}(x):=\frac{Y_{\alpha}(x)}{x^{\alpha}}, \check{H}_{\alpha}^{(1)}(x):=\frac{H_{\alpha}^{(1)}(x)}{x^{\alpha}} .
$$

Proposition 2. The complex collective frequency shift is

$$
\begin{equation*}
\Gamma_{\imath \jmath}:=-\omega_{\imath \jmath}+i \gamma_{\imath \jmath} / 2=4 \pi k_{0}^{2} \boldsymbol{\mu}_{\imath} \cdot \overleftrightarrow{G}_{d}\left(\boldsymbol{r}_{\imath \jmath}, \omega_{0}\right) \cdot \boldsymbol{\mu}_{\jmath} \tag{12}
\end{equation*}
$$

Proof. Solutions of the $d \mathrm{D}$ Helmholtz equation are [21] $A \check{J}_{d / 2-1}\left(\tilde{r}_{\imath \jmath}\right)+B \check{Y}_{d / 2-1}\left(\tilde{r}_{\imath \jmath}\right)$ for $\tilde{\boldsymbol{r}}_{\imath \jmath}:=k_{0} \boldsymbol{r}_{\imath \jmath}=\tilde{r}_{\imath \jmath} \hat{\tilde{\boldsymbol{r}}}_{\imath \jmath}$ and $A$ and $B$ arbitrary complex constants. Imposing the Sommerfeld radiation condition

$$
\begin{equation*}
\lim _{\tilde{r_{\imath \jmath} \rightarrow \infty}}\left|\boldsymbol{r}_{\imath \jmath}\right|^{(d-1) / 2}\left(\frac{\partial}{\partial \tilde{r}_{\imath \jmath}}-\mathrm{i}\right) G_{d}\left(\boldsymbol{r}_{\imath \jmath}, \omega_{0}\right)=0 \tag{13}
\end{equation*}
$$

on an outgoing spherical wave satisfying energy conservation yields the purely radial expression

$$
\begin{equation*}
G_{d}\left(\boldsymbol{r}_{\imath \jmath}, \omega_{0}\right)=\frac{\mathrm{i}}{4}\left[\frac{k_{0}^{2}}{2 \pi}\right]^{d / 2-1} \check{H}_{d / 2-1}^{(1)}\left(\tilde{r}_{\imath \jmath}\right) \tag{14}
\end{equation*}
$$

For $G_{d}^{\prime}:=\frac{\mathrm{d} G_{d}}{\mathrm{~d} \tilde{r}_{\imath \jmath}}$ and $G_{d}^{\prime \prime}:=\frac{\mathrm{d}^{2} G_{d}}{\mathrm{~d} \tilde{r}_{\imath \jmath}^{2}}$, applying $\mathcal{D}$ to $G_{d}$ yields

$$
\begin{equation*}
\frac{1}{k_{0}^{2}} \nabla_{d} \nabla_{d} G_{d}=\hat{\boldsymbol{r}}_{\imath \jmath} \hat{\boldsymbol{r}}_{\imath \jmath} G_{d}^{\prime \prime}+\frac{\nabla_{d} \hat{\boldsymbol{r}}_{\imath \jmath}}{k_{0}} G_{d}^{\prime} \tag{15}
\end{equation*}
$$

We apply the identity

$$
\begin{equation*}
\frac{\nabla_{d} \hat{\boldsymbol{r}}_{\imath \jmath}}{k_{0}}=\frac{1}{\tilde{r}_{\imath \jmath}}\left(\mathbb{1}_{d}-\hat{\boldsymbol{r}}_{\imath \jmath} \hat{\boldsymbol{r}}_{\imath \jmath}\right) \tag{16}
\end{equation*}
$$

to obtain

$$
\begin{equation*}
\frac{1}{k_{0}^{2}} \nabla_{d} \nabla_{d} G_{d}=\frac{1}{\tilde{r}_{\imath \jmath}} G_{d}^{\prime} \mathbb{1}_{d}+\left(G_{d}^{\prime \prime}-\frac{1}{\tilde{r}_{\imath \jmath}} G_{d}^{\prime}\right) \hat{\boldsymbol{r}}_{\imath \jmath} \hat{\boldsymbol{r}}_{\imath \jmath} \tag{17}
\end{equation*}
$$

Hankel function recurrence relations then yield

$$
\begin{align*}
\overleftrightarrow{G}_{d}\left(\tilde{\boldsymbol{r}}_{\imath \jmath}, \omega_{0}\right)= & \frac{\mathrm{i}}{4}\left[\frac{k_{0}^{2}}{2 \pi}\right]^{d / 2-1}\left(\check{H}_{d / 2-1}^{(1)}\left(\tilde{r}_{\imath \jmath}\right)\left[\mathbb{1}_{3}-\hat{\boldsymbol{r}}_{\imath \jmath} \hat{\boldsymbol{r}}_{\imath \jmath}\right]\right. \\
& \left.-\check{H}_{d / 2}^{(1)}\left(\tilde{r}_{\imath \jmath}\right)\left[\mathbb{1}_{d}-d \hat{\boldsymbol{r}}_{\imath \jmath} \hat{\boldsymbol{r}}_{\imath \jmath}\right]\right) \tag{18}
\end{align*}
$$

We now obtain $\Gamma_{\imath \jmath}$ directly from Eqs. (3) and (4). Substituting

$$
\begin{equation*}
-k_{0}^{2} \hat{\boldsymbol{k}} \hat{\boldsymbol{k}} \mathrm{e}^{\mathrm{i} \omega \hat{\boldsymbol{k}} \cdot \boldsymbol{r}_{\imath \jmath} / c}=\nabla_{d} \nabla_{d} \mathrm{e}^{\mathrm{i} \hat{\boldsymbol{k}} \cdot \boldsymbol{r}_{\imath \jmath} \omega_{0} / c}, \boldsymbol{r}_{\imath \jmath} \neq \mathbf{0} \tag{19}
\end{equation*}
$$

into Eq. (4), and using

$$
\begin{equation*}
\int \mathrm{d}^{d-1} \Omega_{\hat{\boldsymbol{k}}} \mathrm{e}^{\mathrm{i} \hat{\boldsymbol{k}} \cdot \boldsymbol{r}_{\imath \jmath} \omega_{0} / c}=(2 \pi)^{d / 2} \check{J}_{d / 2-1}\left(\tilde{r}_{\imath \jmath}\right) \tag{20}
\end{equation*}
$$

yields

$$
\begin{equation*}
\gamma_{\imath \jmath}=\frac{k_{0}^{d}}{(2 \pi)^{d-2}} \boldsymbol{\mu}_{\imath} \cdot \mathcal{D}\left[(2 \pi)^{d / 2} \check{J}_{d / 2-1}\left(\tilde{r}_{\imath \jmath}\right)\right] \cdot \boldsymbol{\mu}_{\jmath} . \tag{21}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\omega_{\imath \jmath}=\frac{1}{2} \frac{k_{0}^{d}}{(2 \pi)^{d-2}} \boldsymbol{\mu}_{\imath} \cdot \mathcal{D}\left[(2 \pi)^{d / 2} \check{Y}_{d / 2-1}\left(\tilde{r}_{\imath \jmath}\right)\right] \cdot \boldsymbol{\mu}_{\jmath} \tag{22}
\end{equation*}
$$

Comparing Eqs. (21) and (22) with (18) proves the result.

Equation (12) is a unified solution of collective atomatom couplings for $d \mathrm{D}$, and includes the previous results for $1 \mathrm{D}[15], 2 \mathrm{D}[6]$, and $3 \mathrm{D}[7]$. Now we separate the terms governing the separation and orientation dependence of the collective atom-atom coupling by rewriting Eq. (12) as

$$
\begin{equation*}
\Gamma_{\imath \jmath}=\frac{\mathrm{i}}{2} \frac{\mu_{\imath} \mu_{\jmath} k_{0}^{d}}{(2 \pi)^{d / 2-2}}\left(\check{H}_{d / 2-1}^{(1)}\left(\tilde{r}_{\imath \jmath}\right) \Theta_{\imath \jmath}-\check{H}_{d / 2}^{(1)}\left(\tilde{r}_{\imath \jmath}\right) \Theta_{\imath \jmath}^{\prime}\right) \tag{23}
\end{equation*}
$$

for

$$
\begin{align*}
& \Theta_{\imath \jmath}=\hat{\boldsymbol{\mu}}_{\imath} \cdot \hat{\boldsymbol{\mu}}_{\jmath}-\left(\hat{\boldsymbol{\mu}}_{\imath} \cdot \hat{\boldsymbol{r}}_{\imath \jmath}\right)\left(\hat{\boldsymbol{\mu}}_{\jmath} \cdot \hat{\boldsymbol{r}}_{\imath \jmath}\right),  \tag{24}\\
& \Theta_{\imath \jmath}^{\prime}=\hat{\boldsymbol{\mu}}_{\imath} \cdot \mathbb{1}_{d} \cdot \hat{\boldsymbol{\mu}}_{\jmath}-d\left(\hat{\boldsymbol{\mu}}_{\imath} \cdot \hat{\boldsymbol{r}}_{\imath \jmath}\right)\left(\hat{\boldsymbol{\mu}}_{\jmath} \cdot \hat{\boldsymbol{r}}_{\imath \jmath}\right) . \tag{25}
\end{align*}
$$

Here the cardinal Hankel functions express the separation dependence of the collective effects, whereas (24) and (25) summarize the orientation dependence of these effects. Asymptotically $\tilde{r}_{\imath \jmath} \gg 1$,

$$
\begin{equation*}
\check{H}_{d / 2-1}^{(1)}\left(\tilde{r}_{\imath \jmath}\right) \rightarrow \frac{\exp \left\{\mathrm{i}\left[\tilde{r}_{\imath \jmath}-\frac{\pi}{4}(d-1)\right]\right\}}{\tilde{r}_{\imath \jmath}^{\frac{d-1}{2}}} \tag{26}
\end{equation*}
$$

leading to $\check{H}_{d / 2-1}^{(1)}\left(\tilde{r}_{\imath \jmath}\right) / \check{H}_{d / 2}^{(1)}\left(\tilde{r}_{\imath \jmath}\right) \rightarrow \mathrm{i} \tilde{r}_{\imath \jmath}$, which shows that the first term in Eq. (23) dominates for $\tilde{r}_{\imath \jmath} \gg 1$ (defined here as far field) and the second term in Eq. (23) which typically dominates for near field, defined as $\tilde{r}_{i \jmath} \ll$ 1. We see that the near- and far-field terms are $\pi / 2$ out of phase, so it is possible to use orientation control to suppress either $\gamma_{\imath \jmath}$ or $\omega_{\imath \jmath}$ by a factor of $\tilde{r}_{\imath \jmath}$ for distant atoms.

Now we examine angular dependence of $\Gamma_{\imath \jmath}(23)$ by studying the properties of $\Theta_{\imath \jmath}(24)$ and $\Theta_{\imath \jmath}^{\prime}(25)$. We restrict to parallel dipoles $\left(\hat{\boldsymbol{\mu}}_{\imath}=\hat{\boldsymbol{\mu}}_{j}\right)$ separated along the $x_{1}$ axis $\left(\hat{\boldsymbol{r}}_{\imath \jmath}=\hat{\boldsymbol{x}}_{1}\right)$ to visualize the angular dependence. In the far-field, the angular dependence is governed by the $d$-independent term $\Theta_{\imath \jmath}=1-\left(\hat{\boldsymbol{\mu}}_{\imath} \cdot \hat{\boldsymbol{x}}_{1}\right)^{2}$. Setting $\hat{\boldsymbol{\mu}}_{\imath}=\sin \theta_{1} \cos \theta_{2} \hat{\boldsymbol{x}}_{1}+\sin \theta_{1} \sin \theta_{2} \hat{\boldsymbol{x}}_{2}+\cos \theta_{1} \hat{\boldsymbol{x}}_{3}$ yields $\Theta_{\imath \jmath}=1-\sin ^{2} \theta_{1} \cos ^{2} \theta_{2}$, which is a torus. In the near field, $\Gamma$ becomes $d$-dependent with

$$
\Theta_{\imath \jmath}^{\prime}= \begin{cases}0, & d=1  \tag{27}\\ -\sin ^{2} \theta_{1} \cos 2 \theta_{2}, & d=2 \\ 1-3 \sin ^{2} \theta_{1} \cos ^{2} \theta_{2}, & d=3\end{cases}
$$
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FIG. 2: Spherical polar plots of dimensionless $\tilde{\omega}_{12}=\omega_{12} / \gamma_{11}$ (a)-(c) and $\tilde{\gamma}_{12}=\gamma_{12} / \gamma_{11}$ (d)-(f) up to a multiplicative constant for parallel dipoles $\boldsymbol{\mu}_{1}=\boldsymbol{\mu}_{2}=\sum_{l=1}^{3} x_{l} \hat{\boldsymbol{x}}_{l}, r_{12} \ll \lambda$, and $\hat{\boldsymbol{r}}_{12}=\hat{\boldsymbol{x}}_{1}$.

We plot real and imaginary parts of $\Gamma_{\imath \jmath}$ in Fig. 2 for parallel dipoles as functions of dipole orientation $\hat{\boldsymbol{\mu}}_{2}$ given by $x_{1}, x_{2}, x_{3}$. The interatomic separation is fixed to be very small ( $\tilde{r}_{\imath \jmath} \ll 1$ ) in order to correspond to the Dicke limit. The cylindrical symmetry of $\omega_{\imath \jmath}$ for the 1D and 3D cases, as seen in Fig. 2(a,c), is replaced the fourleaf structure in 2D shown in Fig. 2(b), and the simple plot of $\gamma_{\imath \jmath}$ in Fig. 2(f) transforms to more complicated surfaces in Fig. 2(d,e) due to enhanced emission for atoms oriented perpendicular to its confinement.

Collective effects (23) are strongly dependent on dimensional confinement, as evidenced by the contrast between inverse-distance dependence in 3D vs constant in 1D for large separation $\tilde{r}_{\imath \jmath} \gg 1[7,15]$. The $d$-dependence of $\Gamma_{\imath \jmath}$ is captured by the asymptotic expression for the cardinal Hankel function (26) whose denominator shows $d$-dependent fall-off and whose oscillatory exponential numerator shows that $\gamma_{\imath \jmath}$ and $\omega_{\imath \jmath}$ are $\pi / 2$ out of phase. Furthermore $\breve{H}_{d / 2-1}^{(1)}$ experiences a $\pi / 4$ phase shift for each integer leap in dimension $d$, corresponding to a $\lambda_{0} / 8$ shift in relative positions of the atoms in different dimensions for maximizing atom-field coupling.

Whereas $\omega_{\imath \jmath}$ and $\gamma_{\imath \jmath}$ display similar features for well separated parallel dipoles, the closely spaced paralleldipole case is quite different due to $\gamma_{\imath \jmath}$ being sensitive to both near- and far-field terms in (23) while $\omega_{\imath \jmath}$ is only sensitive to near field terms. Specifically, the asymptotic expressions for the cardinal Bessel functions yield $\gamma_{\imath \jmath} \mapsto \gamma_{\imath \imath}\left[1-\mathcal{O}\left(\tilde{r}_{\imath \jmath}^{2}\right)\right]$, which is independent of $d$, whereas

$$
\omega_{\imath \jmath} \sim \begin{cases}\tilde{r}_{\imath \jmath}^{-d}, & \Theta_{\imath \jmath}^{\prime} \neq 0,  \tag{28}\\ \tilde{r}_{\imath \jmath}^{-d+2}, & \Theta_{\imath \jmath}^{\prime}=0, d \neq 2, \\ \log \tilde{r}_{\imath \jmath}, & \Theta_{\imath \jmath}^{\prime}=0, d=2\end{cases}
$$

We now have asymptotic expressions of $\gamma_{\imath \jmath}$ and $\omega_{\imath \jmath}$ in the asymptotic small and large $\tilde{r}_{i \jmath}$ regimes and now explore the dependence on the full range of $\tilde{r}_{i \jmath}$.

We plot each of $\omega_{\imath \jmath}$ and $\gamma_{\imath \jmath}$ as a function of both $\tilde{r}_{\imath \jmath}$
(a)


(b)

(d)


FIG. 3: (Color online) Dimensional and separation dependence of dimensionless $\tilde{\omega}_{\imath \jmath}:=\omega_{\imath \jmath} / \gamma_{\imath \imath}((\mathrm{a})-(\mathrm{b}))$ and $\tilde{\gamma}_{\imath \jmath}:=$ $\gamma_{2 \jmath} / \gamma_{21}((\mathrm{c})-(\mathrm{d}))$ vs dimensionless separation $\tilde{r}_{2 \jmath}=2 \pi \frac{r_{23}}{\lambda}$ for identical parallel dipoles $\hat{\boldsymbol{\mu}}_{2}=\hat{\boldsymbol{\mu}}_{3}=\hat{\boldsymbol{x}}_{3}$. (a) and (c) show results interpolated for real valued dimensions $1 \leq d \leq 3$. (b) and (d) compare $d=1$ (dotted blue line), $d=2$ (solid red line), $d=3$ (dot-dashed green line).
and $d$ as surface plots in Fig. 3(a,c) and present slices of those plots in Fig. 3(b,d). We have interpolated between integer dimensions by inserting the modified identity

$$
\begin{equation*}
\mathbb{1}_{d}=\sum_{l=1}^{\lceil d\rceil} \hat{\boldsymbol{x}}_{l} \hat{\boldsymbol{x}}_{l}+(d-\lceil d\rceil) \hat{\boldsymbol{x}}_{\lceil d\rceil} \hat{\boldsymbol{x}}_{\lceil d\rceil} \tag{29}
\end{equation*}
$$

into Eq. (25), where $\rceil$ is the ceiling function. The small and large $\tilde{r}_{\imath \jmath}$ features have been explained already, and the plot shows that these small and large limits apply everywhere except a small region near $\tilde{r}_{\imath \jmath} \sim 1$. Interestingly our $d$-dependent functions are smooth for real-valued $d$, thus giving us clear predictions of collective behavior for non-integer dimension. Exploration of non-integer $d$ collective effects would be quite interesting and could relate to electromagnetic field anisotropy [22].

As 1D and 3D collective effects have been explored experimentally, we propose a 2D experiment with vacancy centers in diamond as our "atoms". In addition to requiring a structure that confines the electromagnetic field to 2 D , we have three requirements for the emitters for realizing 2D superradiance: sub-wavelength relative position control, lifetime-limited linewidths, and spectrally overlapping energies. The 2D structure and emitter-position control ensure the ability to control superradiance phenomena, while the spectral requirements are necessary for their observation.

There are two promising approaches towards a 2D diamond structure: ultra-high aspect ratio diamond thinned via plasma etching [23] and membrane structures of subwavelength thicknesses [24]. As the diamond medium is not the vacuum described thus far, we extend our result
to dielectric media using $[25,26]$

$$
\begin{equation*}
\Gamma_{\imath \jmath, \epsilon(\omega)}\left(r_{\imath \jmath}\right)=\operatorname{Re}\left[\epsilon\left(\omega_{0}\right)^{1 / 2}\right]|l|^{2} \Gamma_{\imath \jmath}\left(\operatorname{Re}\left[\epsilon\left(\omega_{0}\right)^{1 / 2}\right] r_{\imath \jmath}\right) \tag{30}
\end{equation*}
$$

where $\epsilon(\omega)$ is the dielectric coefficient, and $l$ is a local electric field factor.

To satisfy the requirements on the emitters, ion implantation techniques allow either nitrogen or silicon vacancies to be positioned with impressive $r_{\imath \jmath} \sim \lambda_{0} / 20$ accuracy $[17-20]$. We propose working with a single pair of vacancies as shown in Fig. 1(a) to minimize inhomogeneity inherent in an ensemble. Nitrogen vacancy centers are appealing due to their narrow homogeneous linewidths [27] but suffer from strain-induced inhomogeneous broadening that can be ameliorated by Stark shifting from an external field [28].In contrast, silicon vacancies have inversion symmetry that protects them from external fields, thereby reducing inhomogeneity but makes spectral control via Stark shifts challenging [20]. However each silicon vacancy can be addressed with a tunable off-resonant laser to obtain spectrally overlapping Raman transitions, as has been used to demonstrate 1D superradiance [17].

For either nitrogen- or silicon- vacancy centers, the pair can be excited symmetrically by a resonant pulse with bandwidth much less than $\gamma_{\imath \imath}$ and propagating perpendicular to $\boldsymbol{r}_{\imath \jmath}$. Superradiant effects can be quantified by $\omega_{\imath \jmath}\left(\tilde{r}_{\imath \jmath}, \boldsymbol{\mu}_{\imath}, \boldsymbol{\mu}_{\jmath}\right)$ and $\gamma_{\imath \jmath}\left(\tilde{r}_{\imath \jmath}, \boldsymbol{\mu}_{\imath}, \boldsymbol{\mu}_{\jmath}\right)$ through timeresolved photoluminescence measurements as outlined in Fig. 1(b).

In conclusion, we present a unified solution for collective spontaneous emission, for electromagnetic field confined to dimension $d \in[1,2,3]$, with arbitrary dipole orientation and separation. We explain the scaling behavior of cooperative effects for systems much larger or smaller than the resonance wavelength. Furthermore we suggest a potential implementation scheme using vacancy centers in diamond to explore the effects in 2D.
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