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Renormalization Group for Continuous Time Quantum Search in finite Dimensions
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We consider the quantum search problem with a continuous time quantum walk for networks
characterized by a finite spectral dimension ds of the network Laplacian. For general networks of
fractal (integer or non-integer) dimension df , for which in general df 6= ds, it suggests that it is ds
that determines the computational complexity of the quantum search. Our results continue those
of Childs and Goldstone for lattices of integer dimension, where d = df = ds. Thus, we find for
general fractals that the Grover limit of quantum search can be obtained whenever ds > 4. This
complements the recent discussion of mean-field (i.e., ds → ∞) networks by Chakraborty et al.
showing that for all those networks spatial search by quantum walk is optimal.

PACS numbers: 05.10.Cc,03.67.Ac, 05.40.Fb



2

I. INTRODUCTION

Quantum search present one of the frameworks for which quantum computing can satisfy its promise to provide a
significant speed-up over classical computation. Grover [1] has shown that search based on a quantum walk can locate
an entry in an unordered list of N sites in a time that scales as ∼

√
N , a quadratic speed-up over classical search

algorithms. However, that finding was based on a list in which all sites are interconnected with each other, thus,
raising the question regarding the impact of geometry on this result. Note, for instance, that if the walk had to pass
information through the list over a linear, 1d -line of sites, no quantum effect would provide an advantage over simply
passing every site until the desired entry is located. In fact, Childs and Goldstone [2] have discussed an elementary
quantum search and found that it can reach the Grover limit only on lattices in dimensions d > 4. Aaronson and
Ambainis [3] proposed an extended quantum search algorithm that finds a marked entry in time of order ∼

√
N for

lattices with d > 2, and in time ∼
√
N log2N for d = 2, using recursive search on sub-cubes. Similarly, modified

quantum walk algorithms exist, such as with a “coined” discrete-time quantum walk, that do achieve Grover efficiency
down to d = 2 (up to logarithmic corrections), but require additional internal degrees of freedom [4]. Even beyond
search, understanding what controls the behavior of quantum walks remains a desirable goal. For instance, it presents
a natural framework that serves as a universal computational primitive for quantum computation [5].

Here, we explore which aspect of the underlying geometry has the most significant impact by considering a basic
quantum search without extra features and find that then it is the spectral dimension ds of the network which controls
the algorithmic complexity. Following Ref. [2], we consider here the continuous time quantum walk (CTQW) that
can be defined in any geometry by the Hamiltonian

H = γ L− |w〉 〈w| , (1)

where L is the Laplacian matrix, and |w〉 〈w| is the projection operator (the oracle) for some target site w. With that,
a quadratic speedup for quantum search has been shown for high dimensional graphs such as the complete graph [6]
and the hypercube [7, 8]. Recently, it has been proven also to be optimal on Erdös-Rènyi graphs with N sites as long
as the existence probability for an edge between any two sites is p ? log3/2N/N or the graphs are regular, i.e., they
have the same degree for every site [9]. For finite dimensional lattices, it was shown [2] that the quantum search in
Eq. (1) can reach the Grover limit on lattices in dimensions d > 4 only, while in d = 4, the running time to achieve
a success probability of order 1 is ∼

√
N log3/2N , with increasing deviations from

√
N -scaling for d = 3 and 2. In

contrast, a discrete-time, coined version of a quantum walk has been proposed by which quantum search falls short of
the Grover limit in d = 2 only by logarithmic factors [4, 10]. Similarly, using an appropriate lattices version of a Dirac
Hamiltonian possessing extra spin degrees of freedom, Childs and Goldstone [11] proposed a CTQW that competes
with the discrete time case with a time of order ∼

√
N for d > 2 and of order ∼

√
N logN for d = 2. The additional

spin space introduces a linear dispersion relation near the Dirac point. Foulger et al [12] exploited the Dirac point of
the walk Hamiltonian on a graphene lattice to find the marked entry in time ∼

√
N log3/2N for d = 2 without using

extra space. Childs [13] further generalized the idea of a Dirac point by considering CTQW on crystal lattices, where
the Hamiltonian is constructed without external memory by embedding these additional degrees of freedom into the
lattice as extra vertices.

While previous studies focus on CTQW in translationally invariant lattices, here, we continue to generic structures
with arbitrary real (fractal) dimensions d = df by studying the Hamiltonian defined in Eq. (1) on fractals. We aim to
understand how geometrical parameters affect the dynamics of the CTQW. Fractals generally possess both a fractal
dimension df and a spectral dimension ds that can vary independently to characterize their geometry [14–16], while
for regular lattices df = ds = d. In the context of a network Laplacian (or, equivalently, its adjacency matrix),
the fractal dimension df is best obtained as the number of distinct vertices (“volume” V ) that can be reached, on
average over all initial vertices, within r jumps, i.e., 〈V (r)〉 ∼ rdf for large r. In turn, the spectral dimension ds is
more subtle as it refers to the scaling with system size N of the lowest (non-zero) eigenvalues, λi ∼ N−2/ds , in the
Laplacian spectrum. Since many physical properties of a system, such as elastic response or transport via the wave
or the diffusion equation, are intimately linked to the Laplacian, their dispersion relations are significantly impacted
by these dimensions. For example, in the absence of further interaction potentials, free diffusion on any fractal is
then characterized simply in terms of the random walk dimension dw = 2df/ds. Using scaling as well as exact
renormalization group (RG) arguments, which we have developed recently [17], we show in the following that the
spectral dimension ds of the lattice Laplacian controls the ability of CTQW to saturate the Grover limit generally.
This result becomes most significant for non-integer dimensions, especially when df 6= ds.

Graphs with fractal dimensions have been considered previously for search with CTQW [18]. The fractals chosen
there include dual Sierpinski gaskets, T-fractals, Cayley trees, and Cartesian products between Euclidean lattices and
dual Sierpinski gaskets, with a variety of fractal and spectral dimensions. Based on numerical simulations, it was
suggested that whether CTQW provides quadratic speedup is determined together by a spectral dimension larger
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than 4 and by the overlaps of the initial state with the ground and first excited state of the Hamiltonian. These
overlaps undergo a critical transition near the closest “gap” between both levels, controlled by the choice of γ in Eq.
(1). We explicitly relate the transition in γ to (derivatives of) the Laplacian determinant using a spectral ζ-function.
Using exact RG developed in Ref. [19], we have shown recently [17] that the asymptotic scaling of the Laplacian
determinant is described uniquely in terms of ds.

The paper is organized as follows: In Sec. II, we review the formulation of the widely-studied continuous-time
quantum search algorithm, while in Sec. III we focus on that aspect of the algorithm which refers to the Laplacian
spectrum to apply the general result obtained in Ref. [17]. In Sec. IV, we apply this result to determine the
computational complexity of our quantum search for non-integer dimensions. We conclude with Sec. V. The technical
details required to appreciate the renormalization group arguments that lead to the main result of Sec. III are recalled
in the Appendix.

II. A CONTINUOUS-TIME QUANTUM SEARCH

The continuous time quantum walk on a graph is determined by the Schrödinger equation evolving in a Hilbert
space spanned by the N -position site-basis |x〉,

i
dΨx(t)

dt
=
∑
y

HxyΨx(t), (2)

where Ψx(t) = 〈x|Ψ(t)〉 is the complex amplitude at site x, and H is the Hamiltonian defined in Eq. (1). The search
typically evolves from an initial state that is prepared as the uniform superposition over all sites [1], |s〉 = 1

N

∑
x

|x〉.

The complete graph is a special case of CTQW, where it suffices to consider the subspace spanned by |s〉 and |w〉 on
which the Hamiltonian acts nontrivially. At γN = 1, the ground and first excited state are respectively (|w〉 ± |s〉) /

√
2

with a energy gap of 2/
√
N . The search Hamiltonian achieves success by driving the system from state |s〉 to |w〉

with a transition probability Πs,w =
∣∣〈w ∣∣e−iHt∣∣ s〉∣∣2 = sin

(
t/
√
N
)
that reaches unity first at time t = π

2

√
N . For a

general geometry, the ground and first excited state are more complicate than a superposition of |s〉 and |w〉. Yet, the
objective of CTQW remains two-fold: (1) find a critical value γ = γc such that the overlaps between |s〉 as well as |w〉
and the ground and first excited state are substantial, and (2) ascertain that at this critical point the Hamiltonian
drives a transition from |s〉 to |w〉 in a time t ∼ 1/ (E1 − E0) ∼

√
N .

We denote eigenvalues and normalized orthogonal eigenstates for H and L respectively as {Ei, |ψi〉} and {λi, |φi〉}
for 0 ≤ i < N . Note that the initial state |s〉 = |φ0〉 is, in fact, the lowest eigenstate of the Laplacian with L |s〉 = 0,
i.e., the associated eigenvalue is λ0 = 0, while all other Laplacian eigenvalues are positive. Ref. [2] has derived a
spectral function for H in terms of the Laplacian eigenstates that is convenient for the discussion of translationally
invariant lattices:

F (E) =
〈
w
∣∣∣ 1
γL−E

∣∣∣w〉 =
∑N−1
i=0

|〈w|φi〉|2
γλi−E . (3)

The condition on the Hamiltonian eigenvalues,

F (Ei) = 1, (4)

is provided in terms of the Laplacian eigenvalues. From the spectral function, one can derive the overlap of any
eigenstate with the initial state as

|〈s |ψi 〉|2 =
1

N E2
i F
′ (Ei)

. (5)

The key objective of a quantum search concerns optimizing the transition amplitude between the initial state and the
target site,

〈
w
∣∣eiHt∣∣ s〉 = − 1√

N

N−1∑
i=0

eiEit

EiF ′ (Ei)
. (6)

The Hamiltonian H (i.e., γ) has to be optimized such that this amplitude reaches a finite magnitude in the shortest
amount of time in the limit of large N .
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III. QUANTUM SEARCH ON FRACTAL NETWORKS

For regular lattices, the overlap of the eigenstates of the Laplacian with any member of the site basis, in particular
|w〉, is uniform and independent of w. However, this is generally not true for fractals [15]; such heterogeneity could
lead to a large variability in the “findability” of a significant number of ill-placed sites w [20]. For our purposes here,
we have to assume that for typical sites w of the fractal networks, the overlaps with eigenvectors of the Laplacian still
satisfy

|〈w|φi〉|2 ∼
1

N
, (7)

to remove this factor in the sum of Eq. (3), as can be done for the Fourier modes of the regular lattice of integer
d. In fact, for the networks considered here, the Migdal-Kadanoff renormalization group (MKRG) of hyper-cubic
lattices described in Appendix A, we will show numerically in Sec. IVA that Eq. (7) holds for typical sites. While
we can only assert the relation in Eq. (7) numerically, any violation would merely be an artifact of the heterogeneity
introduced by the MKRG, and it should be reassuring that the relation appears to be satisfied for the most generic
sites of the network.

With that, and using λ0 = 0, Eq. (3) can be rewritten as

F (E) ∼ − 1

N E
+

1

γ
I1 +

1

N

N−1∑
i=1

E

γλi (γλi − E)
, (8)

defining the spectral ζ-function [21, 22]

Ij ∼
1

N

N−1∑
i=1

(
1

λi

)j
, (9)

which plays a central role in the analysis. These quantities have been considered before, in particular by Ref. [2], to
examine search by CTQW on regular lattices, or in Ref. [18] for fractals. In Ref. [18], it was assumed that Eq. (9)
requires complete knowledge of the entire Laplacian spectrum, which is rarely achievable. Here, we want to point out
that Ij can be reduced to the evaluation of the determinant of L and derivatives thereof. Identifying

N−1∑
i=1

lnλi = ln

[
1

ε

N−1∏
i=0

(λi + ε)

]
ε→0

,

= ln

[
1

ε
det (L + ε1)

]
ε→0

,

we have obtained in Ref. [17] (see also Appendix B) the asymptotic behavior of the spectral ζ-function defined in Eq.
(9) as

Ij ∼
(
∂

∂ε

)j
ln

[
1

ε
det (L + ε1)

]∣∣∣∣∣
ε→0

(10)

∼

{
N

2j
ds
−1, ds < 2j,

const, ds > 2j,
(11)

for fractal networks with the spectral dimension ds. Thus, ds becomes the key characteristic for any network, such
as those fractals for which d = df 6= ds, that determines whether the Grover limit can be achieved. For example,
as observed in Ref. [2], this quantum search becomes optimal for lattices of any dimension when there is a phase
transition in the overlaps |〈s|ψ0〉|2 and |〈s|ψ1〉|2 , of which the former rises while the latter declines for increasing γ.
This critical point occurs for

γ ∼ γc = I1. (12)

Accordingly, we find for general fractal networks that

γc ∼

{
N

2
ds
−1, ds < 2,

const, ds > 2.
(13)
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IV. COMPLEXITY OF QUANTUM SEARCH IN NON-INTEGER DIMENSIONS

To obtain the runtime complexity for the quantum search, we have to distinguish the following cases: For ds > 4,
according to Eq. (10), both I1,2 remain constant. It is then self-consistent to consider the spectral function in Eq.
(8) for energies |E| � γcλ1, which applies to both the ground state E0 and the first excited state E1 of H near the
optimal (“critical”) γc. Expanding the remaining sum in Eq. (8) to leading order in E yields

F (E) ∼ − 1

NE
+

1

γ
I1 +

E

γ2
I2 + . . . , (|E| � γcλ1) , (14)

Since F (E0,1) = 1 from the eigenvalue condition in Eq. (4), we obtain a consistent balance to leading and sub-leading
order only for γ = γc = I1, thereby validating Eq. (12), and for 1

NE0,1
∼ E0,1

γ2 I2 � 1, yielding

E0,1 ∼ ±
1√
N

I1√
I2

= O
(
N−

1
2

)
. (15)

Then, the derivative of Eq. (14) provides F ′ (E0,1) ∼ 2I2
/
I21 such that according to Eq. (5) the initial state |s〉

overlaps with equal and finite weight with both, ground state and first excited state:

|〈s | ψ0,1〉|2 ∼ 1
2 . (16)

As Ei > γcλ1 for all i ≥ 2, higher energy eigenstates do not contribute for large N , and we obtain from the first two
terms of the transition amplitude in Eq. (6),

∣∣〈w ∣∣eiHt∣∣ s〉∣∣2 ∼ 1

N

∣∣∣∣ eiE0t

E0F ′ (E0)
+

eiE1t

E1F ′ (E1)

∣∣∣∣2 , (17)

∼ I21
I2

sin2

(
2I1√
I2

t√
N

)
. (18)

Thus, the transition probability oscillates and reaches its first maximum at a time

t = topt ∼
√
I2
I1

√
N = O

(
N

1
2

)
, (19)

at which point the transition probability becomes

popt =
∣∣〈w ∣∣eiHtopt ∣∣ s〉∣∣2 ∼ I21

I2
= O(1). (20)

Finally, to find the targeted site w with a probability of order unity, we need to run the quantum search ∼ 1/popt
times, each for a time of topt at which a measurement must be executed. Thus, the runtime complexity for a successful
search is given by

topt
popt

∼
(
I2
I21

) 3
2 √

N = O
(
N

1
2

)
, (ds > 4). (21)

For case ds = 4, I1 remains constant while I2 ∼ lnN acquires a logarithmic correction in the limit ds → 4. With
that, the analysis of the previous case remains applicable, although the condition |E| � γcλ1 is merely logarithmically
satisfied. Thus, we obtain from Eq. (21) in this interpretation that

topt
popt

= O
(
N

1
2 ln

3
2 N

)
, (ds = 4). (22)

For case 2 < ds < 4, I1 remains constant while I2 ∼ N
4
ds
−1. However, by Eq. (15), this would imply E0,1 ∼ N−

2
ds

, which would violate the condition of E0,1 � γcλ1 where λ1 ∼ ΛN−
2
ds . As a consequence, the expansion in Eq. (14)

is no longer is valid and we have to reconsider Eq. (8) anew at γ = γc ∼ I1, but with γcλ1 ∼ E0,1 = e0,1I1ΛN−
2
ds .

Then, Eq. (8) provides

F (E0,1) ∼ 1− 1

I1Λe0,1
N

2
ds
−1 +

e0,1
I1Λ (1− e0,1)

N
2
ds
−1 + . . . , (23)
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where the two leading corrections cancel self-consistently with a negative (positive) solution for e0 (e1). Then,
E0,1F

′ (E0,1) ∼ N
2
ds
−1, such that by Eq. (18), the transition probability diminishes for falling ds and is at best

∣∣〈w ∣∣eiHt∣∣ s〉∣∣2 >
1

N

∣∣∣∣ 1

E0F ′ (E0)

∣∣∣∣2 ∼ N1− 4
ds . (24)

In turn, to accomplish any significant change in this transition amplitude requires at time of at least topt ?∣∣〈w ∣∣eiHt∣∣ s〉∣∣√N ∼ N1− 2
ds . Thus, the runtime complexity finally is asymptotically bounded by

topt
popt

? N
2
ds , (2 < ds < 4) . (25)

which for ds → 2 also reproduces the known conclusion for the 2d regular lattice, up to logarithmic corrections.

A. Uniformity of the Overlap

Finally, we confirm numerically the assumption in Eq. (7) that for typical vertices w, the overlap with Laplacian
eigenvectors scales as |〈w|φi〉|2 ∼ 1/N . For example, in Ref. [17], we have considered the Laplacians for fractal
networks in the Migdal-Kadanoff renormalization group (MKRG) [24, 25], which mimic the properties of regular
lattices quite closely and have ds = df = d but can take one such values also for non-integer dimensions, as described
in Fig. 2. Unlike for regular lattices, though, in MKRG sites are arranged in a hierarchical network [26] in which at
each level of the hierarchy the system size expands by a factor of ∼ 2d−1. Those newly added sites all are locally
equivalent, but they are distinct from previous levels, making the network more heterogeneous than the lattice it
is meant to represent. However, since they constitute by far the largest fraction and are the most uniform, sites in
the highest level of the hierarchy exhibit what can be considered as the typical behavior. In Fig. 1, we have plotted
the overlaps for searched-for sites w with all eigenvectors |φi〉, 0 ≤ i < N of the respective Laplacian but averaged
separately over all w in the highest, 2nd-highest, and 3rd-highest levels of the hierarchy for MKRG networks of b = 2
after g = 6 generations of the hierarchy, and for b = 3 after g = 5 generation. For sites w in the highest level, the
overlaps are essentially uniform and satisfy Eq. (7) for all i. For w on lower levels, their overlaps with an increasing
number of eigenvectors related to the largest eigenvalues λi outright vanishes, while the non-vanishing overlaps remain
with few exceptions uniform and O (1/N). This fact suggests that the runtime complexity differs mildly between sites
w in different hierarchies. For our purpose here, we conclude that sites w in the highest level are most representative
of the behavior of any site on a regular lattice.

V. CONCLUSIONS

In conclusion, we have studied search by a continuous-time quantum walk on fractal networks and, by reference
to properties of spectral ζ-functions [17], identified the dominant role of the spectral dimension ds in controlling the
search efficiency and in setting the condition for attaining the Grover limit, for ds > 4. Particularly, we reproduce the
known results in regular lattices with integer d = ds and generalize them to hyper-cubic lattices in arbitrary lattice
dimensions d using the Migdal-Kadanoff renormalization group. Although this family of fractals is chosen to satisfy
ds = df = d, the analysis in Ref. [17] that leads to Eq. (10) implies the preeminence of ds also for search on other
fractals, as had been suggested previously in numerical studies [18].

Acknowledgements: We acknowledge financial support from the U. S. National Science Foundation through grant
DMR-1207431.

APPENDIX

A. Migdal-Kadanoff renormalization group

The Migdal-Kadanoff renormalization group (MKRG) [24–26] is a bond-moving scheme that approximates d-
dimensional lattices. It often provides excellent approximations for d = 2 and 3 [27], and it becomes trivially exact
in d = 1. The networks resulting from MKRG have a simple recursive, yet geometric, structure and have been widely
studied in statistical physics [28–30]. Starting from generation µ with a single bond, at each subsequent generation
µ + 1, all bonds are replaced with a new sub-graph. This structure of the sub-graph arises from the bond-moving
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Figure 1. Plot of the overlaps |〈w|φi〉|2 in MKRG for the searched-for sites w with the Laplacian eigenvectors φi as a function
of i, ordered such that respective eigenvalues satisfy λi ≤ λi′ for any two indices i ≤ i′. The MKRG used here [23] rescales
length by l = 2 with (a) b = 2 and (b) b = 3 branches in each RG-step for an effective dimension d = 1 + logl b of (a)
d = 2 and (b) d = 2.585 . . .. The RG has been iterated for g = 6 generations in the hierarchy in (a), forming a lattice of
N = 2 + b

2b−1
[(2b)g − 1] = 2732 sites, and in (b) for g = 5 with N = 4667 sites. In the top panel of both, (a) and (b), the

overlaps (rescaled by a factor of N) were averaged over all sites w in the highest hierarchical level g, in the middle panel overlaps
were averaged only over those w in level g − 1, and in the respective bottom panel for level g − 2. Note that every level the
number of sites increases by a factor of ∼ 2b, such that the vast majority of all sites w are typically located in these highest
levels of the hierarchy. For those, these plots show that indeed N |〈w|φi〉|2 ∼ 1, typically, as assumed in Eq. (7), although these
overlaps progressively vanish for those w in lower levels for eigenvectors of larger index i.
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Figure 2. Bond-moving scheme in the Migdal–Kadanoff renormalization group, here for a square lattice (d = 2) with l = 2, i. e.
b = 2 in Eq. (26). Starting from the lattice with unit bonds (a), bonds in intervening hyper-planes are projected onto every lth

plane in one direction while bonds connect to the lth plane only at every lth vertex (b), which is then repeated in subsequent
directions (c), to re-obtain a similar hyper-cubic lattice, now of bond-length l (d). The renormalized bonds in this case consist
of b = ld−1 = 2 branches, each of a series of l = 2 bonds; the general RG-step for l = 2 and arbitrary branches b is depicted in
Fig. 3

scheme in d dimensions [24, 25], as depicted in Fig. 2: In a hyper-cubic lattice of unit bond length, at first all l − 1
intervening hyper-planes of bonds, transverse to a chosen direction, are projected into every lth hyper-plane, followed
by the same step for l − 1 hyper-planes being projected onto the lth plane in the next direction, and so on. In the
end, as shown in Fig. 3, one obtains a renormalized hyper-cubic lattice (of bond length l) in generation µ+ 1 with a
renormalized bond of generation µ+ 1 consisting of a sub-graph of

b = ld−1 (26)

parallel branches, each having of a series of l bonds of generation µ. In turn, we can rewrite Eq. (26) as

d = 1 + logl b, (27)

anticipating analytic continuation in l and b to obtain results for arbitrary, real dimensions d. In the following, we
consider a general series of Migdal-Kadanoff networks by varying b while fixing l = 2.

B. RG for the Spectral Determinant of Migdal-Kadanoff

The determinant of L(ε) = L + ε1 in Eq. (10) for fractal lattices can be evaluated asymptotically in a recursive
renormalization scheme. We have already described the procedure in great detail in Ref. [19]. In general, we employ
the well-known formal identity [31],

1√
detL

=

∫
· · ·
∫ ∞
−∞

(
N∏
i=1

dxi√
π

)
exp

{
−

N∑
n=1

N∑
m=1

xnLn,mxm

}
. (28)

For the RG, we employ a hierarchical scheme by which at each step µ a fraction 1/b of all remaining variables
get integrated out while leaving the integral in Eq. (28) invariant, but now with N ′ ≤ N/b variables. Formally,
say, in case of b = 2 we integrate out every odd-indexed variable in a network at step µ, we separate

∏N
i=1 dxi =∏N/2

i=1 dx2i
∏N/2
j=1 dx2j+1 and integrate to receive

1√
detL

= C ′
∫
· · ·
∫ ∞
−∞

 N
2∏
i=1

dx2i√
π

 exp

−
N
2∑

n=1

N
2∑

m=1

x2nL′n,mx2m

 , (29)

where the reduced Laplacian L′ is now a N
2 ×

N
2 matrix that is formally identical with L and C ′ is an overall scale-

factor. That is, if L = L (q, p, . . .) depends on some parameters, then L′ = L′ (q′, p′, . . .) depends on those parameters
in the same functional form, thereby revealing the RG-recursion relations, q′ = q′ (q, p, . . .), p′ = p′ (q, p, . . .), etc,
and C ′ = C ′ (q, p, . . .), that encapsulate all information of the original Laplacian. After a sufficient number of such
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b

Figure 3. Hierarchical RG that results from the bond-moving
scheme of any d-dimensional lattice shown in Fig. 2. A collec-
tion of b strings of l bonds at generation µ each (l = 2 here)
gets renormalized into a single new bond at generation µ+ 1.

b
z

Bi (x, yb)

Bi (x, y1)

x
B0

i�1 (x, z)
z

x

yb

y1

X
X

X

B1 (z, y1)

B1 (z, yb)

Figure 4. Graph-let for the MKRG for the spectral zeta-
function, as adapted from the generic structure shown in Fig.
3. In that graph-let, the b inner vertices y1, . . . , yb belong to
the currently lowest level (i = 0) of the hierarchy that will
be integrated out (×-mark) in the next RG-step. One of the
two outer vertices, z, must be exactly one level higher (i = 1,
here shown right). The other outer vertex, x, must be of some
unspecified but higher level (i > 1, left). After the RG-step,
symbolized by the arrow, the renormalized link B′i−1 is bound
to have a vertex z with i = 0 on one end and some vertex x
with i′ = i−1 > 0 on the other. A set of 2b of these links then
become the input of the – identical – next RG-step.

RG-steps, a reduced Laplacian of merely a few variables remains that can be solved by elementary means. This
property, of course, is very special and can be iterated in exact form only for certain types of fractal networks.

We can reconstruct the integral in Eq. (28) piece-by-piece by defining a simple algebra. As suggested by Fig. 2(c),
in each RG-step the lattice consists of a collection of graph-lets of the type shown in Fig. 3, which we have adapted for
the following calculation in Fig. 4. In that graph-let, the b inner vertices belong to the currently lowest level (i = 0)
of the hierarchy that will be integrated out in the next RG-step. One of the two outer vertices is exactly one level
higher (i = 1) as it would be integrated at the next step. The other outer vertex must be of some unspecified but
higher level (i > 1). We can now define a helpful function pertaining to each bond, each of which is bound to have a
vertex with i = 0 on one end and some vertex with i > 0 on the other. Its part of the integrand in Eq. (28) has the
form

Bi (x, y) = Ci exp
{
−qi

2
x2 − q0

2
y2 + 2pxy

}
, (30)

such that the RG-step depicted in Fig. 2(d) amounts to

B′i−1 (x, z) =

∫
· · ·
∫ ∞
−∞

b∏
j=1

dyj√
π
Bi (x, yj)B1 (z, yj) ,

= CbiC
b
1 exp

{
− b

2

(
qix

2 + q1z
2
)}∫

· · ·
∫ ∞
−∞

b∏
j=1

dyj√
π

exp
{
−q0y2j + 2p (x+ z) yj

}
,

= CbiC
b
1q
− b2
0 exp

{
− b

2

(
qi −

2p2

q0

)
x2 − b

2

(
q1 −

2p2

q0

)
z2 + 2b

p2

q0
xz

}
,

= C ′i−1 exp

{
−
q′i−1

2
x2 − q′0

2
z2 + 2p′xz

}
, (31)
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where unprimed parameters are µ-times previously renormalized while primes indicate newly µ+1-times renormalized
parameters. From the last two lines, we can read off the RG-recursions at the µth step:

C
(µ+1)
i−1 =

C(µ)
1 C

(µ)
i√

q
(µ)
0

b

,

q
(µ+1)
i−1 = b

(
q
(µ)
i −

2
(
p(µ)

)2
q
(µ)
0

)
, (32)

p(µ+1) = b

(
p(µ)

)2
q
(µ)
0

,

for i > 0. Considering that initially, at µ = 0 in the unrenormalized network, all vertex-weights defined in Eq. (30)
are the same, q(0)i ≡ 2 for all i, the distinction between levels i in Eq. (32) disappears. Note that a vertex at level
i > 0 contributes to the Gaussian integral 2bi-fold through respective factors Bi, and 2-fold for i = 0 by appearing in
two such factors Bi′ , i′ > 0. In this manner, the lattice Laplacian at µ = 0 in Eq. (28) receives its proper weights on
its diagonal. Equally, C(0)

i = 1 for all i > 0. Thus, defining Cµ = C
(µ)
i , pµ = b−µp(µ), and qµ = b−µq(µ)i for all i ≥ 0,

we obtain:

Cµ+1 =

[
C2
µ√
bµqµ

]b
, (C0 = 1) ,

qµ+1 = qµ − 2
p2µ
qµ
, (q0 = 2− ε) , (33)

pµ+1 =
p2µ
qµ
, (p0 = 1) .

Note that the recursions in Eq. (33) is not exactly identical to Eq. (32). With eigenvalue λ = ε, the initial condition
for q(0)i Eq. (32) is, in fact,

q
(0)
i = 2− ε/bi, 0 ≤ i < k, (34)

q
(0)
k = 2− 2ε/bk, i = k,

which does not allow to collapse the i-th hierarchy like in the Hanoi networks. However, in the Taylor expansion in
small ε, order-by-order such a collapse is allowed. The difference between the

{
q
(µ)
0 , p(µ)

}
from Eq. (33) and {qµ, pµ}

from Eq. (32) is

q
(µ)
0 − qµ ∼ Q1ε+Q2ε

2 +Q3ε
3 + . . . , (35)

p(µ) − pµ ∼ P1ε+ P2ε
2 + P3ε

3 + . . . (36)

in which coefficients are all constants dependent only on the parameter b. After k − 1 iterations, the network is
renormalized to two end nodes, the Laplacian determinant is

det
[
LMK
k + ε1

]
= C−2k b2k det

[
qk/2 −pk
−pk qk/2

]
= C−2k b2k

(
q2k/4− p2k

)
, (37)

where the C−2k can be expressed in closed form,

C−2k =
(
b0q0

)2k−1bk (
b1q1

)2k−2bk−1 (
b2q2

)2k−3bk−2

. . .
(
bk−1qk−1

)2k−kb
=

(
k−1∏
µ=0

b(2b)
k−µ µ/2

)(
k−1∏
µ=0

qb (2b)
k−1−µ

µ

)
.
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The ansatz for fixed points of rescaled {qµ, pµ} in Eq. (33) is

qµ ∼ 2−µ
(
Q0 + ε4µQ1 + ε242µQ2 . . .

)
,

pµ ∼ 2−µ
(
Q0/2− ε4µP1/4 + ε242µP2 + . . .

)
. (38)

The fixed point scaling of parameters qµ and pµ in Eq. (38) verifies the validity of approximations in Eq. (33), since
the differences between the approximated and exact parameters in Eq. (35) will not affect the scaling of any quantity
we consider in Eq. (10). With respect to ε, we can calculate the jth derivative of determinant for any b. Note that

the asymptotic expression for
[
C

(k−1)
k

]−2
is approximated to

C−2k ∼ αN
k−1∏
µ=0

[qµ]
b (2b)k−1−µ

,

in which α is an ε-independent factor that remains irrelevant after the differentiation in Eq. (10).
The zeta-functions for the Laplacian determinants with varying b are eventually evaluated as

Ij ∼


N2j/(1+log2 b)−1

lnN

const

2j > (1 + log2 b)

2j = (1 + log2 b)

2j < (1 + log2 b)

(39)

As we have argued in Ref. [17], we need to set

ds = 1 + log2 b (40)

to obtain the final result in Eq. (10).
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