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Nanomechanical systems can support highly coherent microwave-frequency excitations at cryogenic temperatures. However, generating sufficient coupling between these devices and superconducting quantum circuits is challenging due to the vastly different length scales of acoustic and electromagnetic excitations. Here we demonstrate a general method for calculating piezoelectric interactions between quantum circuits and arbitrary phononic nanostructures. We illustrate our technique by studying the coupling between a transmon qubit and bulk acoustic wave, Lamb wave, and phononic crystal resonators, and show that very large coupling rates are possible in all three cases. Our results suggest a route to phononic circuits and systems that are nonlinear at the single-phonon level.

I. INTRODUCTION

Mechanical filters and resonators, because of their high quality factor and small size compared to electromagnetic components, have been a key part of classical high frequency circuits and systems for the last century [1, 2]. Advances in microwave-frequency quantum information processing systems have motivated experimental efforts to extend the success of acoustic devices to the quantum realm. In the last decade, a series of experiments have succeeded in coupling superconducting quantum circuits to mechanical resonators [3–12]. These approaches have allowed explorations into new regimes of quantum optics [11] and enabled promising platforms for microwave-to-optical frequency conversion [13–15]. However, coupling of superconducting circuits to piezoelectric structures has only been studied in a few paradigmatic frameworks relevant to specific geometries utilizing surface or bulk acoustic waves. Expanding this repertoire to more complex and versatile designs has been hindered not only by technical challenges, but also due to the absence of a general theoretical framework for studying the piezoelectric coupling between these circuits and arbitrary piezoelectric structures.

A major motivation for developing such a framework stems from recent demonstrations of optically-probed microwave frequency mechanical resonators based on phononic crystals cavities, with quality factors greater than $10^7$ at milliKelvin temperatures and device footprints on the order of a few square microns [16]. Phononic crystals utilize periodicity at the acoustic wavelength scale to create a bandgap that protects localized phonons from tunnelling and Rayleigh scattering off of impurities and defects [17]. Such resonators, with orders of magnitude higher $f \times Q$ product compared to other technologies, do not fit neatly into previously studied paradigms of piezoelectric devices and approximate methods are not suited for understanding their coupling to qubits. In addition, their small effective size leads to extremely small coupling capacitances and ostensibly very small interaction rates.

Here we present a method for studying the interactions between quantum circuits and arbitrary piezoelectric structures. Our method utilizes only the linear response of the system and a microwave network synthesis technique [18, 19] to obtain the full Hamiltonian that describes the quantum dynamics of the hybrid system. We show that despite the mismatch in size and capacitance between qubit circuits and nanomechanical resonances, significant coupling rates leading to strong phonon-phonon interactions can be obtained.

To gain a better understanding of our method and of this result, in Sec. II we discuss a simplified analytical model of a quasi-1D piezoelectric resonator and derive the scaling law that relates the coupling rate to the size of the resonator. We then combine microwave network synthesis techniques [18, 19] with full-field finite-element simulations [20] of piezoelectric nanostructures to fully capture the interaction of quantum circuits with nanomechanical components. We present simulations of Lamb-wave and phononic-crystal resonances in Sec. III and Sec. IV, respectively, and show that the latter example can support a confined, small mode volume resonance that is nonlinear at the single-phonon level.

II. THIN-FILM BULK ACOUSTIC WAVE RESONATOR

A. Model

Consider a thin-film bulk acoustic wave resonator coupled to a charge qubit. The mechanical element, highlighted in Fig. 1(a), consists of a thin film of piezoelectric material sandwiched between two electrodes. Ignoring edge effects, there is only one relevant dimension (the $z$ direction normal to the plates) and the system admits an analytic solution [4, 21] for the electrically coupled motional degree of freedom. The current induced on the electrodes is linearly related to the voltage across them.
Knowledge of $Y_m(\omega)$ is sufficient to obtain the full Hamiltonian of the system [19]. Using Foster’s theorem [18], we synthesize an electrical linear lossless network that approximates the electroacoustic admittance (see Appendix C for details). Restricting our attention to the fundamental mechanical mode, the Foster network becomes the three-node circuit shown in Fig. 1(b). The zero of the admittance is made explicit for this choice of synthesis, corresponding simply to $\Omega = 1/\sqrt{L_1C_1}$. Here $C_1 = \lim_{\omega \to \Omega} \{\frac{1}{2} \text{Im}[\partial_\omega Y_m(\omega)]\} = (C_g/2)(\pi/2K)^2$ is the effective mode capacitance and $C_0 = \lim_{\omega \to 0} \{\text{Im}[\partial_\omega Y_m(\omega)]\} = C_g/(1 - K^2)$ is the electrostatic capacitance of the system, including the elastic contribution. In the limit of vanishing piezoelectric coupling ($K \to 0$), $C_1 \to \infty$ and $C_0 \to C_g$, so the network simply becomes the gate capacitance $C_g$ — the mechanical resonator becomes invisible to the electrical terminals.

It is now straightforward to derive the Hamiltonian for the coupled transmon-resonator system. Starting from the circuit Lagrangian [22, 23] in terms of the generalized flux variables $\phi$ and $\theta$, defined in Fig. 1(b), we arrive at the quantized Hamiltonian

$$H = \left[4E_C^{(\phi)}(\hat{n}_\phi - n_g)^2 - E_J \cos \hat{\phi} \right]$$

$$+ h\Omega \hat{a}^\dagger \hat{a} + 8E_{C}^{(\phi,\theta)} n_{zp}^\theta (\hat{a} + \hat{a}^\dagger)(\hat{n}_\phi - n_g).$$

Here $\hat{a}^\dagger$ ($\hat{a}$) is the creation (annihilation) operator for the phononic mode described by the circuit variable $\theta$ and $\Omega$ is the phonon frequency, $E_{C}^{(\phi,\theta)}$ and $E_J$ are the charging and Josephson energies for the transmon variable $\phi$, $E_{C}^{(\phi,\theta)}$ is the cross-charging energy between the $\phi$ and $\theta$ nodes, and $n_{zp}^\theta$ is the magnitude of the zero-point charge fluctuations associated with $\theta$. For a detailed derivation see Appendix A. In the transmon limit $E_J/E_{C}^{(\phi)} \gg 1$, the gate charge $n_g$ can be eliminated by a gauge transformation [24]. Further, we can define operators $\hat{b}, \hat{b}^\dagger$ for the harmonic oscillator approximating the transmon [24]. The transition frequency for the first two transmon levels is $\omega_\phi = \sqrt{8E_J E_{C}^{(\phi)}/h}$, and the coupling term becomes

$$\tilde{H}_{\text{int}} = -i\hbar g_{\phi \theta}(\hat{a} + \hat{a}^\dagger)(\hat{b} - \hat{b}^\dagger),$$

where

$$g_{\phi \theta} = 8E_{C}^{(\phi,\theta)} n_{zp}^\theta n_{zp}^\phi \hbar$$

is the rate that sets the phonon-transmon interaction strength. This rate depends only on fundamental constants, the transmon parameters, and the network parameters ($C_0, C_1, L_1$) which can be readily computed from $Y_m(\omega)$.

### C. Coupling rate

In Figs. 1(d) and (e), we plot the coupling rate $g_{\phi \theta}$ and the transmon frequency $\omega_\phi$ over many orders of magni-
tude of the gate capacitance $C_g$ and transmon capacitance $C_S$. Here we change $C_g$ by changing the area of the gate capacitor while leaving the plate spacing $b$ fixed. This changes the mass of the mechanical oscillator, whereas its frequency remains unmodified. It is interesting to first note that the coupling is maximized at $C_0 = 2C_Σ + O(K^2)$. As we move to larger $C_g$, where $C_g \gg C_Σ$, the transducer capacitance dominates so both $g_{dθ}$ and $ω_d$ lose all dependence on $C_Σ$ and fall off to zero. Conversely, as $C_g/C_Σ \to 0$ the coupling vanishes and $ω_d$ limits to its uncoupled value. Finally, a salient feature of this model is that in the regime $C_g \ll C_Σ$, relevant to nanoscale mechanical resonators, the coupling rate scales sublinearly with the capacitances as $g_{dθ} \sim (C_g^2/C_Σ^3)^{1/4}$. This suggests that shrinking down the resonator to a length scale of the order of the acoustic wavelength may be possible without significantly compromising the coupling rate. We remark that Eq. (2) is identical to a circuit QED Hamiltonian [24] with a transmon qubit, with the cavity photon operator replaced by a phonon operator.

We further note that this scaling with capacitor area is fairly general. The interaction energy between the electromagnetic and piezoelectric resonators is given by $Q_{zp}^{(piezo)} V_{zp}^{(qubit)}$, where $Q_{zp}$ is the size of the charge fluctuations on the gate capacitance due to the zero-point motion of the mechanical system and $V_{zp}$ is the size of the voltage fluctuations of the qubit in its ground state. The latter only depends on the qubit frequency and capacitance, and for a fixed $E_J$ will scale as $(C_g + C_Σ)^{-3/4}$. The charge fluctuations on the gate capacitance scale as $C_g x_{zp} \propto \sqrt{C_g}$ since $x_{zp} \propto 1/\sqrt{m} \propto 1/\sqrt{C_g}$. This implies that the coupling scales as $C_g^{1/2}$ for $C_g \ll C_Σ$ and $C_g^{-1/4}$ for $C_g \gg C_Σ$, in agreement with our calculations for both the one-dimensional model presented above, and the full-field simulations of a Lamb wave resonator presented below and shown in Fig. 2(e).

### III. LAMB WAVE RESONATOR

Lamb wave modes of films driven by interdigitated transducers (IDT) have found applications in classical information processing and sensing [25]. These devices are fabricated on suspended thin films, so all phonons are confined in two dimensions and phonon tunnelling into the bulk, which is a loss mechanism in SAW devices [8, 11], is eliminated. The system is shown in Fig. 2(a). When the IDT has many periods, there exists a resonance with a frequency that is nearly independent of the number of unit cells, $N_{IDT}$. We can therefore explore the dependence of the coupling rate $g_{dθ}$ on the effective gate capacitance $C_g \propto N_{IDT}$ for this well-defined class of acoustic modes and benchmark a realistic design as well as its scaling properties.

A finite-element simulation reveals the zeroth-order asymmetric Lamb wave mode ($A_0$) at 5.64 GHz [Fig. 2(b)], with a voltage distribution mode-matched to the IDT fingers [Fig. 2(c)]. The mode frequency is set by the finger spacing $a$ and the phase velocity along the $y$ crystal axis, and is weakly dependent on the lateral resonator dimensions. In Fig. 2(d), we show the admittance $Y_m(ω)$ seen by the circuit terminals at frequencies near the $A_0$ resonance, obtained from finite-element frequency response simulations to compute the current induced in response to an excitation voltage (see Appendix B for details). Fitting $Y_m(ω)$ to a complex rational function [26], we then synthesize the Foster network that reconstructs the Lamb mode admittance. Under a simplified model in which only the $A_0$ mode is relevant to the physics, the network is the same as that in Fig. 1(b) and the
whole system is described by the two-mode Hamiltonian of Eq. (2). Plotting $g_{\phi\theta}$ as a function of $N_{\text{IDT}}$ [Fig. 2(c)] then reveals the same scaling derived from the analytical model. In particular, even for a wavelength-scale resonator with $\sim 10$ unit cells, the coupling rate approaches $2\pi \times 50$ MHz for values of $C_{\Sigma}$ typically used in transmon qubits.

IV. PHONONIC CRYSTAL DEFECT CAVITY

The fact that large coupling rates $g_{\phi\theta}$ are achievable with small gate capacitances opens the design space to study coupling to highly confined acoustic resonances. We consider a localized mode formed by engineering a defect site in a quasi-one-dimensional phononic crystal [Fig. 3(a) and (b)]. Such a phononic crystal can support a large mechanical bandgap [27], as shown in Fig. 3(c). This bandgap represents a range in frequency where propagation of all elastic waves is disallowed. By creating a defect in this structure, an acoustic mode with frequency inside the bandgap is localized. The characteristic length of this resonator is $\sim 1 \text{ \mu m}$, on the order of the acoustic wavelength. Therefore its mode structure is much simpler and we can illustrate the full effect of coupling several acoustic modes to the same electrical terminals.

FIG. 3. (Color online) Phononic crystal defect cavity. (a) Deformation plot for the mode of interest at $\Omega/2\pi = 2.089$ GHz, showing a mode tightly localized to the defect region; (b) Electrostatic potential generated by the eigenmode, with a large gradient perpendicular to the symmetry plane at the center of the block. The electrodes used to drive the resonator are outlined in yellow. (c) Band diagram for the mirror region surrounding the defect site. A full bandgap centered near $2$ GHz (shaded area) leads to strong confinement of any defect mode lying within this frequency band.

FIG. 4. (Color online) (a) In black-box quantization, a transmon with junction parameters $E_J, C_J$ and shunt capacitance $C_S$ is wired to a system described by an admittance function $Y_m(\omega)$. The total capacitance $C_{\Sigma} = C_J + C_S$ and the linear part of the junction inductance $L_J$ are lumped into the black-box, resulting in a total input admittance $Y_{11}(\omega)$ shunting the nonlinear part of the junction (indicated by the spider symbol); (b) Bare electroacoustic admittance (dotted blue) of the defect site only, and total admittance $Y_{11}(\omega)$ (solid red) including the loading from a transmon with $C_{\Sigma} = 200$ fF, $C_J = 2.5$ fF, and frequency $\omega/2\pi = 2.1$ GHz. The strongly coupled mode with a pole at $\Omega/2\pi = 2.089$ GHz can be clearly observed in the admittance spectrum, along with other weakly coupled localized modes; (c) Foster network for $Y_{11}(\omega)$;

A. Black-box quantization

To perform the multimode analysis we proceed along the lines of black-box quantization [19]. This technique — outlined schematically in Fig. 4(a) — consists of lumping the linear part of the transmon into the electroacoustic admittance $Y_m(\omega)$ and synthesizing a Foster network from the total input admittance $Y_{11}(\omega)$ seen by the junction. For the choice of synthesis shown in Fig. 4(c), each of the $LC$ blocks in the chain corresponds to a normal mode of the transmon-resonator system. This corresponds to diagonalizing the linear part of the total Lagrangian into polariton modes.

The Hamiltonian is

$$
\hat{H} = \hbar \sum_k \omega_k \hat{a}_k^\dagger \hat{a}_k - E_J \sum_k \psi^{(e)}_k \left( \hat{a}_k + \hat{a}_k^\dagger \right),
$$

(5)
where the operators \( \{ \hat{a}_k, \hat{a}_k^\dagger \} \) create and annihilate the polaritonic excitations of the system [19]. In the \( E_J/E_C \gg 1 \) regime, the zero-point fluctuations \( \chi^{(sp)}_k \) for the phases are small, and Eq. 5 reduces to an effective Hamiltonian

\[
\hat{H} = \hbar \sum_k \omega_k \hat{a}_k^\dagger \hat{a}_k + \frac{1}{2} \hbar \sum_{k,j} \chi_{kj} \hat{a}_k^\dagger \hat{a}_k \hat{a}_j^\dagger \hat{a}_j \tag{6}
\]
capturing the two-phonon nonlinearities of the modes. Here the \( \{ \omega_k \} \) are renormalized frequencies due to a Lamb-shift correction, and the \( \{ \chi_{kj} \} \) are the anharmonicities which can be computed from the Foster network parameters [19]. In Fig. 4(b), we indicate the coupling rates \( g_{\phi\theta} \) for two localized acoustic modes, each computed separately using the two-mode model of Eq. (2). These show that one mode is indeed much more strongly coupled to the transmon, as already suggested from the admittance spectra. For this mode, we show values of \( \chi_{kj} \) for the transmon-like and phonon-like polaritons for a bare transmon frequency \( \omega_0/2\pi = 2.1 \text{GHz} \), slightly detuned from the \( \Omega/2\pi = 2.089 \text{GHz} \) acoustic mode. We see that the transmon-like polariton remains strongly anharmonic but also contributes a large anharmonicity to the phonon-like polariton.

B. Polariton anharmonicities

We can further study the dependence of the polariton anharmonicities on the detuning \( \Delta = \omega - \Omega \), which we sweep by tuning the Josephson energy \( E_J \). In Fig. 5, we show the anharmonicities of the transmon-like and phonon-like polaritons as a function of \( \Delta \). At large detunings, the phonon mode is essentially linear and the transmon mode has an anharmonicity that asymptotes to its uncoupled value \( E_C \approx e^2/2C_\Sigma \) [24] (dashed black line in figure). As the two modes become close to resonant, the coupling between the transmon and phonon causes mixing between the modes and the phonon-like mode obtains a large Kerr nonlinearity. Both the value of the self-Kerr (\( \chi_{kk} \)) and cross-Kerr (\( \chi_{jk} \)) nonlinearities are plotted in Fig 5. The maximum value of the anharmonicity of the phonon mode is a quarter of the maximum transmon anharmonicity, as expected from a simple hybridization model, and this leads to \( \chi/2\pi \approx 24 \text{MHz} \) for the phonon-like mode near \( \Delta = 0 \).

V. CONCLUSION

In conclusion, we have demonstrated a method for studying the coupling between arbitrary phononic structures and transmon qubits, and used it to show that large coupling rates can be achieved between thin-film, small mode volume piezoelastic resonators and transmon qubits despite their vastly different length scales. Our method can likely be extended to other quantum circuits, such as flux qubits. In addition to opening new ways of using acoustic elements in quantum circuits, we expect our results to be directly relevant to transducer designs for piezo-optomechanical devices currently being pursued for microwave-to-optical frequency conversion [14, 15].
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Appendix A: Derivation of two-mode Hamiltonian

Starting with the circuit Lagrangian for a transmon coupled to a single-mode network (see Fig. 1 in the main text),

\[
L = \frac{1}{2} C_0 (\dot{\phi} - \dot{\theta})^2 + \frac{1}{2} C_1 \dot{\theta}^2 + \frac{1}{2} C_\Sigma \dot{\phi}^2 + E_J \cos \phi - \frac{1}{2L_1} \theta^2, \tag{A1}
\]

the canonical momenta are

\[
\pi_\phi = \partial_\phi L = C_0 (\dot{\phi} - \dot{\theta}) + C_\Sigma \dot{\phi}, \tag{A2}
\]
\[
\pi_\theta = \partial_\theta L = -C_0 (\dot{\phi} - \dot{\theta}) + C_1 \dot{\theta}. \tag{A3}
\]

Writing Eqs. (A2) & (A3) in matrix form, we have

\[
\begin{pmatrix}
C_0 + C_\Sigma & -C_0 \\
-C_0 & C_0 + C_1
\end{pmatrix}
\begin{pmatrix}
\dot{\phi} \\
\dot{\theta}
\end{pmatrix}
= \begin{pmatrix}
\pi_\phi \\
\pi_\theta
\end{pmatrix}. \tag{A4}
\]
where \( C_1 C_0 + C_2 C_0 + C_2 C_1 \equiv C_d^2 \) is the determinant of the matrix. Substituting these relations into Eq. (A1), and taking the Legendre transform \( H = \pi_\phi \phi + \pi_\theta \theta - L \), we obtain

\[
\dot{H} = \frac{1}{2C_{10}} \pi_\phi^2 + \frac{1}{2C_{01}} \pi_\theta^2 - \frac{\beta}{C_{1\Sigma}} \pi_\phi \pi_\theta - E_J \cos \phi + \frac{1}{2L_1} \theta^2. \tag{A7}
\]

Here we introduced the notation \( C_i + (C_j^{-1} + C_k^{-1})^{-1} \equiv C_{ij} \) for the equivalent capacitance formed by capacitances \( j \) and \( k \) in series, in parallel with \( i \); \( \beta = C_0/C_d^2 \) (in our notation, \( C_1^2 = C_1 + C_2 \)) is a participation ratio that will determine the phonon-transmon coupling.

To write down the Hamiltonian in the more familiar circuit QED notation, we define the dimensionless charges \( n_\phi = \pi_\phi / 2e \), \( n_\theta = \pi_\theta / 2e \), the charging energies \( E_C^{(\phi)} = e^2 / 2C_{01} \), \( E_C^{(\theta)} = e^2 / 2C_{10} \), \( E_C^{(\phi,\theta)} = \beta e^2 / 2C_{1\Sigma} \), and the inductive energy \( E_L = \Phi_0^2 / L_1 \), where \( \Phi_0 = \hbar / 2e \) is the reduced flux quantum. Finally, we quantize the degrees of freedom and obtain

\[
\dot{H} = 4E_C^{(\phi)} (\hat{n}_\phi - n_\phi)^2 - E_J \cos \hat{\phi} + 4E_C^{(\theta)} \hat{n}_\theta^2 + \frac{1}{2} E_L \hat{\theta}^2 + 8E_C^{(\phi,\theta)} (\hat{n}_\phi - n_\phi) \hat{n}_\theta, \tag{A8}
\]

where we have introduced an additional gate charge \( n_g \) because, due to the topology of the circuit, the spectrum of \( \hat{n}_\phi \) is discrete [24]. We can write the Hamiltonian in a more familiar form by defining the harmonic oscillator quadratures

\[
\hat{n}_\theta = n_{z\phi}(\hat{a} + \hat{a}^\dagger), \tag{A9}
\]

\[
\hat{\theta} = i \theta_{z\theta}(\hat{a}^\dagger - \hat{a}), \tag{A10}
\]

with

\[
n_{z\phi}^\theta = \frac{1}{2} \left( \frac{E_L}{2E_C^{(\phi)}} \right)^{1/4}, \tag{A11}
\]

\[
\theta_{z\theta} = \left( \frac{2E_C^{(\phi)}}{E_L} \right)^{1/4}, \tag{A12}
\]

so that

\[
\dot{H} = [4E_C^{(\phi)} (\hat{n}_\phi - n_\phi)^2 - E_J \cos \hat{\phi}] + \hbar \Omega \hat{a}^\dagger \hat{a} + 8E_C^{(\phi,\theta)} n_{z\phi}^\theta (\hat{a} + \hat{a}^\dagger)(\hat{n}_\phi - n_\phi). \tag{A13}
\]

The term in brackets is nothing more than the transmon Hamiltonian, the second term describes a harmonic oscillator with frequency \( \Omega = \left( L_1 C_{0\phi}^{-1} \right)^{1/2} \approx \left( L_1 C_1 \right)^{1/2} \), and the third term is a coupling between the oscillator position and the transmon charge. We therefore identify the circuit variable \( \phi \) as the transmon degree of freedom, and the \( \theta \) variable as the phonon degree of freedom. Going to the transmon limit \( E_J / E_C^{(\phi)} \gg 1 \), where the zero-point fluctuations of \( \phi \) are small, we can expand the \( \cos \phi \) term in Eq. (A13) to quartic order and define the approximate transmon quadrature amplitudes \( n_{\phi \mp} \)

\[
\hat{n}_{\phi} = i n_{z\phi}^\phi (\hat{b}^\dagger - \hat{b}), \tag{A14}
\]

\[
\hat{\phi} = \phi_{z\phi}(\hat{b} + \hat{b}^\dagger), \tag{A15}
\]

yielding

\[
\dot{H} \approx [\hbar \Omega \hat{b}^\dagger \hat{b} - \frac{E_C^{(\phi)}}{12} (\hat{b} + \hat{b}^\dagger)^4] + \hbar \Omega \hat{a}^\dagger \hat{a} - i \hbar g_{\phi\theta}(\hat{a} + \hat{a}^\dagger)(\hat{b} - \hat{b}^\dagger), \tag{A18}
\]

where

\[
\omega_\phi = \sqrt{8E_C^{(\phi)} E_J / \hbar} \tag{A19}
\]

is the transmon frequency and

\[
h g_{\phi\theta} = 8E_C^{(\phi,\theta)} n_{z\phi}^\phi n_{z\theta}^\theta \tag{A20}
\]

is the coupling energy that sets the phonon-transmon interaction strength.

**Appendix B: Finite element simulations**

In order to study resonator designs of arbitrary geometries, we perform full-field finite element method (FEM) simulations to obtain the electroacoustic admittance \( Y_m(\omega) \). Using COMSOL Multiphysics [20], we simultaneously solve the equations of elasticity, electrostatics, and their coupling via the piezoelectric constitutive relations

\[
D_{ij} = \epsilon_{ij} E_j + \epsilon_{ijk} S_{jk} \tag{B1}
\]

\[
T_{ij} = \epsilon_{ijlm} S_{lm} - \epsilon_{ij} E_i, \tag{B2}
\]

written in stress-charge form. All repeated indices are summed over. Here \( D \) is the electric displacement field, \( E \) is the electric field, \( T \) is the stress tensor, \( S \) is the strain
tensor, and $\epsilon$, $c$, and $e$ are the permittivity, elasticity, and piezoelectric coupling tensors, respectively. We can either solve for the eigenmodes of the structure, or perform a frequency response simulation in which an oscillating voltage with amplitude $V(\omega)$ is set on the electrodes as a boundary condition and the field solutions are used to compute the current $I(\omega)$ induced on the electrodes, thereby extracting the admittance

$$Y_m(\omega) = \frac{I(\omega)}{V(\omega)}.$$  \hspace{1cm} (B3)

This is conceptually identical to the calculation of $Y_m(\omega)$ in Eq. (1) in the main text, but is otherwise intractable without numerical tools.

**Lamb wave resonator.** The simulation geometry for the Lamb wave resonator consists of a thin layer of X-cut lithium niobate crystal of thickness $t = 400$ nm. The X-cut crystal orientation is implemented by introducing a rotated coordinate system in the simulations (crystal axes labeled in Fig. 2 in the main text). An interdigitated (IDT) capacitor is used to selectively transduce the asymmetric zeroth-order Lamb mode ($A_0$) with a wavelength equal to the IDT finger spacing $a = 600$ nm (see Fig. 2).

In the example discussed in this work, the IDT spans a width $s = 1800$ nm. The terminals are treated solely as voltage boundary conditions on the surface of the LN — performing more realistic simulations where the terminals are treated as compliant metallic films only slightly modifies the results. Further, the domain of the simulation extends beyond the structure in order to take into account the effect of the fields in vacuum.

Before calculating $Y_m(\omega)$, we perform eigenmode simulations for rapid characterization of the spectrum and identification of the $A_0$ mode. We also verify the weak dependence of the frequency of $A_0$ on the lateral dimension $s$ and the number of unit cells $N_{IDT}$.

In order to simplify the scaling calculations (i.e. the calculation of $\theta_{\text{IDT}}$ as a function of $N_{\text{IDT}}$), we impose Floquet boundary conditions (with $k = 0$) on the boundaries of the structure perpendicular to the direction of propagation of the $A_0$ mode. This is equivalent to setting a cyclic boundary condition on a finite one-dimensional crystal — it eliminates edge effects and guarantees that the frequency of $A_0$ is independent of the total number of unit cells, as independently verified through eigenmode simulations. Due to the periodicity of the structure, the admittance $Y_m^{(N)}(\omega)$ of a resonator with $N$ unit cells is $Y_m^{(N)}(\omega) = NY_m^{(1)}(\omega)$, where $Y_m^{(1)}(\omega)$ is the admittance of a single unit cell. In circuit language, the periodicity allows us to partition the $N_{\text{IDT}}$ unit cells into $N_{\text{IDT}}$ parallel networks. This drastically simplifies the calculation, effectively reducing the problem to a numerical simulation of a single unit cell.

**Phononic crystal defect cavity.** The first step in the design flow for the defect cavity is to fully characterize the band structure of the mirror region that supports the bandgap. To this end, we perform eigenmode simulations of a single unit cell with Floquet boundary conditions and sweep the $k$ vector over the one-dimensional Brillouin zone. For a unit cell with dimensions as shown in Fig. 6, this generates the band diagram shown in Fig. 3 in the main text. We then design a defect cell with an eigenmode deep inside the bandgap and verify its confinement by simulating the full structure as shown in Figs. 3(a) and (b). The defect cell dimensions are indicated in Fig. 6, and we again use an X-cut crystal orientation (crystal axes labeled in Fig. 3). The electrostatic potential generated by the eigenmode has a large gradient perpendicular to the symmetry plane at the center of the block. This motivates placing two electrical terminals that overlap with the blue and red regions in the plot in order to maximize coupling. We then test the mode remains bound after placing voltage terminals that run along the tethers.

![Simulation geometry for the phononic defect cavity.](image)

**FIG. 6.** Simulation geometry for the phononic defect cavity. Th defec cell and mirror cell dimensions are $(A, H, W, t) = (1400, 600, 300, 300)$ nm and $(a, h, w, t) = (1000, 400, 200, 300)$ nm respectively.

Next we probe the acoustic admittance of the bound mode by simulating the defect site only, using fixed boundary conditions at its tethers. For the results shown in Fig. 3(f) in the main text, we set the resolution $\Delta f$ of the frequency scans to 200 kHz in order to fully capture all the eigenmodes within the band of interest.

**Appendix C: Foster synthesis for acoustic systems**

A mechanical system with piezoelectric properties, when probed through electrical terminals, is indistinguishable from an ordinary microwave network — it can be fully described by an admittance function $Y(\omega)$. This has enabled the widespread adoption of mechanical devices as effective circuit elements in classical applications [1, 2, 21]. In this work, we use this insight to abstract away the mechanical aspect of the system and formulate a unified description at the circuit level, where calculating coupling rates and other quantities of interest is straightforward.

More precisely, given a linear lossless microwave network with known input admittance $Y_{11}(\omega)$, we would like to explicitly construct a network of capacitances and inductances that is described by the same admittance. Fos-
FIG. 7. Foster synthesis for the Lamb-wave resonator. (a) Low-frequency electroacoustic admittance, shown in the band \( \omega/2\pi \in [0, 50] \) MHz. The slope of the line is the \( C_0 \) parameter of the network; (b) Admittance near the \( A_0 \) mode for \( N_{\text{IDT}} = 1 \) (also shown in Fig. 2(d) in the main text), including the fit to a rational function and its frequency derivative used to extract network capacitances.

Foster synthesis is a well-established technique [18] to do this construction. We begin by calculating the acoustic admittance function \( Y_m(\omega) \) either analytically or numerically. For a passive, lossless network \( Y_m(\omega) \) is a purely imaginary, monotonically increasing function [18]. This latter property implies that in general \( Y_m(\omega) \) has an alternating sequence of poles and zeros, each corresponding to a resonance and anti-resonance of the network, respectively. A function of this kind can written as a partial fraction expansion of the form

\[
Y(s) = \sum_k \frac{R_k}{s - s_k} + Cs + D, \quad \text{(C1)}
\]

where \( s = i\omega + \kappa \) is a complex frequency, \( \{s_k\} \) are the poles of \( Y(s) \), and \( \{R_k\} \) are the associated residues. We fit \( Y_m(\omega) \) to a function of this kind using a well-established fitting routine [26] (see Fig. 7 for an example of this procedure for the Lamb-wave resonator of Fig. 2).

The choice of synthesis is in general not unique. In this work, it is convenient to synthesize \( Y_m(\omega) \) as a series combination of parallel inductances and capacitances, such as those shown in Figs. 1 and 3 in the main text. The self-resonance \( \omega_k \) of each LC block then corresponds to a zero of \( Y_m(\omega) \), and the capacitance \( C_k \) can be extracted through

\[
C_k = \lim_{\omega \to \omega_k} \left\{ \frac{1}{2} \text{Im} \left[ \partial_\omega Y_m(\omega) \right] \right\}, \quad \text{(C2)}
\]

form which it follows that

\[
L_k = \frac{1}{\omega_k^2 C_k}. \quad \text{(C3)}
\]

For the two-mode analysis of the analytical model and the Lamb-wave resonator, there is an LC block with \( L = \infty \) and \( C = C_0 \), the dc capacitance of the system (see Fig. 1 in the main text). This is absent in the black-box analysis [19] of multimode systems, because there the transmon inductance \( L_f \) is lumped into the network as well. To extract \( C_0 \), we probe the dc response of the system by simulating the admittance spectrum from dc up to 50 MHz (Fig. 7), where \( \text{Im} \left[ Y_m(\omega) \right] \) has a featureless linear dependence \( \text{Im} \left[ Y_m(\omega) \right] \sim i\omega C_0 \) and \( C_0 \) is simply the slope,

\[
C_0 = \lim_{\omega \to 0} \left\{ \text{Im} \left[ \partial_\omega Y_m(\omega) \right] \right\}. \quad \text{(C4)}
\]


