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Non-Markovian dynamics of a superconducting qubit in an open multimode resonator

Moein Malekakhlagh, Alexandru Petrescu, and Hakan E. Tiireci

Department of FElectrical Engineering, Princeton University, Princeton, New Jersey, 08544

We study the dynamics of a transmon qubit that is capacitively coupled to an open multimode
superconducting resonator. Our effective equations are derived by eliminating resonator degrees
of freedom while encoding their effect in the Green’s function of the electromagnetic background.
We account for the dissipation of the resonator exactly by employing a spectral representation for
the Green’s function in terms of a set of non-Hermitian modes and show that it is possible to
derive effective Heisenberg-Langevin equations without resorting to the rotating wave, two level,
Born or Markov approximations. A well-behaved time domain perturbation theory is derived to
systematically account for the nonlinearity of the transmon. We apply this method to the problem
of spontaneous emission, capturing accurately the non-Markovian features of the qubit dynamics,

valid for any qubit-resonator coupling strength.

I. INTRODUCTION

Superconducting circuits are of interest for gate based
quantum information processing [IH3] and for fundamen-
tal studies of collective quantum phenomena away from
equilibrium [4HG]. In these circuits, Josephson junctions
provide the nonlinearity required to define a qubit or a
pseudo-spin degree of freedom, and low loss microwave
waveguides and resonators provide a convenient linear
environment to mediate interactions between Joseph-
son junctions [7HI3], act as Purcell filters [I4HI6] or as
suitable access ports for efficient state preparation and
readout. Fabrication capabilities have reached a stage
where coherent interactions between multiple qubits oc-
cur through a waveguide [I1], active coupling elements
[I7] or cavity arrays [I8], while allowing manipulation
and readout of individual qubits in the circuit. In ad-
dition, experiments started deliberately probing regimes
featuring very high qubit coupling strengths [T9-21] or
setups where multimode effects cannot be avoided [22].
Accurate modeling of these complex circuits has not only
become important for designing such circuits, e.g. to
avoid cross talk and filter out the electromagnetic envi-
ronment, but also for the fundamental question of the col-
lective quantum dynamics of qubits [23]. In this work, we
introduce a first principles Heisenberg-Langevin frame-
work that accounts for such complexity.

The inadequacy of the standard Cavity QED mod-
els based on the interaction of a pseudo-spin degree of
freedom with a single cavity mode was recognized early
on [I4]. In principle, the Rabi model could straightfor-
wardly be extended to include many cavity electromag-
netic modes and the remaining qubit transitions (See Sec.
III of [24]), but this does not provide a computationally
viable approach for several reasons. Firstly, we do not
know of a systematic approach for the truncation of this
multimode multilevel system. Secondly, the truncation
itself will depend strongly on the spectral range that is
being probed in a given experiment (typically around a
transition frequency of the qubit), and the effective model
for a given frequency would have to accurately describe
the resonator loss in a broad frequency range. It is then
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FIG. 1. a) Transmon qubit linearly (capacitively) coupled to
an open harmonic electromagnetic background, i.e. a mul-
timode superconducting resonator, characterized by Green’s
function G(w). b) Separation of linear and anharmonic parts
of the Josephson potential.

unclear whether the Markov approximation would be suf-
ficient to describe such losses.

Multimode effects come to the fore in the accurate
computation of the effective Purcell decay of a qubit [14]
or the photon-mediated effective exchange interaction be-
tween qubits in the dispersive regime [10], where the per-
turbation theory is divergent. A phenomenological semi-
classical approach to the accurate modeling of Purcell
loss has been suggested [I4], based on the availability of
the effective impedance seen by the qubit. A full quan-
tum model that incorporates the effective impedance of
the linear part of the circuit at its core was later pre-
sented [25]. This approach correctly recognizes that a
better behaved perturbation theory in the nonlinearity
can be developed if the hybridization of the qubit with
the linear multimode environment is taken into account
at the outset [26]. Incorporating the dressing of the
modes into the basis that is used to expand the non-
linearity gives then rise to self- and cross-Kerr interac-
tions between hybridized modes. This basis however does
not account for the open nature of the resonator. Qubit
loss is then extracted from the poles of the linear circuit
impedance at the qubit port, Z(w). This quantity can
in principle be measured or obtained from a simulation
of the classical Maxwell equations. Finding the poles of
Z(w) through Foster’s theorem introduces potential nu-



merical complications [27]. Moreover, the interplay of
the qubit nonlinearity and dissipation is not addressed
within Rayleigh-Schrodinger perturbation theory. An ex-
act treatment of dissipation is important for the calcula-
tion of multimode Purcell rates of qubits as well as the
dynamics of driven dissipative qubit networks [2§].

The difficulty with incorporating dissipation on equal
footing with energetics in open systems is symptomatic
of more general issues in the quantization of radiation
in finite inhomogeneous media. One of the earliest thor-
ough treatments of this problem [29] proposes to use a
complete set of states in the unbounded space including
the finite body as a scattering object. This “modes of
the universe” approach [30, B1I] is well-defined but has
an impractical aspect: one has to deal with a continuum
of modes, and as a consequence simple properties charac-
terizing the scatterer itself (e.g. its resonance frequencies
and widths) are not effectively utilized. Several meth-
ods have been proposed since then to address this short-
coming, which discussed quantization using quasi-modes
(resonances) of the finite-sized open resonator [32H35].
Usually, these methods treat the atomic degree of free-
dom as a two-level system and use the rotating wave and
the Markov approximations.

In the present work, rather than using a Hamiltonian
description, we derive an effective Heisenberg-Langevin
equation to describe the dynamics of a transmon qubit
[36] capacitively coupled to an open multimode resonator
(See Fig. . Our treatment illustrates a general frame-
work that does not rely on the Markov, rotating wave or
two level approximations. We show that the electromag-
netic degrees of freedom of the entire circuit can be inte-
grated out and appear in the equation of motion through
the classical electromagnetic Green’s function (GF) cor-
responding to the Maxwell operator and the associated
boundary conditions. A spectral representation of the
GF in terms of a complete set of non-Hermitian modes
[37, B8] accounts for dissipative effects from first prin-
ciples. This requires the solution of a boundary-value
problem of the Maxwell operator only in the finite do-
main of the resonator. Our main result is the effective
equation of motion , which is a Heisenberg-Langevin
[39-41] integro-differential equation for the phase oper-
ator of the transmon. Outgoing fields, which may be
desired to calculate the homodyne field at the input of
an amplifier chain, can be conveniently related through
the GF to the qubit phase operator.

As an immediate application, we use the effective
Heisenberg-Langevin equation of motion to study spon-
taneous emission. The spontaneous emission of a two
level system in a finite polarizable medium was calculated
[42] in the Schrédinger-picture in the spirit of Wigner-
Weisskopf theory [39]. These calculations are based on
a radiation field quantization procedure which incorpo-
rates continuity and boundary conditions corresponding
to the finite dielectric [43, [44], but only focus on sepa-
rable geometries where the GF can be calculated semi-
analytically. A generalization of this methodology to an

arbitrary geometry [45] uses an expansion of the GF in
terms of a set of non-Hermitian modes for the appropri-
ate boundary value problem [37, B38]. This approach is
able to consistently account for multimode effects where
the atom-field coupling strength is of the order of the
free spectral range of the cavity [22] 45] [46] for which
the atom is found to emit narrow pulses at the cavity
roundtrip period [45]. A drawback of these previous cal-
culations performed in the Schrédinger picture is that
without the rotating wave approximation, no truncation
scheme has been proposed so far to reduce the infinite
hierarchy of equations to a tractable Hilbert space di-
mension. The employment of the rotating wave approx-
imation breaks this infinite hierarchy through the exis-
tence of a conserved excitation number. The Heisenberg-
Langevin method introduced here is valid for arbitrary
light-matter coupling, and therefore can access the dy-
namics accurately where the rotating-wave approxima-
tion is not valid.

In summary, our microscopic treatment of the open-
ness is one essential difference between our study and
previous works on the collective excitations of circuit-
QED systems with a localized Josephson nonlinearity
[25] 26], [47] [48]. In our work, the lifetime of the collec-
tive excitations arises from a proper treatment of the res-
onator boundary conditions [49]. The harmonic theory
of the coupled transmon-resonator system is exactly solv-
able via Laplace transform. Transmon qubits typically
operate in a weakly nonlinear regime, where charge dis-
persion is negligible [36]. We treat the Josephson anhar-
monicity on top of the non-Hermitian linear theory (See
Fig using multi-scale perturbation theory (MSPT)
[50H52]. First, it resolves the anomaly of secular contri-
butions in conventional time-domain perturbation theo-
ries via a resummation [50H52]. While this perturbation
theory is equivalent to the Rayleigh-Schrédinger pertur-
bation theory when the electromagnetic environment is
closed, it allows a systematic expansion even when the
environment is open and the dynamics is non-unitary.
Second, we account for the self-Kerr and cross-Kerr in-
teractions [53] between the collective non-Hermitian exci-
tations extending [25] [26]. Third, treating the transmon
qubit as a weakly nonlinear bosonic degree of freedom
allows us to include the linear coupling to the environ-
ment non-perturbatively. This is unlike the dispersive
limit treatment of the light-matter coupling as a pertur-
bation [54]. Therefore, the effective equation of motion is
valid for all experimentally accessible coupling strengths
[19-22] 55-58].

We finally present a perturbative procedure to reduce
the computational complexity of the solution of Eq. ,
originating from the enormous Hilbert space size, when
the qubit is weakly anharmonic. Electromagnetic degrees
of freedom can then be perturbatively traced out result-
ing in an effective equation of motion in the qubit
Hilbert space only, which makes its numerical simulation
tractable.

The paper is organized as follows: In Sec. [[, we in-



troduce a toy model to familiarize the reader with the
main ideas and notation. In Sec. [[II} we present an ab
initio effective Heisenberg picture dynamics for the trans-
mon qubit. The derivation for this effective model has
been discussed in detail in Apps. [A] and [B] In Sec. [[VA]
we study linear theory of spontaneous emission. In
Sec. [VB] we employ quantum multi-scale perturbation
theory to investigate the effective dynamics beyond lin-
ear approximation. The details of multi-scale calcula-
tions are presented in App. D} In Sec. [V .C|] we compare
these results with the pure numerical simulation. We
summarize the main results of this paper in Sec. [V]

II. TOY MODEL

In this section, we discuss a toy model that captures
the basic elements of the effective equations (Eq. ),
which we derive in full microscopic detail in Sec. [[TI] This
will also allow us to introduce the notation and con-
cepts relevant to the rest of this paper, in the context
of a tractable and well-known model. We consider the
single-mode Cavity QED model, consisting of a nonlin-
ear quantum oscillator (qubit) that couples linearly to a
single bosonic degree of freedom representing the cavity
mode (Fig. . This mode itself is coupled to a con-
tinuum set of bosons playing the role of the waveguide
modes. When the nonlinear oscillator is truncated to the
lowest two levels, this reduces to the standard open Rabi
Model, which is generally studied using Master equation
[59] or stochastic Schrodinger equation [60] approaches.
Here we will discuss a Heisenberg-picture approach to ar-
rive at an equation of motion for qubit quadratures. The
Hamiltonian for the toy model is (A = 1)
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where wj, w. and w;, are bare oscillation frequencies of
qubit, the cavity and the bath modes, respectively. We
have defined the canonically conjugate variables

X = (a+al), Y = —i(a —a), (2)

where a; represent the boson annihilation operator of sec-
tor | = j,¢,b. Furthermore, g and g, are qubit-cavity
and cavity-bath couplings. U(X}) represents the nonlin-
ear part of the potential shown in Fig. with a blue
spider symbol.

The remainder of this section is structured as follows.
In Sec. [TA] we eliminate the cavity and bath degrees
of freedom to obtain an effective Heisenberg-Langevin
equation of motion for the qubit. We dedicate Sec. [[IB]
to the resulting characteristic function describing the hy-
bridized modes of the linear theory.

A. Effective dynamics of the qubit

In this subsection, we derive the equations of motion
for the Hamiltonian . We first integrate out the bath
degrees of freedom via Markov approximation to obtain
an effective dissipation for the cavity. Then, we elimi-
nate the degrees of freedom of the leaky cavity mode to
arrive at an effective equation of motion for the qubit, ex-
pressed in terms of the GF of the cavity. The Heisenberg
equations of motion are found as

X5(t) = w; V5(t) + 2904(8), (3a)

Vit = =i { i) + U1 0)] (3b)

Xo(t) = wede(t) + 2095 (8) + 3 2095(8). (3¢)
b

(t) —We c( )7 (Sd)

Xy() = (t) + 205 Ve(t) (3e)
Vo(t) = —wny(2), (3f)
where U'[X;] = dU/dX;. Eliminating Y;.,(t) using

Egs. . ‘ dl) and (31 . ) first, and integrating out the bath
degree of freedom via Markov approximation [39] 61] we

obtain effective equations for the qubit and cavity as

() + w2 { () + U (0]} = ~2gwedelt), ()

Xo() + 2o X (t) + w
— —2g0; { &) + U101} - Fa(0),

where 2k, is the effective dissipation [49}62]63] and f5(t)
is the noise operator of the bath seen by the cavity

(4b)

t) = Z 205 [wb/\?b(O) cos(wpt) + /'éb(O) Sin(wbt)} .
b

(5)

Note that Eq. is a linear non-homogoneous ODE
in terms of /fc(t). Therefore, it is possible to find its
general solution in terms of its impulse response, i.e. the
GF of the associated classical cavity oscillator:

Ge(t,t) 4 26:Go(t, ') + W2 Go(t, 1) = =6(t —t').  (6)
Following the Fourier transform conventions

G’C(w) = / dtG.(t, t’)eiw<t—t')7 (7a)
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we obtain an algebraic solution for G(w) as
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with we = v, — ike and v, = /w2 — k2. Taking the
inverse Fourier transform of Eq. we find the single
mode GF of the cavity oscillator

Ge(t,t') = fyi sin [vo(t — )] e O 1), (9)
where since the poles of G.(w) reside in the lower-half
of the complex w-plane, G.(t,t’) is retarded (causal) and
©(t) stands for the Heaviside step function [64].

Then, the general solution to Eq. can be expressed
in terms of G.(t,t') as [65]

2uft) = 205 [ at Gttt {4y (0) + U 4 1}
+ (O + 26) Gelt, )], Xe(0) — Ge(t,0)X.(0)  (10)
+ /0 A Go(t,t) o (1),

Substituting Eq. into the RHS of Eq. and defin-
ing

K(t) = 492%06@, 0), (11a)
D(t) = —2gw.G.(t,0), (11b)
I(w) = —2gw.Ge(w), (11c)

we find the effective dynamics of the nonlinear oscillator
in terms of X;(t) as

(1) + w2 { (0 + U1 (0]} =

— [ ari - ) {R@) + U]}

+/O dt'D(t —t') fp(t')

+ / ;l—:I(w) [(ie0 + 2020 2o(0) = Xo(0)] e,
The LHS of Eq. is the free dynamics of the qubit.
The first term on the RHS includes the memory of all past
events encoded in the memory kernel (). The second
term incorporates the influence of bath noise on qubit
dynamics and plays the role of a drive term. Finally,
the last term captures the effect of the initial operator
conditions of the cavity. Note that even though Eq.
is an effective equation for the qubit, all operators act on
the full Hilbert space of the qubit and the cavity.

B. Linear theory

In the absence of the nonlinearity, i.e. U[/'%j] =0,
Eq. is a linear integro-differential equation that can
be solved exactly via unilateral Laplace transform

fo)= [ arep), (13)

0

since the memory integral on the RHS appears as a con-
volution between the kernel IC(¢) and earlier values of

/'\Afj (t') for 0 < ¢/ < t. Employing the convolution identity

{/ K- ), )} =ROBE. a1

we find that the Laplace solution to Eq. takes the
general form

R (15)

where the numerator

Nii(s) = s;(0) + X;(0)

2gwe (5 + 260 2e(0) + X.(0) — fn(s)]  (10)

)

$2 4+ 2Kes + w?

contains the information regarding the initial conditions
and the noise operator. The characteristic function D;(s)
is defined as

Dj(s) =s* —I—wjz» [1 + l@(s)} =s? —|—wJ2»

492ijc (17)

82 + 2Kes + w2’

which is the denominator of the algebraic Laplace solu-
tion . Therefore, its roots determine the complex
resonances of the coupled system. The poles of D;(s)
are, on the other hand, the bare complex frequencies of
the dissipative cavity oscillator found before, z. = —iwc.
Therefore, D;(s) can always be represented formally as

Dj(s) (18)

Il
—
Va)
|
3
—
—~
[V
|
3
~—
—~
V)
\
I3
8}
~—
—
Vo)

,Z*)’

where p; and p. are the qubit-like and cavity-like poles
such that for g — 0 we get p; — —iw; and p. = —iwc =
Ze. In writing Eq. , we have used the fact that the
roots of a polynomial with real coefficients come in com-
plex conjugate pairs.

It is worth emphasizing that our toy model avoids the
rotating wave (RW) approximation. This approxima-
tion is known to break down in the ultrastrong coupling
regime [I9-21] [58|, [66]. In order to understand its con-
sequence and make a quantitative comparison, we have
to find how the RW approximation modifies D;(s). Note
that by applying the RW approximation, only the cou-
pling Hamiltonian in Eq. transforms as

N 1 PN n A
Ve — 3 (%2 +3,9.) . (19)

Then, the modified equations of motion for X;(t) and
X, (t) read

Xi(t) + (w? + ¢°%) Xj(t) = —g(wj + we)Xe(t),  (20a)
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FIG. 2. (Color online) a) Hybridized poles of the linear theory,
p; and pc, obtained from Egs. and for the resonant
case wj = v, , ke = 0.1 as a function of g € [0, 0.5w;] with
increment Ag = 0.005w;. The blue circles and green stars
show the qubit-like pole p; with and without RW, respectively.
Similarly, the red squares and purple crosses show the cavity-
like pole pe. b) and c) represent the difference Ap; . = pj,c —
prV between the two solutions. The black arrows show the
direction of increase in g.

Xo(t) + 2008, (1) + (w2 + g7) Ko Q

= —g(w; +w0) (1) — fB( )-
Note that the form of Egs. (20ai20b) is the same as
Eqgs. (4al4b)) except for the modified parameters. There-

fore, following the same calculation as in Sec. [[TA]we find
a new characteristic function DV (s) which reads

(20b)

RW 2 2, 2
D (s) = 5" + (wj + ¢7)
g (wj + we)? (21)
82+ 2Kes + (W2 + g2)°

We compare the complex roots of D;(s) and D" (s)
in Fig.[2]as a function of g. For g = 0, the poles start from
their bare values iw; and iv, — K. and the results with
and without RW match exactly. As g increases both the-
ories predict that the dissipative cavity oscillator passes
some of its decay rate to the qubit oscillator. This is
seen in Fig. [2al where the poles move towards each other
in the s-plane while the oscillation frequency is almost
unchanged. As g is increased more, there is an avoided
crossing and the poles resolve into two distinct frequen-
cies. After this point, the predictions from D;(s) and
D]RW(S) for p; and p. deviate more significantly. This is

FIG. 3. A transmon qubit coupled to an open superconduct-
ing resonator.

more visible in Figs. 2] and 2 that show the difference
between the two solutions in the complex s-plane. In ad-
dition, there is a saturation of the decay rates to half of
the bare decay rate of the dissipative cavity oscillator.
In summary, we have obtained the effective equation
of motion for the quadrature X;(t) of the nonlin-
ear oscillator. This equation incorporates the effects of
memory, initial conditions of the cavity and drive. It
admits an exact solution via Laplace transform in the
absence of nonlinearity. To lowest order, the Josephson
nonlinearity is a time-domain perturbation oc X 3(t) in
Eq. . This amounts to a quantum Duffing osc1llator
[67] coupled to a linear environment. Time-domain per-
turbation theory consists of an order by order solution
of Eq. . A naive application leads to the appearance
of resonant coupling between the solutions at successive
orders. The resulting solution contains secular contri-
butions, i.e. terms that grow unbounded in time. We
present the resolution of this problem using multi-scale
perturbation theory (MSPT) [50H52] in Sec.

III. EFFECTIVE DYNAMICS OF A
TRANSMON QUBIT

In this section, we present a first principles calculation
for the problem of a transmon qubit that couples ca-
pacitively to an open multimode resonator (see Fig. [3)).
Like the toy model in Sec. [l this calculation relies on
an effective equation of motion for the transmon qubit
quadratures, in which the photonic degrees of freedom
are integrated out. In contrast to the toy model where
the decay rate was obtained via Markov approximation,
we use a microscopic model for dissipation [62] [63]. We
model our bath as a pair of semi-infinite waveguides ca-
pacitively coupled to each end of a resonator.

As shown in Fig. [3] the transmon qubit is coupled to
a superconducting resonator of finite length L by a ca-
pacitance Cy. The resonator itself is coupled to the two
waveguides at its ends by capacitances Cr and Cp, re-
spectively. For all these elements, the capacitance and
inductance per length are equal and given as ¢ and I,
correspondingly. The transmon qubit is characterized by
its Josephson energy FE;, which is tunable by an exter-



Notation Definition Physical Meaning
X C/cL unitless capacitance
Xs XoXi/(Xg + X5) series capacitance
v Xg/(Xg + X;5) capacitive ratio
x(x,z0) | 14 xs0(z — o) capacitance per length
Eje VicLE;j . /h unitless energy
wj \/8E:E; bare transmon frequency
€ (EJENY? nonlinearity measure
€ % (E./E)Y? | small expansion parameter
by h/(2e¢) flux quantum
Dupt (28, /€)Y zero-point fluctuation phase
d(t) [, dt'V(t) flux
o(t) 2rd /Dy phase
i(t) | Tron{ppn(0)@; (1)} reduced phase
X(t) A(t)/ Pupt unitless quadrature
X;(t) b (1)) bupt reduced unitless quadrature

TABLE I. Summary of definitions for some parameters and
variables. Operators are denoted by a hat notation.

nal flux bias line (FBL) [68], and its charging energy E.,
which is related to the capacitor C; as E. = e%/(2C}).
The explicit circuit quantization is explained in App. [A]
following a standard approach [49] [69-71]. We describe
the system in terms of flux operator i)j(t) for transmon
and flux fields ®(z,t) and &g 1 (x,t) for the resonator
and waveguides.

The dynamics for the quantum flux operators of the
transmon and each resonator shown in Fig. [3|is derived in
App.[A] In what follows, we work with unitless variables

x t P
sz, — =t Vielw s w, 21— — $, (22)
L Vick By 7

where ®y = h/(2e€) is the flux quantum and 1/v/Ic is the
phase velocity. We also define unitless parameters

Xiz%v Z’:RaLajagws (23)
L.
Eje= \/ELT’. (24)

The Heisenberg equation of motion for the transmon
reads

$i(t) + (1 =y sin[p;(t)] = 107 @0, 1), (25)

where v = x,/(xg + X;) I a capacitive ratio, w; =
\/8E:E; is the unitless bare transmon frequency and xg
is the location of transmon. The phase field @(x,t) of the
resonator satisfies an inhomogeneous wave equation
02 — X(,20)07] @l 1) = xsw] sin [p;(1)]6(a — o),
(26)

where x(z,z0) = 1+ xs0(z — o) is the unitless capac-
itance per unit length modified due to coupling to the

transmon qubit, and xs = xgX;/(xg + X;) is the unitless
series capacitance of C; and Cy. The effect of a nonzero
xs reflects the modification of the cavity modes due to
the action of the transmon as a classical scatterer [24].
We note that this modification is distinct from, and in
addition to, the modification of the cavity modes due
to the linear part of the transmon potential discussed in
[25] 26]. Table [[| lists the unitless variables and parame-
ters used in the remainder of this paper.

The flux field in each waveguide obeys a homogeneous
wave equation

(02 = 07) ¢r.e(z,t) = 0. (27)

The boundary conditions (BC) are derived from conser-
vation of current at each end of the resonator as

- w@‘z:l’ = $¢R|$:1+
frq— . (28a)
=xr0; [p(17,) — or(1,1)]
- I@Iz:O‘F = - I¢L|z:O*
R (28b)
= 0} [p0(07, 1)~ G0 1)].

Equations (25{28b)) completely describe the dynam-
ics of a transmon qubit coupled to an open resonator.

Note that according to Eq. . ) the bare dynamics of the
transmon is modified due to the force term v9?p(xo,t).

Therefore, in order to find the effective dynamics for the
transmon, we need to solve for ¢(x,t) first and evalu-
ate it at the point of connection x = xg. This can be
done using the classical electromagnetic GF by virtue of
the homogeneous part of Eqs. being linear in the
quantum fields (see App. . Substituting it into the
LHS of Eq. and further simplifying leads to the ef-
fective dynamics for the transmon phase operator

$5(t) + (1 — 7)wj sin [@; ()] =
2 gt
;2/ dt' Ky (t—t)w sin [¢; (¢)]

+oo
+ [ SRt we

oo 2m

o0 d )
+/ %'DL( ) znc(o w)e iwt

B’ 0)] e,
(29)

The electromagnetic GF is the basic object that appears
in the various kernels constituting the above integro-
differential equation:

oo dw n —iwT
Icn(T) =TXs %w G(x0> $07‘*‘1)6 ) (303)
Dpr(w) = —2ivw?G(z0, 11, w), (30Db)
Dp(w) = —2iyw3G(z0,07,w), (30c)
(2, w) = yix(z', 20) Gz, 2, w). (30d)



Equation fully describes the effective dynamics of
the transmon phase operator. The various terms appear-
ing in this equation have transparent physical interpreta-
tion. The first integral on the RHS of Eq. represents
the retarded self-interaction of the qubit. It contains the
GF in the form G(xg, g, w) and describes all processes in
which the electromagnetic radiation is emitted from the
transmon at x = xg and is scattered back again. We will
see later on that this term is chiefly responsible for the
spontaneous emission of the qubit. The boundary terms
include only the incoming part of the waveguide phase
fields. They describe the action of the electromagnetic
fluctuations in the waveguides on the qubit, as described
by the propagators from cavity interfaces to the qubit,
G(x9,0™,w) and G(xg, 1T, w). The phase fields ¢ (07, )
and @r(1",t) may contain a classical (coherent) part as
well. Finally, the last integral adds up all contributions of
a nonzero initial value for the electromagnetic field inside
the resonator that propagates from the point 0 < 2’/ < 1
to the position of transmon xg.

The solution to the effective dynamics requires
knowledge of C;’(amm’,w). To this end, we employ the
spectral representation of the GF in terms of a set of
constant flux (CF) modes [37, [72]

D, (x,w) D% (2, w)

W — 2 ()

Gz, w) = Z

n

: (31)

where ®,,(x,w) and @, (z,w) are the right and left eigen-
functions of the Helmholtz eigenvalue problem with out-
going BC and hence carry a constant flux when = — +o0.
Note that in this representation, both the CF frequencies
wy (w) and the CF modes ®,,(z,w) parametrically depend
on the source frequency w. The expressions for w,, (w) and
én(x,w) are given in App.

The poles of the GF are the solutions to w = wy,(w)
that satisfy the transcendental equation

[62iwn — (1 = 2ixpwy)(1 — 2ixpwn)]
Z’ .
+ §Xswn [esznwo + (1 - 2’LXLwn)] (32)

« [em‘wn(l—l’o) + (1 — 2ixgwn)] = 0.

The solutions to Eq. all reside in the lower half of
w-plane resulting in a finite lifetime for each mode that
is characterized by the imaginary part of w, = v, — ik,.
In Fig. [f] we plotted the decay rate k., versus the oscilla-
tion frequency v, of the first 100 modes for xy = 0 and
different values of xg = xr and xs. There is a transi-
tion from a super-linear [14] dependence on mode number
for smaller opening to a sub-linear dependence for larger
openings. Furthermore, increasing y s always decreases
the decay rate k,. Intuitively, y, is the strength of a
d-function step in the susceptibility at the position of the
transmon. An increase in the average refractive index in-
side the resonator generally tends to redshift the cavity
resonances, while decreasing their decay rate.
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FIG. 4. (Color online) Decay rate x, versus oscillation fre-
quency vy, for the first 100 non-Hermitian modes for o = 0
and different values of xs. a) xr = xr. = 107°,b) xr = x1 =
1073, C) XR = XL = 1072 and d) xr =x1 = 1071,

In summary, we have derived an effective equation of
motion, Eq. , for the transmon qubit flux operator
¢;, in which the resonator degrees of freedom enter via

the electromagnetic GF G(x,z’,w) given in Eq. .

IV. SPONTANEOUS EMISSION INTO A
LEAKY RESONATOR

In this section, we revisit the problem of spontaneous

emission [14] [42] [45] [73H77], where the system starts from

the initial density matrix

p(0) = p;(0) @10),, (O, » (33)

such that the initial excitation exists in the transmon
sector of Hilbert space with zero photons in the res-
onator and waveguides. p;(0) is a general density ma-
trix in the qubit subspace. For our numerical simula-
tion of the spontaneous emission dynamics in terms of
quadratures, we will consider p;(0) = [¥;(0)) (¥;(0)]
with |W;(0)) = (|0); + |1);)/v/2. The spontaneous emis-
sion was conventionally studied through the Markov ap-
proximation of the memory term which results only in
a modification of the qubit-like pole. This is the Pur-
cell modified spontaneous decay where, depending on the
density of the states of the environment, the emission rate
can be suppressed or enhanced [(3HT7]. We extract the



spontaneous decay as the real part of transmon-like pole
in a full multimode calculation that is accurate for any
qubit-resonator coupling strength.

A product initial density matrix like Eq. allows
us to reduce the generic dynamics significantly, since the
expectation value of any operator O(t) can be expressed
as

T, Trpn {(0) @ o (0)O(1) | = T { 5 ()0(1) ) (34)

where O = Tr,,{O} is the reduced operator in the
Hilbert space of the transmon. Therefore, we define a
reduced flux operator

¢;(t) = Trpn{ppn(0)$;(1)}. (35)
In the absence of an external drive, the generic effective
dynamics in Eq. reduces to

b(t) Wi [1 =+ iK1(0)] Trpn {ppn (0) sin [¢; ()]}

/ 4K (t — #/) Ty, {pn (0) sin [(#))]}

(36)
The derivation of Eq. can be found in Apps. and
Bal
Note that, due to the sine nonlinearity, Eq. is not
closed in terms of ¢;(t). However, in the transmon regime
[36], where £; > &, the nonlinearity in the spectrum of
transmon is weak. This becomes apparent when we work
with the unitless quadratures

K0=20 gp=20"

where ¢ pr = (QSC/Sj)1/4 is the zero-point fluctuation
(zpf) flux amplitude. Then, we can expand the nonlin-
earity in both sides of Eq. as

sin (95 ()] _ @5(t)  #5(0) 3 (t)
' +0
¢zpf ¢zpf 3-¢zpf ¢zpf (38)
. 2e
= X;(t) — Tng(t) +0 (%),
where ¢ = (£./€;)Y/? appears as a measure for the

strength of the nonlinearity. In experiment, the Joseph-
son energy &£; can be tuned through the FBL while the
charging energy &, is fixed. Therefore, a higher trans-
mon frequency w; = /8E.&; is generally associated with
a smaller € and hence weaker nonlinearity.

The remainder of this section is organized as follows.
In Sec. [V A] we study the linear theory. In Sec. [V B]we
develop a perturbation expansion up to leading order in
€.

A. Linear theory

In this subsection, we solve the linear effective dynam-
ics and discuss hybridization of the transmon and the
resonator resonances. We emphasize the importance of
off-resonant modes as the coupling X, is increased. We
next investigate the spontaneous decay rate as a func-
tion of transmon frequency w; and coupling x, and find
an asymmetric dependence on w; in agreement with a
previous experiment [I4].

Neglecting the cubic term in Eq. , the partial trace
with respect to the resonator modes can be taken directly
and we obtain the effective dynamics

X;(t) 4 wj [1 = + iK1 (0)] X;(t)

t . (39)
= f/ dt'Ka(t — twi X;(t).
0

Then, using Laplace transform we can solve Eq. as

X;(s) = SXj(OE(Sij@)’ (40)
with Dj(s) defined as
Dj(s) = s* + w} [1—7—1—le1( )+ Ka(s)| - (41)

Equations and contain the solution for the re-
duced quadrature operator of the transmon qubit in the
Laplace domain.

In order to find the time domain solution, it is neces-
sary to study the poles of Eq. and consequently the
roots of D;(s). The characteristic function D;(s) can be
expressed as (see App.

Dj;(s) = s* + wj2»+

s{cos |2
RETHE

8, (20)]s + sin [20, (20)]vn } }
(s4 Kn)2+ 12 ’
(42)

where 6, (x) is the phase of the non-Hermitian eigenfunc-
tion such that @, (z) = |®,(x)[e’"*). We identify the
term

My, = x5 |®n (20) [ (43)

as the measure of coupling to individual resonator modes.
The form of M, in Eq. illustrates that the coupling
between the transmon and the resonator is bounded.
This strength of hybridization is parameterized by vxs
rather than x,. This implies that as x4, the coupling ca-
pacitance, is increased, the qubit-resonator hybridization
is limited by the internal capacitance of the qubit, x;:

2
. X
lim ~yxs= lim () Xi = X;- 44)
Moo Xj—)oo xgtx;/) (



5 o
°pj ° pj
4 . ° Pu 0.982 o p1
£, &
o —_
&= = 098
£2 i S 0.978
1 ™Y .
0 0.976
-0.015 -0.01 -0.005 6 -4 2 0
Re{s}/m Re{s}/m 104
a) b)

FIG. 5. (Color online) a) The first five hybridized poles of
the resonator-qubit system, for the case where the transmon
is slightly detuned below the fundamental mode, i.e. w; =
vy . The other parameters are set as xg = xr = 0.01, x; =
0.05 and x4 € [0,107%] with increments Ay, = 107°. b)
Zoom-in plot of the hybridization of the most resonant modes.
Hybridization of p; and p; is much stronger than that of the
off-resonant poles p,, n > 1.

For this reason, our numerical results below feature a
saturation in hybridization as x, is increased.

The roots of D;(s) are the hybridized poles of the en-
tire system. If there is no coupling, i.e. x4y = 0, then
Dj(s) = 8* + w3 = (54 iw;)(s — iw;) is the characteris-
tic polynomial that gives the bare transmon resonance.
However, for a nonzero x4, D;(s) becomes a meromor-
phic function whose zeros are the hybridized resonances
of the entire system, and whose poles are the bare cavity
resonances. Therefore, D;(s) can be expressed as

D(5) = (s = py)(s =) [T =2l 2 - (a

In Eq. (45), p; = —a; —if; and p, = —a, — i, are the
zeros of Dj(s) that represent the transmon-like and the
nth resonator-like poles, accordingly. Furthermore, 2, =
—iw,, = —kn — iV, stands for the nth bare non-Hermitian
resonator resonance. The notation chosen here (p for
poles and z for zeroes) reflects the meromorphic structure
of 1/D;(s) which enters the solution Eq. (40).

An important question concerns the convergence of
D;(s) as a function of the number of the resonator modes
included in the calculation. The form of D;(s) given in
Eq. is suitable for this discussion. Consider the fac-
tor corresponding to the mth resonator mode in 1/D;(s).

We reexpress it as
* *
Zm — Pm )
*
s —pi,

@—%w—ag_@_%—w>g_
(46)

(s = pm)(s —p}) 5= Pm
Zm — Pm ‘)
S5 = Pm .

The consequence of a small shift |p,, — zn,| as compared
to the strongly hybridized resonant mode |p; — 21| is that
it can be neglected in the expansion for 1/D;(s). The
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FIG. 6. (Color online) Convergence of p; and p; for the same
parameters as Fig. [5| but for x4 € [0,0.02] and keeping a) 1,
b) 5, ¢) 10 and d) 20 resonator modes in Dj(s).

relative size of these contributions is controlled by the
coupling x4. As rule of thumb, the less hybridized a res-
onator pole is, the less it contributes to qubit dynamics.
Ultimately, the truncation in this work is established by
imposing the convergence of the numerics.

A numerical solution for the roots of Eq. at
weak coupling x, reveals that the mode resonant with
the transmon is significantly shifted, with comparatively
small shifts |p,, — 2| in the other resonator modes (See
Fig. . At weak coupling, the hybridization of p; and
p1 is captured by a single resonator mode. Next, we plot
in Fig. [6] the effect of truncation on the response of the
multimode system in a band around s = p;. As the cou-
pling x4 is increased beyond the avoided crossing, which
is also captured by the single mode truncation, the effect
of off-resonant modes on p; and p; becomes significant.
It is important to note that the hybridization occurs in
the complex s-plane. On the frequency axis Im{s} an
increase in x4 is associated with a splitting of transmon-
like and resonator-like poles. Along the decay rate axis
Re{s} we notice that the qubit decay rate is controlled
by the resonant mode at weak coupling, with noticeable
enhancement of off-resonant mode contribution at strong
coupling. If the truncation is not done properly in the
strong coupling regime, it may result in spurious unstable
roots of Dj(s), i.e. Re{s} > 0, as seen in Fig.

The modification of the decay rate of the transmon-
like pole, henceforth identified as o; = —Re{p;}, has
an important physical significance. It describes the Pur-
cell modification of the qubit decay (if sources for qubit



x10™ %103
215 23
S S8
¥ K
= 10 <2
| |
I 5 L—/) 1
0 — 0
0 1 0 05 1 15
w; /T wj /T
a) b)

FIG. 7. (Color online) Spontaneous emission rate defined as
a; = —Re{p;} as a function of transmon frequency wj; for
xr = xr = 1072, x; = 0.05, a) x; = 107% and b) x, =
5 x 1073, We observe that the asymmetry grows as Xy is
increased. The black vertical dotted lines show the location
of resonator frequencies vy,.

decay other than the direct coupling to electromagnetic
modes can be neglected). The present scheme is able to
capture the full multimode modification, that is out of
the reach of conventional single-mode theories of sponta-
neous emission [73H77].

At fixed x4, we observe an asymmetry of «; when the
bare transmon frequency is tuned across the fundamen-
tal mode of the resonator, in agreement with a previous
experiment [I4], where a semiclassical model was em-
ployed for an accurate fit. Figure [7| shows that near the
resonator-like resonance the spontaneous decay rate is
enhanced, as expected. For positive detunings sponta-
neous decay is significantly larger than for negative de-
tunings, which can be traced back to an asymmetry in
the resonator density of states [I4]. We find that this
asymmetry grows as X, is increased. Note that besides a
systematic inclusion of multimode effects, the presented
theory of spontaneous emission goes beyond the rotating
wave, Markov and two-level approximations as well.

Having studied the hybridized resonances of the entire
system, we are now able to provide the time-dependent
solution to Eq. . By substituting Eq. (45)) into
Eq. we obtain

fms)—( S

S —DPj n S — Pn

> +He, (47)

from which the inverse Laplace transform is immediate

<Ajepjt + Z /lnep"t) + H.c.

n

X;(t) = o(t). (48)

The frequency components have operator-valued ampli-
tudes
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FIG. 8. (Color online) Dependence of residues defined in

with the residues given in terms of D;(s) as

AX = (s = pjn)—r 50
J,m |:(S by, )DJ(S):| —pin ’ ( 3‘)
AV, = [(s = pj,n)“’j} (50D)
’ Dj(s) 1l s=p, .
The dependence of A% and A}fn on coupling x, has

been studied in Fig. The transmon-like amplitude
(blue solid) is always dominant, and further off-resonant
modes have smaller amplitudes. By increasing x,, the
resonator-like amplitude grow significantly first and reach
an asymptote as predicted by Eq. (44)).

B. Perturbative corrections

In this section, we develop a well-behaved time-domain
perturbative expansion in the transmon qubit nonlin-
earity as illustrated in Eq. . Conventional time-
domain perturbation theory is inapplicable due to the
appearance of resonant coupling between the successive
orders which leads to secular contributions, i.e. terms
that grow unbounded in time (For a simple example see
App. . A solution to this is multi-scale perturbation
theory (MSPT) [50H52], which considers multiple inde-
pendent time scales and eliminates secular contributions
by a resummation of the conventional perturbation se-
ries.

The effect of the nonlinearity is to mix the hybridized
modes discussed in the previous section, leading to trans-
mon mediated self-Kerr and cross-Kerr interactions. Be-
low, we extend MSPT to treat this problem while con-
sistently accounting for the dissipative effects. This goes
beyond the extent of Rayleigh-Schrodinger perturbation
theory, as it will allow us to treat the energetic and dis-
sipative scales on equal footing.

The outcome of conventional MSPT analysis in a con-
servative system is frequency renormalization [50, [78].
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FIG. 9. (Color online) Hybridization coefficients u; and
up of the first five modes for the case where the transmon
is infinitesimally detuned below the fundamental mode, i.e.
w; = v, as a function of x4 € [0,0.5]. Other parameters are
set as xr = xr = 0 and x; = 0.05. The black vertical dotted
line shows the value of x;.

We illustrate this point for a classical Duffing oscilla-
tor, which amounts to the classical theory of an isolated
transmon qubit up to leading order in the nonlinearity.
We outline the main steps here leaving the details to
App. Consider a classical Duffing oscillator

X(t)+w? [X(t) —eX?(t)] =0, (51)

with initial conditions X (0) = X, and X(0) = wY.
Equation is solved order by order with the Ansatz
X(t) =2, 7) +eaV(t, 1) + O(e?), (52a)

where 7 = et is assumed to be an independent time scale
such that
di = 0; + €0, + O(e?). (52b)

This additional time-scale then allows us to remove the
secular term that appears in the O(e) equation. This
leads to a renormalization in the oscillation frequency of
the O(1) solution as

XOt) = 2O (t,et) = [a(0)e ™ + c.c.]

o= 1= Fho)k]w,

(53a)

(53b)

where a(0) = (Xo + ¢Y))/2. One may wonder how this
leading-order correction is modified in the presence of dis-
sipation. Adding a small damping term «X (¢) to Eq.
such that k¥ < w requires a new time scale n = 1 leading
to

XOt) = e 2! [a(0)e ™" + c.c],

%\a(O)Fe*”t w.

(54a)

(54b)

Equations (b4aH54b)) illustrate a more general fact that
the dissipation modifies the frequency renormalization by
a decaying envelope. This approach can be extended by
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introducing higher order (slower) time scales e2t, n’t, net
etc. The lowest order calculation above is valid for times
short enough such that wt < e=2, 772 n=te71.

Besides the extra complexity due to non-commuting
algebra of quantum mechanics, the principles of MSPT
remain the same in the case of a free quantum Duffing os-
cillator [78]. The Heisenberg equation of motion is iden-
tical to Eq. where we promote X (t) — X(t). We
obtain the O(1) solution (see App. as

d(())e*i‘f’t + efi‘f’td(())

2 cos (%ete*"‘t) +H.c

XO@1) =e 5t l (55a)

with an operator-valued renormalization of the frequency

&= {1 — %7&(0) ”t} , (55b)
#(0) = ¢ ['()a(0) + a0 0] . (550)

The cosine that appears in the denominator of operator
solution (55al) cancels when taking the expectation values

with respect to the number basis {|n)} of H(0):
(n—1] XO(t) |n) = e~ ste(1="8%e ")t (56)

Having learned from these toy problems, we return
to the problem of spontaneous emission which can be
mapped into a quantum Duffing oscillator with ¢ =
% (Sc/é'j)l/Q, up to leading order in perturbation, cou-
pled to multiple leaky quantum harmonic oscillators (see
Eq. ) We are interested in finding an analytic ex-
pression for the shift of the hybridized poles, p; and py,,
that appear in the reduced dynamics of the transmon.

The hybridized poles p; and p,, are the roots of D;(s)
and they are associated with the modal decomposition of
the linear theory in Sec.[[V'A] The modal decomposition
can be found from the linear solution X;(t) that belongs
to the full Hilbert space as

Pej(t) = <fljepjt + Zflnep"t> + H.c.

= (ujfzjepjt + Zunﬁnep"t> + H.c.

n

(57)

This is the full-Hilbert space version of Eq. . It repre-
sents the unperturbed solution upon which we are build-
ing our perturbation theory. We have used bar-notation
to distinguish the creation and annihilation operators in
the hybridized mode basis. Furthermore, u; and u, rep-
resent the hybridization coefficients, where they deter-
mine how much the original transmon operator X;(t), is
transmon-like and resonator-like. They can be obtained
from a diagonalization of the linear Heisenberg-Langevin
equations of motion (see App.[D3). The dependence of
u; and u,, on coupling x, is shown in Fig. @ for the case
where the transmon is infinitesimally detuned below the



fundamental mode of the resonator. For x, =0, u; =1
and u, = 0 as expected. As x, reaches x;, u; is sub-
stantially increased and becomes comparable to u;. By
increasing x4 further, u,, for the off-resonant modes start
to grow as well.

The nonlinearity acting on the transmon mixes all the
unperturbed resonances through self- and cross-Kerr con-
tributions [25] 26], 53]. Kerr shifts can be measured in a
multimode cQED system [79, 80]. We therefore solve for
the equations of motion of each mode. These are (see

App.

X(t) + 20412351 (t)

+B12 ')El(t) — & Uj

+Zun n =0,

(58)

where X; = a; + fz;r is the quadrature of the {th mode,
and «; and (; are the decay rate and the oscillation fre-
quency, respectively. Equation is the leading order
approximation in the inverse Q-factor of the Ith mode,
1/Q; = ay/B;. Each hybridized mode has a distinct
strength of the nonlinearity & = %uls for | = j,n
In order to do MSPT, we need to introduce as many
new time-scales as the number of hybridized modes, i.e.
7; = €;t and T, = e,t, and do a perturbative expansion
in all of these time scales. The details of this calculation
can be found in App. Up to lowest order in &, we
find operator-valued correction of p; = —a; —i3; as

R ,36 _
= [0 T A

72ant

(59a)

while p,, = —a,, — i3, is corrected as

3 k3 2~
Pn =pn + igwj [uiHn(O)e_za"t +upuiH;(0)e 2"

+ Z uiufnflm(O)e_Qo‘mt ,
m#n
(59b)

where 7flj (0) and ﬁn(O) represent the Hamiltonians of
each hybridized mode

#(0) = £ [60)a(0) + @(0)}(0)] . 1= .. (59¢)

These are the generalizations of the single quantum Duff-
ing results and and reduce to them as x4 — 0
where u; = 1 and u,, = 0. Each hybdridized mode is cor-
rected due to a self-Kerr term proportional to uf, and
cross-Kerr terms proportional to u?uj,. Contributions of
the form u%ul/ulu [26] do not appear up to the lowest
order in MSPT.
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(Color online) Fourier transform of ( X;(t)

linear solution (red dashed) and MSPT (blue solid) for
x; = 0.05, xg = xr = 0.001, & = 50&; and initial state

> from

0),+I1
% as a function of x4. The maximum value

a) xo € [0,0.02],

|¥;(0)) =
of ‘}'w <Xj( )>’ at each x4 is set to 1.
Axg = 0.001. b) x4 € [0,0.2], Ax, = 0.02.

In terms of Egs. (59ai59b)), the MSPT solution reads

A;(0)ePit + ePit A;(0)

3 + H.c.
2 cos (%u?ate*%‘jt)

20(t) =
S (60)
A (0)ePnt + Pt A, (0)

+ 3w
n | 2cos (T’uﬁgte—gant)

+ H.c.|,

where /ij,n is defined in Eq. . In Fig. we have

compared the Fourier transform of </'\A’] (t)) calculated

both for the MSPT solution and the linear solu-

tion for initial condition |¥(0)) = 19); \J}m] @ [0),p,
as a functlon of x4. At x4 = 0, we notice the bare O(¢)
nonlinear shift of a free Duffing oscillator as predicted
by Eq. . As x4 is increased, the predominantly
self-Kerr nonlinearity on the qubit is gradually passed
as cross-Kerr contributions to the resonator modes as
observed from the frequency renormalizations and
- As a result of this, interestingly, the effectlve non-
linear shift in the transmon resonance becomes smaller
and saturates at stronger couplings. In other words, the
transmon mode becomes more linear at stronger coupling



Xg- This counterintuitive result can be understood from
Eq. . For initial condition considered here, the last
term in Eq. vanishes, while one can see from Fig. |§|
that u; <1 for x4 > 0.

C. Numerical simulation of reduced equation

The purpose of this section is to compare the results
from MSPT and linear theory to a pure numerical so-
lution valid up to O(g2). A full numerical solution of
the Heisenberg equation of motion requires matrix
representation of the qubit operator )E'j (t) over the entire
Hilbert space, which is impractical due to the exponen-
tially growing dimension. We are therefore led to work
with the reduced Eq. . While the nonlinear contri-
bution in Eq. cannot be traced exactly, it is possible
to make progress perturbatively. We substitute the per-
turbative expansion Eq. into Eq. :

Xj(t) + w2 [1 =7+ iK1 (0)] [X5(8) = = Trpn {ppn (0)RF (1)}

== [ R = ()0 = T A O},

with € = %e. If we are interested in the numerical re-

sults only up to O(g?) then the cubic term can be re-
placed as
(62)

eX3(t)=¢ |:)Ej(t) }3 +0 (%).

e=0

Since we know the linear solution for X;(t) analyti-
cally, the trace can be performed directly (see App. .
We obtain the reduced equation in the Hilbert of trans-
mon as

X (1) + w2 [1 =+ iK1 (0)] [ (0) — eX2(0)]

= - /t dt'wiKa(t —t) {X’j(t’) - 5X‘3(t/)} +O(e).
0

Solving the integro-differential Eq. numerically is a
challenging task, since the memory integral on the RHS
requires the knowledge of all results for ¢ < ¢. Therefore,
simulation time for Eq. grows polynomially with ¢.
The beauty of the Laplace transform in the linear case
is that it turns a memory contribution into an algebraic
form. However, it is inapplicable to Eq. .

In Fig. we compared the numerical results to both
linear and MSPT solutions up to 10 resonator round-trip
times and for different values of x,. For x, = 0, the
transmon is decoupled and behaves as a free Duffing os-
cillator. This corresponds to the first row in Fig.
where there is only one frequency component and MSPT
provides the correction given in Eq. (55b). As we ob-
serve in Fig. the MSPT results lie on top the numer-
ics, while the linear solution shows a visible lag by the

FIG. 11. (Color online) Comparison of short-time dynam-
ics between the results from linear theory (black dash-dot),
MSPT (red dotted) and numerical (blue solid) of <XJ (t)> for
the same parameters as in Fig. and for a) x4 = 0, b)
Xg = 0.01, ¢) xg = 0.1 and d) x4 = 0.2. The oscillation fre-
quency and decay rate of the most dominant pole (transmon-
like) are controlled by the hybridization strength. For a)
where x4 = 0, there is no dissipation and the transmon is iso-
lated. The decay rate increases with x4 such that the Q-factor
for the transmon-like resonance reaches Q; = 8;/a; ~ 625.3
in Fig. d).

10th round-trip. Increasing x, further, brings more fre-
quency components into play. As we observe in Fig.
for x4, = 0.01 the most resonant mode of the resonator
has a non-negligible u;. Therefore, we expect to observe
weak beating in the dynamics between this mode and
the dominant transmon-like resonance, which is shown in
Fig. [I1I0] Figures and [I1d] show stronger couplings
where many resonator modes are active and a more com-
plex beating is observed. In all these cases, the MSPT re-
sults follow the pure numerical results more closely than
the linear solution confirming the improvement provided
by perturbation theory.

D. System output

Up to this point, we studied the dynamics of the spon-
taneous emission problem in terms of one of the quadra-
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FIG. 12. (Color online) Fourier transform of <z’€'(1+,t)> for

the linear solution (red dashed) and the MSPT (blue solid)
for the same parameters as in Fig. The maximum value

of ‘.R, <X](t)>’ at each x4 is set to 1.

tures of the transmon qubit, i.e. <2€'](t)> In a typical

experimental setup however, the measuarable quantities
are the quadratures of the field outside the resonator [49].
We devote this section to the computation of these quan-
tities.

The expression of the fields ¢(x,t) can be directly
inferred from the solution of the inhomogeneous wave
Eq. (26) using the impulse response (GF) defined in
Eq. [B1l We note that this holds irrespective of whether
one is solving for the classical or as is the case here, for
the quantum fields. Taking the expectation value of this
solution (App. with respect to the initial density
matrix (33]) we find

(B, 1)) = xa? / 4Gz, t)ro, V') (sin[; (1)) . (64)

Dividing both sides by ¢,,r and keeping the lowest order
we obtain the resonator response as

<;g<o>(x,t)> = xow? /Ot dt' Gz, t|zo, ') <9?}°) (t’)> :
(65)

where QE’](O)(t) is the lowest order MSPT solution ,
which takes into account the frequency correction to
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O(e). Taking the Laplace transform decouples the con-
volution

<?§(O) (z, s)> = Xsw?é(x,xo, s) <;€‘j(0)(s)> , (66)

which indicates that the resonator response is filtered by
the GF.
Figure [12] shows the field outside the right end of the

resonator, <X(x = 17,5 = iw) ), in both linear and low-

est order MSPT approximations. This quadrature can be
measured via heterodyne detection [8I]. Note that the

hybridized resonances are the same as those of <z\?J (t)>

shown in Fig. What changes is the relative strength
of the residues. The GF has poles at the bare cavity res-
onances and therefore the more hybridized a pole is, the
smaller its residue becomes.

V. CONCLUSION

In this paper, we introduced a new approach for study-
ing the effective non-Markovian Heisenberg equation of
motion of a transmon qubit coupled to an open multi-
mode resonator beyond rotating wave and two level ap-
proximations. The main motivation to go beyond a two
level representation lies in the fact that a transmon is
a weakly nonlinear oscillator. Furthermore, the infor-
mation regarding the electromagnetic environment is en-
coded in a single function, i.e. the electromagnetic GF.
As a result, the opening of the resonator is taken into ac-
count analytically, in contrast to the Lindblad formalism
where the decay rates enter only phenomenologically.

We applied this theory to the problem of spontaneous
emission as the simplest possible example. The weak
nonlinearity of the transmon allowed us to solve for the
dynamics perturbatively in terms of (£./€;)'/? which ap-
pears as a measure of nonlinearity. Neglecting the non-
linearity, the transmon acts as a simple harmonic oscil-
lator and the resulting linear theory is exactly solvable
via Laplace transform. By employing Laplace trans-
form, we avoided Markov approximation and therefore
accounted for the exact hybridization of transmon and
resonator resonances. Up to leading nonzero order, the
transmon acts as a quantum Duffing oscillator. Due to
the hybridization, the nonlinearity of the transmon in-
troduces both self-Kerr and cross-Kerr corrections to all
hybdridized modes of the linear theory. Using MSPT,
we were able to obtain closed form solutions in Heisen-
berg picture that do not suffer from secular behavior.
A direct numerical solution confirmed the improvement
provided by the perturbation theory over the harmonic
theory. Surprisingly, we also learned that the linear the-
ory becomes more accurate for stronger coupling since
the nonlinearity is suppressed in the qubit-like resonance
due to being shared between many hybdridized modes.

The theory developed here illustrates how far one can
go without the concept of photons. Many phenomena in



the domain of quantum electrodynamics, such as sponta-
neous or stimulated emission and resonance fluorescence,
have accurate semiclassical explanations in which the
electric field is treated classically while the atoms obey
the laws of quantum mechanics. For instance, the rate
of spontaneous emission can be related to the local den-
sity of electromagnetic modes in the weak coupling limit.
While it is now well understood that the electromagnetic
fluctuations are necessary to start the spontaneous emis-
sion process [82], it is important to ask to what extent a
quantized electromagnetic field effects the qubit dynam-
ics [83]. We find here that although the electromagnetic
degrees of freedom are integrated out and the dynam-
ics can systematically be reduced to the Hilbert space
of the transmon, the quantum state of the electromag-
netic environment reappears in the initial and boundary
conditions when computing observables.

Although we studied only the spontaneous emission
problem in terms of quadratures, our theory can be ap-
plied to a driven-dissipative problem as well and all the
mathematical machinery developed in this work can be
used in more generic situations. In order to maintain a
reasonable amount of material in this paper, we postpone
the results of the driven-dissipative problem, as well as
the study of correlation functions to future work.
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Appendix A: Quantum equations of motion

The classical Lagrangian for the system shown in Fig.
can be found as sum of the Lagrangians for each circuit
element. In the following, we use the convention of work-
ing with flux variables [70] [71] as the generalized coor-
dinate for our system. For an arbitrary node n in the
circuit, the flux variable ®,(¢) is defined as

@nu)ztétdyuxyy (A1)

while V,,(#') stands for the voltage at node n.

The classical Euler-Lagrange equations of motion can
then be found by setting the variation of Lagrangian with
respect to each flux variable to zero. For the transmon
and the resonator we find

1 oU;(®,
C,+C; 0,

B, + D P, (A2)
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oU;(®;)
00,
(A3)

D20 (x,t) — le(x, 10) 00 (2, t) = Iyd(x — 20)

where U;(®;) stands for the Josephson potential as

Uj(‘bj) = 7Ej COS <27T@j>, (A4)
%)

and &y = ?é is the superconducting flux quantum. Fur-
thermore, Cs = C,C;/(C, + C}) is the series capacitance
of C; and C,, and v = Cy/(Cy + Cj). Moreover, | and ¢
are the 1nductance and capacitance per length of the res-
onator and waveguides while ¢(x, zg) = ¢+ Csd(z — x0)
represents the modified capacitance per length due to
coupling to transmon.

In addition, we find two wave equations for the flux
field of the left and right waveguides as

D20R (x,t) — 1cOi PR 1 (7,t) =0, (A5)

The boundary conditions (BC) are derived from continu-
ity of current at each end as

1 1
7 al’q)‘m:L* = _7 am(I)R|z:L+
R (A6a)
::Cﬁaf[é(L‘,ﬂ——¢R(L+,ﬂ},
1 1
7 a:r‘b‘z:w -7 a'Jfr(I)L|gc:of (A6D)
=CL0; [®,(07,t) — @07, )], (A6e)
continuity of flux at x = xg
Oz =2y ,t) = ®(x =z, 1), (A7)
and conservation of current at x = xq as
(D
0s8], 1 — 0uD|,_, — ICRD(ao,t) = 1y 22 %0),
0P;
(A8)

In order to find the quantum equations of motion, we
follow the common procedure of canonical quantization
[71):

1) Find the conjugate momenta Q,, = 5‘%
2) Find the classical Hamiltonian via a Legendre

transformation as H = Y Qn®, — L
n

3) Find the Hamiltonian operator by promoting the
classical conjugate variables to quantum operators
such that {(I)man} = Omn — [(bmaQn] = ihbmn-
We use a hat-notation to distinguish operators from
classical variables.



The derivation for the quantum Hamiltonian of the
the closed version of this system where Cr; — 0 can
be found in [24] (see App. A, B, and C). Note that
nonzero end capacitors Cp 1, leave the equations of mo-
tion for the resonator and waveguides unchanged, but
modify the BC of the problem at = 0, L. The resulting
equations of motion for the quantum flux operators ®;,
‘i(w,t) and Ci)RL(x,t) have the exact same form as the
classical Euler-Lagrange equations of motion.

Next, we define unitless parameters and variables as

T _ t w
r=—, t=—+—, w=—L
x L7 UL? w ’Up )
. S (A9)
.t Q
=2r—, n=—
¥ oy’ %e

where v, = 1/ Vlc is the phase velocity of the resonator
and waveguides. Furthermore, we define unitless capaci-
tances as

C
Xi = —F i:RaLmjmgvS (AlO)
C

as well as a unitless modified capacitance per length as
X(Z,Z0) =1+ X:0(Z — Zo). (A11)

Then, the unitless equations of motion for our system are
found as

63 (1) + (1 — 7w sin[p;(D)] = 107¢(T0, 1), (Al2a)

[02 — x(2,20)2] $(&,T) = xs0? sin [0, (DI3(@ — 20),

(A12b)
2PrL(Z,1) — O PRL(Z,1) =0, (Al2c)
with the unitless BCs given as
- §:¢7|55:1— - E@R|i:1+
o . (A13a)
= XRatg [90(1 7{) - QDR(1+,£)] )
- :595|5c:0+ = - i¢L|§::0*
R R (A13b)
= XLatg [(pL(O 7£> - (p(OJr:E)] 3
HF=55.0) = pE =30, (Al3)
89395 z=zt = 8295 F=z. X862¢ Zo,t
|7° |7° £#(@0,9) (A13d)

= Xs@; sin [p; (D).

In Egs. (A12a) and (A12b]), we have defined the unit-
less oscillation frequency @; as

E; (27)°
0?2 =1cl?=L [ == ) =8E.E;
w] c Cj (I)(] 70

(A14)
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where & and &; stand for the unitless charging and
Josephson energy given as

(A15)

with B, = T

In what follows, we work with the unitless Egs. (A12a]
[A12¢]) and BCs (A13a{A13d)) and drop the bars.

Appendix B: Effective dynamics of the transmon via
a Heisenberg picture Green’s function method

In order to find the effective dynamics of the trans-
mon qubit, one has to solve for the flux field @(z,t) and
substitute the result back into the RHS of time evolu-
tion of the qubit given by Eq. . It is possible to
perform this procedure in terms of the resonator GF. In
Sec. [B1] we define the resonator GF. In Sec. B3| we study
the spectral representation of the GF in terms of a suit-
able set of non-Hermitian modes. In Sec.[B4] we discuss
the derivation of the effective dynamics of transmon in
terms of the resonator GF. Finally, in Secs. and [B 6
we discuss how the generic dynamics is reduced for the
problem of spontaneous emission.

1. Definition of G(z,t|z’,t)

The resonator GF is defined as the response of the

linear system of Egs. (A12b{A12¢) to a J-function source
in space-time as
(07 — x(,20)07 | G (, t|zo, to) = 6(x — x0)d(t — to),
(B1)
with the same BCs as Eqgs. (A13aHA13d).

Fourier transform conventions

Using the

G(z,x0,w) = / dtG(z, t|zo, to)etE=t0)  (B2a)

G(z,t|zo, to) = / = G, mo,w)e @0 (Bab)
Eq. (Bl) transforms into a Helmholtz equation
(07 + w?x(, 20)] G(x, 20,w) = 6(x — x0). (B3)

Moreover, the BCs are transformed by replacing 0, — 0,
and 9; — —iw as

G = G o (B4a)
0,G - 0,G| +xsw? G =0, (B4b)
T=x T=x T=x0
9,G = 9,G .
T=L = B4c
s ( N e ) (B4c)
z=1— =1+ ’




=0+

. 2(@ (B4d)
= YW

-G

r=0"

,@:o+> ’

Note that BCs (B4alfB4d) do not specify what hap-
pens to G(x,zg,w) at £ — +oo. We model the baths by
imposing outgoing BCs at infinity as

0.G(z, 20, w) L +iwG(x — +00, 10, w),
T—r 100

(B5)

which precludes any reflections from the waveguides to
the resonator.

2. Spectral representation of GF for a closed
resonator

It is helpful to revisit spectral representation of GF for
the closed version of our system by setting xg = xr = 0.
This imposes Neumann BC 9,,G|;=0,1 = 0 and the result-
ing differential operator becomes Hermitian. The idea of
spectral representation is to expand G in terms of a dis-
crete set of normal modes that obey the homogeneous
wave equation

2®,, () + (2, 20)w? B, (z) = 0,
(‘3w<i>n(x) =0.

x=0,1

(B6a)
(B6b)

Then, the real valued eigenfrequencies obey the transcen-
dental equation

sin (wn) + Xswn €08 (Wpxg) cos [w, (1 — 20)] = 0. (BT7)
The eigenfunctions read
- 1—
B, () cos [wn (1 — zg)] cos (wpz), 0 <z <z
cos (wpxo) cos [wp(l —z)], o<z <1
(B8)
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where the normalization is fixed by the orthogonality con-
dition

1
/0 duy (2, 20) @y ()0 (1) = G (BO)

Note that eigenfunctions of a Hermitian differential op-
erator form a complete orthonormal basis. This allows
us to deduce the spectral representation of G(z,z’,w)
[65], [84), [85] as

~ B, ()P, (") 1 @, ()P, (x)
G !/ —
(2,2, w) Z w? —w? Z 2w w—wy,

neN ;i%

)

(B10)

where the second representation is written due to rela-
tions w_,, = —w, and ®_,(z) = @, (x).
3. Spectral representation of GF for an open
resonator

A spectral representation can also be found for the GF
of an open resonator in terms of a discrete set of non-
Hermitian modes that carry a constant flux away from
the resonator. The Constant Flux (CF) modes [37] have
allowed a consistent formulation of the semiclassical laser
theory for complex media such as random lasers [72]. The
non-Hermiticity originates from the fact that the waveg-
uides are assumed to be infinitely long, hence no radi-
ation that is emitted from the resonator to the waveg-
uides can be reflected back. This results in discrete and
complex-valued poles of the GF. The CF modes satisfy
the same homogeneous wave equation

2D, (z,w) + x(x, 20)w2 (W) Py (z,w) = 0, (B11)

but with open BCs the same as Eqs. (B4al{B5)). Note that
the resulting CF modes @, (x,w) and eigenfrequencies
wy (w) parametrically depend on the source frequency w.

Considering only an outgoing plane wave solution for
the left and right waveguides based on , the general

solution for @, (z,w) reads

Aseiwn(w)x _’_Bse—iwn,(w)x’ O<x< Zo

- AZetwn(@)e 4 Bremiwn(W)e g < g <
(@) = C,ete” z>1
D, e e z <0
(B12)

Applying BCs (B4al{B4d) leads to a characteristic equa-

tion



sin ()] 4 (e + X2 )eon () {cos[wnw)] -

— XrXLW; (W) {QZW”LW) coswn (w)] + {1 +

+ Xswn(w) {cos[wn(w)xo] _ XLL(W)

wp (W)

X {cos[wn(w)(l —9)] — Xr

Wy (w)

(w)

Wn

{iwn (w) cos[wp, (w)xo] + w sin[wn(w)xo]}}
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sinfi )]}

J sl 1} .

{iwn (w) cos[wn (W) (1 — z9)] + w sin[wy, (w)(1 — xo)]}} =0,

which gives the parametric dependence of CF frequencies on w. Then, the CF modes én(:p,w) are calculated as

e~ wn(@)@=wotl) [e2iwn(@)z 4 (1 — 2w, (w)xy)] [e2n @ A=70) 4 (1 — 2w, (w)xr)], 0<z < z0

~ e*iwn(W)(w()*erl) [62iwn(u))wo + (]_ _ 2lwn(w)XL)] [e2iwn(w)(1fx) + (1 B 2%071(00))(]{)} ’
—2ix pwy (w)e " wn @) (1+20) [eF2iwn(@)zo 4 (1 — 24y pw, (w))] et
_2’L'XLwn(w)e—’iwn,(w')(l—xo) [627;“)”(“)(1_360) + (1 _ 2ZXRW77,(W)):| e—iwx.

D, (z,w) x

These modes satisfy the biorthonormality condition

1 = ~
/ dax (@, 20)8", (2,0)Bn(,0) = Gy (BL5)
0

where {im (z,w)} satisfy the Hermitian adjoint of eigen-
value problem (B11). In other words, ®,(z,w) and

®,,(z,w) are the right and left eigenfunctions and obey

®,,(z,w) = ®*(x,w). The normalization of Eq. is
then fixed by setting m = n.

In terms of the CF modes, the spectral representation
of the GF can then be constructed

Gz, z',w) = Z
n
Examining Eq. 7 we realize that there are two sets
of poles of G(z, z',w) in the complex w plane. First, from
setting the denominator of Eq. to zero which gives
w = wp(w). These are the quasi-bound eigenfrequencies
that satisfy the transcendental characteristic equation

D, (2, w)Pk (2, w)
w? — w2 (w)

(B16)

[e%“’" — (1 — 2ixpwn)(1 — QiXan)]

+ zxswn [62“”“ + (1 — 2ixrwn)] (B17)

2
x [e2iwn1=20) 4 (1 — 2ixpw,)] = 0.
The quasi bound solutions w,, to Eq. (B17) reside in the
lower half of complex w-plane and come in symmetric
pairs with respect to the Im{w} axis, i.e. both w, and

—w? satisfy the transcendental Eq. (B17]). Therefore, we
can label the eigenfrequencies as

—iKg, n=>0
Wn = +Vy — ik, n € +N (B18)
—Vp — 1Kn, n € —N

To<ax <1
z>1
z <0

(B14)

(

where v,, and k,, are positive quantities representing the
oscillation frequency and decay rate of each quasi-bound
mode. Second, there is an extra pole at w = 0 which
comes from the w-dependence of CF states ®,,(z,w). We
confirmed these poles by solving for the explicit solution
G(z,2',w) that obeys Eq. with BCs (B4aliB5) with
Mathematica.

4. Effective dynamics of transmon qubit

Note that Egs. (A12b{A12c|) are linear in terms of
¢(x,t) and ¢g 1(x,t) . Therefore, it is possible to elimi-
nate these linear degrees of freedom and express the for-
mal solution for ¢(z, t) in terms of ¢;(t) and G(z, t|z’,t').
At last, by plugging the result into the RHS of Eq. El2b)
we find a closed equation for ¢, (t).

Let us denote the source term that appears on the RHS

of Eq. (A12Db) as
S 1@;(t)] = xsw sin [@;(1)].

Then, we write two equations for ¢(z,t) and G(z, t|z’,t’)
[65] (See Sec. 7.3) as

(07 — x(a’,20)05] (o', t) = S[g;(t)] 8(a” — wo),
(B20a)

[33/ — x(z, 17’)8,52,] G(a,t|2' t") = d(x — 2")o(t — ).
(B20b)

In Eq. (B20b)) we have employed the reciprocity property
of the GF

(B19)

G(I7 t|f£,, t,) = G(gjl7 7t,|I, 7t)a
which holds since Eq. (B20b)) is invariant under

t e —t.

(B21)

T, (B22)



Multiplying Eq. (B20al) by G(x, t|z’,¢") and Eq. (B20b))
by ¢(2',t') and integrating over the dummy variable z’
in the interval [0, 17] and over ' in the interval [0,¢7]
and finally taking the difference gives

(GO ¢ — $02.G)

tt 1t
/ dt' / dz’
0 _
(a)

+ [x(z,2")$0; G — x (2, 20) GO} §]
(b)

— GS(¢;)8(x' — z0) + @6t — t')d(x — ') p =0,

(e) (d)

(B23)

where we have used the shorthand notation G =
G(z,t|a’,t') and @ = $(a’,t).

The term labeled as (a) can be simplified further
through integration by parts in 2’ as

/ At (GO — p0, G (B24)

One comes

J

There are two contributions from term (b).

oz, t) = / dt'G(z, t|xo, 1)
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from the constant capacitance per length in x(z,2') and
x(x, o) that simplifies to

1+
/ da' (p0y G — GOy )|,y (B25)
where due to working with the retarded GF
G(z,tlz',tT) =0, (B26)

hence the upper limit ' = ¢t* vanishes. The second con-
tribution comes from the Dirac §-functions in x(z,z’)
and x(x, o) which gives

v
0

Terms (c) and (d) get simplified due to Dirac d-functions
as

T

dt' [¢(z, )0} G, t|z,t')

(B27)
—G(z, t]zo, )07 (20, t')]

T

| wew sz @) @2

and @(x,t), respectively.
At the end, we find a generic solution for the flux field
&(x,t) in the domain [07,17] as

’ogr ;e =1T
/ dt' [, )0 Gl tla 1) — Glas t]a, )0 p(a!, )] 5=L

Source Contribution
1+
+ dr’ [¢(z', )0y G(x, t|x' 1) —
0-

G(.Z‘, t|$/, t,)at’(ﬁ(x/:t

Boundary Contribution

/)] |t’:0 (B29)

Initial Condition Contribution

NO2G(x, t|x, ') —

/dt

G(.’II7 t|$07 t/)atz’@(x07 t/)] .

Feedback induced by transmon

According to Eq. , the transmon is forced by the
resonator flux field evaluated at = = zg, i.e. @(zo,t). In
the following, we rewrite the GF in terms of its Fourier
representation for each term in Eq. at © = zg. The
Fourier representation simplifies the boundary contribu-
tion further, while also allowing us to employ the spectral
representation of GF discussed in Sec.

The source contribution can be written as
+oo
wf a5

The boundary terms consist of two separate contribu-

G(o, z0,w)w? sin [@; (t')]e— (=1,

(B30)

(

tions at each end. Assuming that there is no radiation
in the waveguides for ¢ < 0 we can write

@R,L (1’, t)@(t)v
= az@R,L("L t)@(t)

(B31a)
(B31b)

@R,L(mv t) =
ar@R,L(xv t)

Using Egs. and causality of the GF, i.e.
G(z,t]z’,t") o O(t —t'), we can extend the integration
domain in ¢’ from [0, ¢*] to [—o00, 0o] without changing the
value of integral since for an arbitrary integrable function



F(t,t'), we have

¢+t
/ dt'F(t,t)o(t'
0

= /+oo dt'F(t,t)0(t")0(t —t').

— 00

)0t —t')
(B32)

This extension of integration limits becomes handy when
we write both ¢gr(2/,t") and G(zg,t|2’,t') in terms of
their Fourier transforms in time. Focusing on the right
boundary contribution at 2’ = 17 we get

+oo +oo +oo ~
/ at’ / dwl % {@R@ﬂ w1)0y G (g, &', w2)
oo 2m

efiwlt’ 7iw2(t7t/).

=1+

—G(zo, 2’ ,wg)ﬁx/gég(a:’,wl)] e

(B33)

Next, we write g (z’,w) as the sum of “incoming” and
“outgoing” parts

Gr(1T,w1) = GF(1T, wi) + GHT (1T, wy), (B34)
defined as

D PR (2" =17 wy) = +iw % (2 = 17, w1), (B35a)

O (e’ =17, w1) = —iw1 (' = 17, w1). (B35b)

On the other hand, since we are using a retarded GF with
outgoing BC we have

0y G (w0, 2’ = 11, wo) = +iws G (wo, 2’ = 11, wy). (B36)

By substituting Egs. and into

Eq. - the mtegrand becomes

i(wr + w2)G (0, 177, w2) P (1, wy)

. ~ t (B37)

+ i(wa — w1) G0, 17, w2) @2t (1, wy)
By taking the integral in ¢’ as [ dt/eilwz—w)t" —
270 (w1 — we), Eq. (B33) can be simplified as

+00d
/_OO o

which indicates that only the incoming part of the field
leads to a non-zero contribution to the field inside the
resonator. A similiar expression holds for the left bound-
ary with the difference that the incoming wave at the
left waveguide is “right-going” in contrast to the right
waveguide

-‘rood
/_OO o

{2sz(ac0,x =17 )”"C(O UJ)} et

(B38)

[szG(Jco,x =07, w)pre (0 w)] et
(B39)
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The initial condition (IC) terms can be expressed in a
compact form as

/1:2 dl.//oo diw
T —0o0 27T

[(,2(:17’, 0) — iw(a’, 0)} } vt

x(&', x0)G(xo, 2, w)
(B40)

Gathering all the contributions, plugging it in the RHS
of Eq. (A12a) and defining a family of memory kernels

oo dw n A —iwT
Kn(T) = vxs —w"G(xg, g, w)e , (Bd4la)
Coo 2m
and transfer functions
Dr(w) = —2ivw’ Gz, 11, w), (B41b)
Dy (w) = —2iywiG(x0,07,w), (B41c)
(2, w) = ywix(a', x0) Gz, 2, w), (B41d)

the effective dynamics of the transmon is found to be

$i(t) + (1 = 7w sin[p;(t)] =

2t
;152/ dt' Ko (tft)o.; sin [p; (¢)]

+o0 d )
—0o0

T dw 2 ,
+/ Q—DL( w)Q mC(O ,w)e Wt

1t “+o00
—|—/ dx'/ ;l—wl

This is Eq. in Sec.

w) [iwp(a',0) = $(a’,0)] e,

(B42)

5. Effective dynamics for spontaneous emission

Equation (B42) is the most generic effective dynamics
of a transmon coupled to an open multimode resonator.
In this section, we find the effective dynamics for the

problem of spontaneous emission where the system starts
from the IC

5(0) = 55(0) © 10}, (0], (B43)
In the absence of external drive and due to the interaction
with the leaky modes of the resonator, the system reaches
its ground state pg = [0); (0];®10),, (0|, in steady state.

Note that due the spemﬁc IC - there is no contri-
bution from IC of the resonator in Eq. - To show
this explicitly, recall that at ¢ = 0 the interaction has
not turned on and we can represent ¢(x,0) and ¢(x,0)
in terms of a set of Hermitian modes of the resonator as
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1/2 .
P,0) =12 (m%) [, (0) + &}, (0)] & (),
' ' (B44a)
A hwng) 1/2 i
b0 =1;@) i ( 5l > [an (0) — a},(0)] &1 (x)

(B44b)

where we have used superscript notation (H) to distin-
guish Hermitian from non-Hermitian modes. By taking
the partial trace over the photonic sector we find

(B45)

With no external drive, go”w do not have a coherent part
and their expectation Value vanish due to the same rea-
soning as Eq. . Therefore, the effective dynamics
for the spontaneous emission problem reduces to

<Zj<> + (1= 3)w? Trypn {ppn(0) sin [ ()]}

= / dt' Ko (t — ')w? Tryn {ppn (0) sin [@; ()]} -

(B46)

Taking the second derivative of the RHS using Leibniz

integral rule, and bringing the terms evaluated at the
integral limits to the LHS gives

B3 () — w2Ko(0) Trpn { 5y (0) cos 2 (1] 35(1)}
+w [1—~+ik(0)] Tr

/ dt'KCo (¢

where we have used Eq. (B4la) to rewrite time-
derivatives of Ko(7) in terms of K, (7).

ph 10pn (0) sin [; (¢)]}

w3 Trpn {ppn (0) sin [¢;(¢)]}
(B4T)

6. Spectral representation of Ky, K; and K2

In this section, we express the contributions from the
kernels Ky(0), K1(0) and Ko(7) appearing in Eq.
in terms of the spectral representation of the GF. For
this purpose, we use the partial fraction expansion of the
GF in agreement with [86H91] in the terms of its simple
poles discussed in Sec. as

G(xa SU/, w) = Z - (B48)

where ®,,(z) o« ®,,(z,w
function.

wy,) is the quasi-bound eigen-

Y
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Let us first calculate Ky (7). By choosing an integration
contour in the complex w-plane shown in Fig. and
applying Cauchy’s residue theorem [85] [92] we find

j{ dww?G (g, o, w)e T
c

dww? G (xg, xo, w)e T

= /dwaC:'(xo,xo,w)e_iw—l-
I 1

=1
-2miy ] o [
n=0

(o)
—27 Z |wn || @ (20)]? sin [V T 4 0, — 26, (10)]e™ "7,
n=0

20)|e T — i [ (z0) et

(B49)

where due to nonzero opening of the resonator, both w,,
and ®,,(z) are in general complex valued. Therefore, we
have defined

6,, = arctan (7), (B50)
_ I[P, (x)]
dn(x) = arctan (EW) (B51)

As the radius of the half-circle in Fig. is taken to
infinity, | " dww?G (20, 79,w) approaches zero. This can
be checked by a change of variables

w=Rre ™, ¢ el0,7] = dw=—iRe”Vdip (B52)

Substituting this into [}, and taking the limit R;; — oo
gives

lim dww?G (o, o, w)e 7
RII*)OO II
lim o‘) + Zﬁn)[én(fo)]Q —iwT
= R[[*)OO H (W —wp)(w+wk)
x / dip lim e s R o= Rurmsin(¥) — o 7> (.
0 R[IA)OO
(B53)
On the other hand, f ; in this limit reads
lim dww? Gz, T, w)e™ T
R11—>oo I
(B54)

dwwgé’(xo7 0, o.))e_i‘”7

/OO

which is the quantity of interest. Therefore, we find

/OO

-2 Z ‘wnH(i)n(:Eo)F sin [VnT + 6, — 2(5"(:60)]672'%7.
n=0

dww?G(x0, w0, w)e T

(B55)
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FIG. 13. Integration contours: a) Integration contour that
encloses the poles of w?>G(xo, zo,w) and wG(xo, o, w); b) in-
tegration contour for G(xo, zo,w), which has an extra pole at
w=0.

From this, we obtain the spectral representation of Ko (7)
as

Ka(r) = — Z Apsin [v, T + 0, — 20, (20)]e” "7, (B56)

n=0

- 2
with A, = yxs\/V2 + k2 ‘@n(xo)‘ .

K1(0) can be found through similar complex integra-
tion

f dwwG (o, 20, w)
c

:/IdwwG(xo,xo,w)—i—/HdwwG(xo,xo,w)
oY) [cbn(;o)]? N [@:L(:co)P]
n=0

2
= —2m Z |(in(x0)|2 COs [2671(%0)}

n=0

(B57)

It can be shown again that fH — 0 as Ry — oo from
which we find that

iK1(0) = yxs Z B (20)[? cos [26, (w0)]
- ":OA (B58)
= Z ——— c0s [26,,(20)].
n=0

/1,2 2
V5 + Ky

Ko(0) has an extra pole at w = 0, so the previous
contour is not well defined. Therefore, we shift the inte-
gration contour as shown in Fig. Then, we have

% dwG(zg, o, w)
c

:/dwé(zg,xo,w)Jr/ dwG (o, 0, w)

1 T
— 9 Z_%; l[%iio)F 3 [@;U(JEO)P] (B59)
O R
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where the first sum comes from the residues at w = w,
and w = —w;,, while the last sum is the residue at w =0
and they completely cancel each other and we get

Ko(0) = 0. (B60)

From Eq. (B60|) we find that the effective dynamics for
the spontaneous emission problem simplifies to

6;(8) + w2 [1 = v + iK1 (0)] Tryn {5pn (0) sin [ ()]}

== [ alt = ) Togn (ya0)sin 50}
(B61)

Appendix C: Characteristic function D,(s) for the
linear equations of motion

Up to linear order, transmon acts as a simple harmonic
oscillator and we find we find

X;(t) +w? [1— 7 +iK1(0)] X;(t)

t
= _/ dt' Ko (t — t')w? X5 ().
0

(C1)

Equation is a linear integro-differential equation
with a memory integral on the RHS, appearing as the
convolution of the memory kernel Ko with earlier values
of X;. It can be solved by means of unilateral Laplace
transform [64], [85], 93] defined as

f(s) = / T dte f(t). (C2)

0

Employing the following properties: transform as

1) Convolution

Iy {/Ot dt' f(tg(t — t’)} =g {/Ot dt' f(t — t’)g(t')}

=2{f(®)}- &{g(t)} = F(s)d(s),

(C3)
2) General derivative
Y AR G v 4 t
(Gt} =" fo - X Gemsw)]
(C4)

we can transform the integro-differential Eq. (C1)) into a

closed algebraic form in terms of X;(s) as

sX;(0) + X;(0)
Dj(s)

~ 5X5(0) + w;Y5(0)
B Dj(s) » (C5)

X,(s) =



where we have defined
Dj(s) = 2+ Qz(s)7
02(s) = w? [1 — 4+ iK1 (0) + 162(3)} .

(C6a)
(C6b)

and Y/J is the normalized charge variable and is canoni-
cally conjugate to X such that [X;(0),Y;(0)] = 2i.
Note that in order to solve for Xj(t) from Eq. ,
one has to take the inverse Laplace transform of the re-
sulting algebraic form in s. This requires studying the
denominator first which determines the poles of the en-
tire system up to linear order. Usmg the expressions for

K2(11) and iK1 (0) given in Eqs B56) and (B58) we find

iKC1(0) + IC — ————— 08 [2d,,(
cos [0, — 20, (xo)]yn + sin [0, — 25,,(x0)](s + Kn)
— E A, )
neN (S + Kn)g + l/%

(C7)

Expanding the sine and cosine in the numerator of the
second term in Eq. as

cos [0, — 20, (x0)|vy + sin [0, — 20, (20
= {cos (0,,) cos [26,, (x0)] + sin (0,,) sin [20,,(x0)] } vn

+ {sin (6,,) cos [20,(zo)] — cos (6,,) sin [20,,(x0)]} (s + Fn)
_ {kncos[20,(x0)] — vy sin [26, (20)]} s

- N

(v2 + K2) cos 26, (x0)]

/1,2 2
vi + Ky

)I(s + Fn)

+

(C8)
Eq. simplifies to

(2 + K2) cos [26,,(x0)]

Z %}2 +/{2 {COS 25 ( )] - (5+Hn)2+1/7%
3 {I{n cos [20,, (z0)] — vp sin [20,(z0)] } s }
(s+kn)2+12
s{cos [20,,(x0)]s + sin [20, (z0)]vn }
(s+ kn)? + 12 ’

,ZM

n=0

(C9)

where we have defined

M, = —2n

n=—F—
/1,2 2
Vn+’€n

Therefore, D;(s) simplifies to

:7Xs|(i)n(x0)‘2- (C10)

Dj(s) = s* + wj+

s s{cos [26.
3{- 3,
n=0

Modification due to memory

n(Z0)]s + sin [26, (xo)]vn } }

(84 Kn)2+ 12

(C11)
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Appendix D: Multi-Scale Analysis

In order to understand the application of MSPT on the
problem of spontaneous emission, we have broken down
its complexity into simpler toy problems, discussing each
in a separate subsection. In Sec. we revisit the clas-
sical Duffing oscillator problem [50] in the presence of
dissipation, to study the interplay of nonlinearity and
dissipation. In Sec. we discuss the free quantum
Duffing oscillator to show how the non-commuting alge-
bra of quantum mechanics alters the classical solution.
Finally, in Sec. [D3] we study the full problem and pro-
vide the derivation for the MSPT solution .

1. Classical Duffing oscillator with dissipation

Consider a classical Duffing oscillator

X(t) +0wX(t) +w? [X(t) —eX*t)] =0,  (D1)
with initial condition X (0) = Xy, X(0) = wYp. In order
to have a bound solution, it is sufficient that the initial
energy of the system be less than the potential energy
evaluated at its local maxima, X0, = £4/1/3¢ , ie.
Ey < U(Xmaz) which in terms of the initial conditions

Xo and Yy reads

5
36e”

Note that a naive use of conventional perturbation
theory decomposes the solution into a series X(t) =
XO () +eX M (t) 4. ., which leads to unbounded (secu-
lar) solutions in time. In order to illustrate this, consider
the simple case where § = 0, Xg = 1 and Yy = 0. Then,
we find

1 1
5Y02 +5 (X§ —eXg) < (D2)

01) : XO@) + w?x O (1) =0,
Oe) : X (@) + XD (1) = 2 [XO(1)]3,

(D3a)
(D3b)

which leads to X (t) = cos(wt) and XM (t) =
35 cos(wt) — 35 cos(3wt) + Swtsin(wt). The latter has
a secular contribution that grows unbounded in time.

The secular terms can be canceled order by order
by introducing multiple time scales, which amounts to
a resummation of the conventional perturbation series
[50). We assume small dissipation and nonlinearity, i.e.
0,6 < 1. This allows us to define additional slow time
scales T = et and n = §t in terms of which we can perform
a multi-scale expansion for X (¢) as

X(t) = 2O (t,7,n) + eV (t, 7, )

D4a
+ 6y (t, 7, m) + O(e2, 6%, 6). (Dda)

Using the chain rule, the total derivative d/dt is also
expanded as

di = 0y +€0; + 60, + O(£2,6%,¢0). (D4b)



Plugging Eqs. (D4aD4b)) into Eq. (DI]) and collecting

equal powers of § and € we find

0() : 9229 + 22 =0, (D5a)
0(8) : 02y 4+ w2y = —wd,a® —20,8,2, (D5b)
3
O(e) : 822 4+ w2 = W2 [a:(o)} — 28,0,z (D5c)
The general solution to O(1) Eq. ( reads
2O (t,7,n) = a(r,n)e™"" + a*(r, n)e”“t- (D6)

Plugging Eq. into Eq. (D5b)) we find that in order
to remove secular terms a(7,7n) satisfies

(20, + w)a(r,n) =0, (D7)
which gives the n-dependence of a(7,7) as
a(t,m) = a(r)e” ", (D8)

The COIldlthIl that removes the secular term on the
RHS of O(e) Eq. ( reads

2iwdra(r,n) + 3vﬂla(ﬂ n)[*a(r,n) = 0. (DY)
Multipliying Eq. by a*(1,n) and its complex conju-

gate by a(7,n) and taking the difference gives

O la(r,m)* = (D10)
which together with Eq. implies that
la(. n)[* = |a(0)[Pe™". (D11)
Then, a(r,n) is found as
a(7,n) = a(0)e~ F1ei3wla(O)Fe T (D12)

Replacing 7 = et and 1 = §t, and, the general solution
up to O(g?, 6%, ¢6) reads

XO@) = 2O (¢, et,6t) = e~ 51 [a(())e*m(t)t +c.c.|,

(D13)
where we have defined the decay rate x = d.w and a
normalized frequency w(t) as
— — 3e 2 —rt
w(t)=11- ?|a(0)| e w. (D14)

Furthermore, a(0) is determined based on initial condi-
tions as a(0) = (X +iYp)/2.

A comparison between the numerical solution (blue),
O(1) MSPT solution (D13) (red) and linear solution
(black) is made in Fig. for the first ten oscillation
periods. The MSPT solution captures the true oscilla-
tion frequency better than the linear solution. However,
it is only valid for wt < 72,672,716~ up to this order
in perturbation theory.
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0

FIG. 14. (Color online) Comparison of numerical solution
(blue solid) with MSPT solution (red dotted) and lin-
ear solution, i.e. ¢ = 0, (black dash-dot) of Eq. for
0=0.01and ICs Xo=1,Yo=0. a)e=0.1,b) e =0.2.

2. A free quantum Duffing oscillator

Consider a free quantum Duffing oscillator that obeys

X(t) + w? [X(t) —eX3)] =0, (D15)
with operator initial conditions
£(0), X(0) =w¥(0) (D16)

such that X (0) and Y( 0) are canonically conjugate vari-
ables and obey [X(0),Y(0)] = 2:1.
Next, we expand X (t) and d/dt up to O(?) as

X(t) =20, 1)+ M (t, 1) + O?),
dy = 0y + €0, + O(?).

(D17a)
(D17Db)

Plugging this into Eq. (D15) and collecting equal powers
of € gives
0(1) : 92 + w2 =0, (D18a)

3
O(e) : 024 + w23 =2 [5&0)} — 28,0,5©

(D18b)

Up to O(1), the general solution reads
O (t,7) = a(r)e ™" +af (r)et™! (D19)
Furthermore, from the commutation relation

[Z(t,7),9(t,7)] = 2i1 we find that [a(7),af(r)] = 1.
Substituting Eq. (D18a)) into the RHS of Eq. (D18b))
and setting the secular term oscillating at w to zero we
obtain

da(r)

2iw +w? [a(r)a(r)al (1)

+&(T)dT(T)d(T) + dT(T)fL(T)&(T)] =0,

The condition that removes secular term at —w, appears
as Hermitian conjugate of Eq. (D20).

(D20)



Using [a(7),af(7)] = 1, Eq. (D20) can be rewritten in

a compact form

dfl(:) —z’%‘” [7%( )a )+d(7)7-2(r)} —0, (D21)
where
H(r) = % [dT(T)d(T) + (A],(T)(AIT(T)] (D22)

Next, we show that 7:[(7' is a conserved quantity. Pre-
and post-multiplying Eq. by a'(r), pre- and post-
multiplying Hermitian conjugate of Eq. @D by a(7)
and adding all the terms gives

) _o, (D23)

which implies that H(7) = #(0). Therefore, we find the

solution for a(7) as

a(r) =W {a(()) exp {H?’;ﬁ(oy} } , (D24)

where W{e} represents Weyl-ordering of operators [94].
The operator ordering W {d(O)f (7:[(0)7)} is defined as
follows:

1. Expand f (7—1(0)7) as a Taylor series in powers of
operator H(0)T,

2. Weyl-order the series term-by-
. n
term as w {d(()) [7—[(0)] } =

The formal solution (D24)) can be re-expressed in a closed
form [78,[95H97] using the properties of Euler polynomials
[64] as

STW”:L(O)T-FE S

2 cos (327)

Plugging Eq. (D25) into Eq. (D19)) and substituting 7 =
et, we find the solution for X (¢) up to O(e) as

“07a(0)

(D25)

d(o)efii;t + eii‘i’td(())
2 cos (37“’575)

at (O)e+i&;t + e+icf;td1‘ (O)
2 cos (%Twst)

XO) =20, et) =

(D26)

_|_

9

where & = w[l — 27{(0)] appears as a renormalized fre-
quency operator.

The physical quantity of interest is the expectation
value of X (©)(¢) with respect to the initial density matrix

p(0). The number basis of the simple harmonic oscillator

25

is a complete basis for the Hilbert space of the Duffing
oscillator such that

5(0) = 3" o [m) (n

(D27)

Therefore, calculation of <X (0) (t)> reduces to calculating

the matrix element (m| a(et) [n). From Eq. (D25)) we find
that the only nonzero matrix element read

n —1]a(0) |n)
2 cos (?’ET‘”t)

et 5= (= 1RO In=1) (5 1] 4(0) |n)

2 cos (2£2t)

j3newy

= (n—1[a(0) [n) =77,

125 (n|#(0)[n)

(n — 1) a(et) n) = *

(D28)

where we used that (n| #(0) |n) = n + 1/2 is diagonal in
the number basis.

3. Quantum Duffing oscillator coupled to a set of
quantum harmonic oscillators

Quantum MSPT can also be applied to the problem
of a quantum Duffing oscillator coupled to multiple har-
monic oscillators. For simplicity, consider the toy Hamil-

tonian
oo Wi 2 w2 €4
e (37431 5
We [ o < (D29)
+ 22 (224 92) + g0,

where the nonlinearity only exists in the Duffing sector
of the Hilbert space labeled as j. Due to linear coupling
there will be a hybridization of modes up to linear order.
Therefore, Hamiltonian can always be rewritten in
terms of the normal modes of its quadratic part as

f= (a2 32) 564 (#2+22) -
— S:J (qu +uc/'\A,’c) ,

where u; . are real hybridization coefficients and 2? . and
J)j ¢ represent j-like and c-like canonical operators For

g=0,u; =1, u.— 0, chexjcandy”%yjc To
find u; . consider the Heisenberg equations of motion

(D31a)
(D31b)

Expressing X = (X; X.)7, the system above can be writ-
ten as X + VX = 0, where V is a 2 x 2 matrix. Plugging

an Ansatz X = é?oei/\t leads to an eigensystem whose



eigenvalues are ;. and whose eigenvectors give the hy-
bridization coefficients wu; ..
The Heisenberg equations of motion for the hyb-

dridized modes X;(t), [ = j, ¢, reads

X(t) + B2 {2& (1) — &1 [us (1) + uczéc(t)]g} _o,
(D32)

where due to hybridization, each oscillator experiences a

distinct effective nonlinearity as ¢; = ‘g—fula. Therefore,

we define two new time scales 7, = ¢;t in terms of which
we can expand

X0t = 20 (t, 75, 70) + ezt 75, 7e)

.(1) (D33a)
+ery; (t,Tj,TC) + O(E?a5§75j56)7
dy = 0y + €07, + €.07, + 0(5?, €2 ejee). (D33b)

where we have used the notation that if [ = j, I’ = ¢ and
vice versa. Up to O(1) we find

o) : 220 + p2z” =0, (D34)
whose general solution reads
;%Z(O) (t,75,7c) = A&[(Tj,TC)C_I:Blt (D35)
+ d;r(Tj7 7. )e Tt
where
[a1,, 8] = S1,0,1, [an,, 0] = (6] ,af] =0.  (D36)

There are O(g;) and O(grr) equations of for each normal
mode as

O(e)) of 1:022" + g22() = —20,0,,2"
. . 3 (D37a)
— B |u; @0 + ucg—sgm] =0,

Oler) of 1: 29" + 35" = —20,0,,3”.  (D37b)

By setting the secular terms on the RHS of Eq. (D37b|) we
find that 9, b; = 0 which means that ¢ and c sectors are
only modified with their own time scale, i.e. a; = a;(7;).

Applying the same procedure on Eq. (D37al) and using
commutation relations (D36)) we find

da, 3 AL . a
da Zﬂ {u? |:'Hldl + dﬂ-lz}
dr, 4 A ) (D38)
+ 2ulul2/ {7:[[/&1 + Cilﬂ:ll/} } =0,
where
~ 1 - A
Hi(r) = 5 [l (m)au(n) + @(m)al (m)] . (D39)
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By pre- and post-multiplying Eq. (D39)) by é; (1) and its
Hermitian conjugate by a;(7;) and adding them we find
that

dH, () _
d’Tl ’

(D40)

which means that the sub-Hamiltonians of each normal
mode remain a constant of motion up to this order in
perturbation. Therefore, in terms of effective Hamiltoni-
ans

ha(0) = uH,(0) + 2w Hy (0), (D41)
Eq. simplifies to
da; 38112 , .\~ 22 _
P [P0 + ahu(0)] =0 (D42)

Equation (D42)) has the same form as Eq. (D21)) while the
Hamiltonian #(0) is replaced by an effective Hamiltonian

hy(0). Therefore, the formal solution is found as the Weyl
ordering

alr)=w {al(O) exp {4—2'32[3[;11(0%;] } . (D43)

Note that since [al,?’fll/ (0)] = 0, the Weyl ordering only
acts partially on the Hilbert space of interest which re-
sults in a closed form solution

él(o)ei?zl(o)” + et SO a,(0)
2 cos (%)

a(n) = (D44)

At last, 2?1(0) (t) is found by replacing 7, = ¢;t as
G (0)e=iPit 4 e=1hit gy (0)
2 cos (%t)
af (0)e+ifit 4 e*ibitgt ()
2 cos (%t) ’
(D45)

v () = 30 (¢, ert) =

where Bl =0 {1 — %31(0)} Plugging the expressions
for £; and lﬁzl(O)7 we find the explicit operator renormal-
ization of each sector as

Ej =6 — %wj [u??flj(()) + u?uz’r'flc(())} , (D46a)

Ec = Bc - %Wj [Ufﬁp(()) + ufu?'}f{] (0)] . (D46b)

Equations. (D46aiD46b)) are symmetric under j <> ¢, im-

plying that in the normal mode picture all modes are
renormalized in the same manner. The terms propor-
tional to ué{c and uicui ; are the self-Kerr and cross-Kerr
contributions, respectively.



This analysis can be extended to the case of a Duffing
oscillator coupled to multiple harmonic oscillators with-
out further complexity, since the Hilbert spaces of the dis-
tinct normal modes do not mix to lowest order in MSPT.
Consider the full Hamiltonian of our cQED system as

Wi (o2 2 €4
H:—(Xj +yj—§xj)

4
Wn [ 3 . A
+ Z Z (Xﬁ +y§,) + Zgnyjynv
where here we label transmon operators with j and all

modes of the cavity by n. The coupling g,, between trans-
mon and the modes is given as [24]

(DAT)

1 3
n = 57\/ XV ijn<1>n(~’f0)~ (D48>

Then, the Hamiltonian can be rewritten in a new basis
that diagonalizes the quadratic part as

=" (X2+y2) ZB” (X2+y2)
_‘EUJJ(uJX +Zun n>4.

The procedure to arrive at u; . and 3; . is a generalization
of the one presented under Egs. .

The Heisenberg dynamics of each normal mode is then
obtained as

(D49)

() + B2 () — < [u 0+ X undu ] =0,
(D50)

where ¢; = %ula for I = j,n. Up to lowest order in

perturbation, the solution for )? © )( t) has the exact same

form as Eq. 1i with operator renormalization BJ

2 3e
Brn = Bn — ?w]

B; = B; — , (D5la)

and Bn as

(D51D)
m#n

In App. we showed that adding another time scale
for the decay rate and doing MSPT up to leading order
resulted in the trivial solution where the dissipa-
tion only appears as a decaying envelope. Therefore, we
can immediately generalize the MSPT solutions
to the dissipative case where the complex pole
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pj = —a; —i3; of the transmon-like mode is corrected as

R 3 ~ 9. ~ _
Dj =pj + zjwj [u?Hj(O)e Zagt 4 Zu?ui%n(())e 2ot
n

(D52a)
and resonator-like mode p, = —a,, — i3, as
2~ 3 445 —2a T —2at
DPn = Pn + 5w [un’Hn(O) nt 2 Hj(O)e g

m#n
(D52b)
Then, the MSPT solution for )%.(0)(15) is obtained as
~;(0)ePit + ePiti,(0)

j
3
2cos( g 4ste—20‘1t>

2|

+ H.c.

0)ePnt + Pt (0)

+ H.c.
2005 ( 47 ulete—20nt )

(D53)

Note that if there is no coupling, v; = 1 and u, = 0 and
we retrieve the MSPT solution of a free Duffing oscillator

given in Eq. (D26)).

Appendix E: Reduced equation for the numerical
solution

In this appendix, we provide the derivation for Eq. (63)
based on which we did the numerical solution for the
spontaneous emission problem. Substituting Eq. .
into Eq. we obtain the effective dynamics up to
O(e?) as

X3+ w2 [1 =9+ iK1 (0)] [X5(8) — & Ty {5 () ()]

— - [ dtutalt - O (¢) - e Ten (A (OEN )]
’ (E1)

If we are only interested in the numerical results up to
linear order in € then we can write

X;(1)

and we find that

= 20) + 2V (1) + O(?), (E2)

e Trpp, {ﬁph(O)XAf (t)} = e Trp {[)ph(O) [XAJ_(O)(t)} 3}



Note that in this appendix X j(o) (t) differs the MSPT no-
tation in the main body and represents the linear solu-

tion. We know the exact solution for X’ j(o) (t) via Laplace
transform as

where we have employed the fact that at ¢ = 0, the
Heisenberg and Schrédinger operators are the same and
have the following product form

¢ (0) = X°(0) ® 1y, (E5a)
V0) = ¥7(0) @ 1pn, (E5b)
0(0) = 1; @ ¥,{9(0) (E5c)
60 (0) = 1; © X0 (0) (E5d)

The coefficients a,(s) and b,(s) can be found from the
circuit elements and are proportional to light-matter cou-
pling g,. However, for the argument that we are are
trying to make, it is sufficient to keep them in general
form.

Note that equation (E4)) can be written formally as
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OIS
Therefore, [Xj (t)} is found as

[22@(75)} . [XJ@) (t)]3 @1 +1;0X3,(1)
+3 { (X )] Yo X () + X0 @ X]%ph(t)} .
(E7)

Finally, we have to take the partial trace with respect
to the photonic sector. For the initial density matrix

f’ph(o) = |O>ph <0|ph
<Xj,ph(t)>ph = <Xj3,ph(t)>ph =0. (E8)

The only nonzero expectation values in <)3j2ph (t)> are
, oh

(220) = (Vo) =1
ph ph
trace over the cubic nonlinearity takes the form

Therefore, the partial

T {50) [£70)]"} -

3 > [a7(s) + b (s)]

-1 ) n - (0)
+ 3£ D,(5) Xj (t).

Rl
(89)

The first term is the reduced transmon operator cubed.
The second term is the sum over vacuum fluctuations of
the resonator modes. Neglecting these vacuum expecta-
tion values we can write

T {3 (0) [2000] '} ~ [£70)]
— X3(0)+ O(e)

Substituting Eq. (E10) into Eq. (E1)) gives

(E10)

X;(t) + ng [1—~+iK1(0)] {Xy(t) - [XJ (t)} 3}

t . . 3
- / At s (t — 1) [Xj(t') e [Xj(t/)} ] +O@2).
’ (E11)
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