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We study the monopole (breathing) mode of a finite temperature Bose-Einstein condensate in an
isotropic harmonic trap recently developed by D. S. Lobser et al. [Nat. Phys., 11, 1009 (2015)].
We observe a non-exponential collapse of the amplitude of the condensate oscillation followed by
a partial revival. This behavior is identified as being due to beating between two eigenmodes
of the system, corresponding to in-phase and out-of-phase oscillations of the condensed and non-
condensed fractions of the gas. We perform finite temperature simulations of the system dynamics
using the Zaremba-Nikuni-Griffin methodology [J. Low Temp. Phys., 116, 277 (1999)], and find
good agreement with the data, thus confirming the two mode description.

I. INTRODUCTION

In strongly interacting systems, the study of collective
modes of a quantum many-body problem provides re-
vealing information about the nature of the underlying
Hamiltonian. In ultracold atomic gases, due to the fact
that binary interactions between particles at low energy
are well understood, the experimental measurement of
collective modes provides a means of evaluating and po-
tentially falsifying many-body theoretical methods used
to describe these systems. Experiments probing the col-
lective modes of ultracold gases were carried out shortly
after the demonstration of Bose-Einstein condensation
in a dilute atomic vapor [1, 2]. In early experiments at
JILA [3] and MIT [4], the low-lying quadrupole modes
of a nearly pure Bose-Einstein condensate (BEC) were
excited, and the observed oscillation frequencies showed
good agreement with the Bogoliubov spectrum [5, 6].
Experiments were then conducted over a range of tem-
peratures below the critical point, and temperature de-
pendent shifts in the oscillation frequencies and damping
rates were observed [7, 8]. At the time, existing theoret-
ical models were unable to reproduce the experimental
observations.

The observation of these unexplained temperature de-
pendent shifts motivated further exploration of collective
mode behavior at finite temperature, where experiments
probed the interaction between the condensate and ther-
mal component of the gas (i.e. non-condensate). Exper-
iments on the scissors modes [9] provided an alternative
means of measurement of temperature dependent shifts
of the mode frequencies and damping rates through ob-
servation of the angle oscillations of the condensate and
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non-condensate, and reasonable agreement with existing
theories was found. Furthermore, a study of the trans-
verse breathing mode in an elongated harmonic trap [10]
found uncharacteristically small damping rates and ob-
served that the mode frequency was quasi-independent
of temperature.

In order to address the unexpected behavior of the ex-
periments, models were initially developed to explain the
anomalous temperature dependence of the quadrupole
mode found in Ref. [7]. Early efforts assuming a static
non-condensate were unable to reproduce the experi-
mental results; however, inclusion of the dynamics of
the non-condensate lead to a consistent framework that
matched the experiment. Using a semi-classical coupled-
modes model, Stoof, Bijlsma, and Al Khawaja [11, 12] de-
scribed the coupled dynamics of the condensate and non-
condensate in terms of in-phase and out-of-phase eigen-
modes, which are collisionless analogues of first and sec-
ond sound hydrodynamic modes [13–15]. They concluded
that the anomalous behavior found in Ref. [7] was the re-
sult of simultaneous excitation of both eigenmodes of the
system. Numerical simulation of the Zaremba-Nikuni-
Griffin (ZNG) equations by Jackson and Zaremba [16–18]
confirmed this picture, and Morgan, Rusch, Hutchinson,
and Burnett provided additional analysis in an extension
of their previous work [19–23]. These efforts highlighted
the important role of the non-condensate dynamics in the
behavior of collective modes at finite temperature.

Experiments to date have operated with anisotropic
trapping geometries, which lead to an increased degree of
complexity in the collective mode spectrum. An isotropic
harmonic trap simplifies the mode spectrum due to its
spherical symmetry, and allows for a detailed compar-
ison between experimental measurements and existing
theoretical models. Furthermore, a spherical trapping
geometry eases the computational burden of sophisti-
cated numerical studies such as the simulation of the
ZNG equations. However, experiments in this regime
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face the technological hurdle of minimizing asphericities
in the trapping potential, which to date has prevented
the study of collective modes in such a simplified geome-
try. Thus, fundamental comparisons between theoretical
predictions for the collective mode spectrum of conden-
sates, as well as their frequency shifts and damping rates
at finite temperature, have yet to be made.

In this paper, we present experimental measurements
and analysis of the monopole mode of a finite temper-
ature BEC confined in an isotropic harmonic trap. We
observe a collapse and partial revival of the condensate
oscillation, and compare these results to the predictions
of finite temperature BEC models. We set the scene in
Sec. II by providing an overview of the limiting cases
for the collective modes of a BEC and ideal gas in an
isotropic harmonic trap. This is followed by a theoret-
ical analysis of the spectrum of coupled modes of the
condensate and non-condensate at finite temperatures in
Sec. II B. This provides a framework for understanding
the collapse and revival timescales observed in the ex-
periment. In Sec. III we provide a description of the ex-
perimental procedure and the main results of this paper.
In Sec. IV we investigate the damping observed experi-
mentally through numerical simulations within the ZNG
formalism. After discussing the results of the numeri-
cal simulations, we conclude in Sec. V. In Appendix A
we describe efforts towards reproducing the experimen-
tal observations with classical field methods, and provide
a comparison of those results to the ZNG simulations.
Appendix B provides technical details of the numerical
solution of the ZNG equations for an isotropic trapping
geometry.

II. COLLISIONLESS DYNAMICS

Here, we provide an overview of the collisionless dy-
namics of a trapped Bose gas, beginning with a discussion
of the limiting cases for collective modes in an isotropic
trap. We then discuss the monopole mode of a finite tem-
perature BEC through application of the semiclassical
collisionless model from Ref. [11, 12] to a spherically sym-
metric trapping geometry, and show how the monopole
mode response can be cast in terms of two eigenmodes
of the system. This analysis provides a framework for
understanding the collapse and revival behavior of the
condensate oscillation observed in the experimental re-
sults.

A. Collective modes in an isotropic harmonic trap

In an isotropic harmonic trap, the collective modes of
a Bose gas are well understood in two limits. In the
Thomas-Fermi (TF) limit at zero temperature the ratio
of the kinetic to interaction energy is small when the
number of atoms in the BEC is large; thus, the kinetic
energy can be neglected. The collective mode frequen-

cies of a BEC in a three-dimensional isotropic harmonic
trap in this limit can be estimated using a hydrodynamic
approach [6]. The mode frequencies depend on the prin-
ciple quantum number n and angular quantum number l
according to

ω2 = ω2
0

(
l + 3n+ 2nl + 2n2

)
, (1)

where ω0 is the harmonic trap frequency and ω is the
frequency of the collective mode. For the spherically
symmetric monopole, or breathing mode (n = 1, l = 0),
the mean-square radius of the condensate oscillates at
ω =

√
5ω0, and the motion is undamped. Above the

BEC critical temperature, Tc, mean-field effects can be
neglected and the gas can be described by a classical
Boltzmann equation. In this case, the mode oscillates
at ω = 2ω0 in both the collisionless and hydrodynamic
regimes [24], and the motion is undamped. In the colli-
sionless regime individual atoms may undergo many os-
cillations before experiencing a collision while the hydro-
dynamic regime implies the gas is in local statistical equi-
librium.

B. Coupled-modes analysis

To obtain insight into the behavior of the monopole
mode at finite temperature in an isotropic trap we apply
a model previously developed by Bijlsma and Stoof [11].
This methodology introduces a dynamical scaling ansatz
for the condensate and non-condensate that successfully
reproduces the limiting cases of the monopole mode be-
havior described in the previous section. The condensate
and non-condensate are described by a Gross-Pitaevskii
equation (GPE) and a collisionless quantum Boltzmann
equation (QBE), respectively, which are coupled by their
mean-field interaction. The analysis here assumes a small
amplitude perturbation of the system, and a linear re-
sponse such that the effects of damping are absent.

In the following calculation, a scaling ansatz is made
for the time evolution of the condensate density,

nc(r, t) =
1

λ3
n0
c

( r
λ

)
, (2)

and the Wigner distribution function of the non-
condensate,

f(r,p, t) =
1

ᾱ6
f0

(
r

αᾱ
,
α

ᾱ

[
p− mα̇

α

])
, (3)

which are written in terms of a Gaussian density pro-
file n0

c for the condensate and a saturated Bose-Einstein
distribution f0 for the non-condensate:

n0
c(r) = Nc

(mω0

π~

)1/2

e−
mω0

~ r2 ,

f0(r,p) = Ñ

(
~ω0

kBTζ(3)

)
×
[
e

(
p2

2m + 1
2mω

2
0r

2
)
/kBT − 1

]−1

. (4)
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The number of atoms in the condensate and non-
condensate are denoted by Nc and Ñ , respectively, and
ζ(s) is the Riemann zeta function. The scaling parame-
ters, λ(t) and α(t), capture the oscillation of the widths
of the two components, and the bar denotes the equilib-
rium value. Inserting the scaling ansatz into the GPE
and QBE results in a set of coupled equations of mo-
tion for the condensate and non-condensate characteris-
tic widths:

ü + ω2
0u = v(u), (5)

where the vector u contains the scaling parameters

u =

(
λ
α

)
, (6)

and v(u) is a nonlinear vector function describing the
spreading of the cloud due to kinetic energy and the ef-
fects of nonlinear interactions (see Ref. [11] for details).

In the limit of a small amplitude oscillation, the total
density of the system can be written as

n(r, t) = n̄(r) + δn(r)eiωt, (7)

where the perturbation is generated by modulating the
trap frequency with amplitude ε:

ω0(t) =
(
1 + εeiωt

)
ω0. (8)

In this limit Eq. (5) can be linearized:

− ω2δu + ω2
0δu = [∇u · v]

∣∣
ū
δu− 2εω2

0ū, (9)

and the eigenfrequencies ωn and eigenmodes u(n) of the
homogeneous part of Eq. (9) can be extracted with a
solution of the form

δu = 2εω2
0

∑
n

u(n) · ū
ω2 − ω2

n

u(n). (10)

From this solution, we find two eigenmodes that we refer
to as the in-phase and out-of-phase modes of the sys-
tem. The in-phase mode corresponds to the condensate
and non-condensate monopole modes oscillating together
with a phase difference of φ = 0, and the out-of-phase
mode corresponds to a phase difference of φ = π. In
Fig. 1 the frequencies of the in-phase and out-of-phase
modes as a function of temperature are shown.

Given the eigenmodes of the system, the time-averaged
work done by a perturbation of the trap frequency can
be used to characterize the response of the system:

W =
∑
n

bn
ω2 − ω2

n

, (11)

where the bn are a measure of the magnitude that each
eigenmode responds with when the system is perturbed.
Figure 2 shows the bn as a function of temperature for
the two modes discussed above. For temperatures T >
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FIG. 1. Oscillation frequency of the in-phase (φ = 0) and
out-of-phase (φ = π) modes as a function of temperature
from the coupled-modes analysis (solid lines). The dashed
lines represent the TF limit (

√
5ω0) and ideal gas limit (2ω0)

for the monopole mode frequency of the condensate and non-
condensate, respectively. Assumptions made in the coupled-
modes analysis become invalid for T . 0.2 Tc.
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FIG. 2. Magnitude of the response of the in-phase (φ = 0)
and out-of-phase (φ = π) modes to a trap frequency pertur-
bation as a function of temperature. The amplitude of the
trap frequency modulation is ε = 0.01.

0.2 Tc both modes of the system will be excited by a
perturbation of the trap frequency.

The coupled-modes analysis suggests that the oscilla-
tion of a single component of the gas (e.g. condensate) is
described by a superposition of two eigenmodes oscillat-
ing at slightly different frequencies. Therefore, we expect
measurements of the condensate width as a function of
time for temperatures T > 0.2 Tc to beat at a frequency
corresponding to the frequency difference between the
two eigenmodes, ∆ω/ω0 ∼ 0.2–0.25 (see Fig. 1). Given
this result, we present experimental observations of the
monopole mode in an isotropic trap in the next section.
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III. EXPERIMENT

The experimental system is a Bose gas of 87Rb atoms
cooled to quantum degeneracy via forced radio-frequency
evaporation in a time-averaged, orbiting potential (TOP)
trap [25]. A standard TOP trap configuration results
in an oblate harmonic trap with an aspect ratio of
ωz/ωr =

√
8, where ωz (ωr) is the axial (radial) trap-

ping frequency. Here, the overall harmonic confinement
of the trap is reduced and the trap minimum is allowed
to sag under the force of gravity. This causes the cur-
vature of the magnetic field along the z-axis to decrease,
which effectively decreases the ratio ωz/ωr. The end re-
sult is an isotropic harmonic trap with ω0 ≡ ωr = ωz =
2π× (9.03(2) Hz) with a residual asphericity of less than
0.2%. This system was used in previous work to study
the monopole mode of a Bose gas above the BEC crit-
ical temperature [26], and a detailed description of the
apparatus can be found in Ref. [27].

We excite the monopole mode of the system below the
BEC critical temperature in the range of approximately
0.75–0.9 Tc. The experimental procedure parallels that
of Ref. [26]—beginning from a system at equilibrium, the
trap frequency is sinusoidally modulated at a driving fre-
quency ωD ≈ 2π × 18–19 Hz for four periods with an
amplitude ε ≈ 0.1:

ω(t) = [1 + ε sin (ωDt)]ω0. (12)

After driving, we find that the peak TF radius of the
condensate is 10–15% larger than the equilibrium value
for all of the experimental data sets. The system is then
allowed to freely evolve in the static isotropic trap for a
time t before six non-destructive phase-contrast images
record the integrated column density of the cloud at in-
tervals of 10 ms or 17 ms, sampling between 1 and 1.5
oscillation periods of the monopole mode. This experi-
mental procedure is repeated between 2–4 times for each
t, and for times up to t ≈ 1.5 s.

Each phase-contrast image is analyzed using a 2D bi-
modal fit to the atomic column density. The fitting func-
tion is the sum of a Gaussian and integrated TF func-
tion [28]:

ncol(x, z) = AG exp

[
−
(
x− xc
σG,x

)2

−
(
z − zc
σG,z

)2
]

+ ATF

[
1−

(
x− xc
σTF,x

)2

−
(
z − zc
σTF,z

)2
]3/2

+ Ccol, (13)

where AG and ATF are the amplitudes of the Gaussian
and TF functions, respectively, xc and zc are the center
points of the cloud, σG,i are the Gaussian widths, σTF,i
are the TF widths, and Ccol is a constant offset. Note
that the TF function is defined to be zero if the argument
in brackets is negative.

The dynamics of the condensate monopole mode are
captured by the spherically symmetric quantity

σ2
M =

(
σ2
TF,x + σ2

TF,y + σ2
TF,z

)
/3. (14)

During the data runs for this experiment, images were
consistently taken in the xz-plane. In earlier measure-
ments described in Ref. [26], data were also taken along
the xy-plane, but technical difficulties were encountered
with the imaging system along this axis during the course
of the experiments discussed here. However, the lim-
ited data available from the xy-plane suggests that the
cloud was highly symmetric [27]. Therefore, we set
σTF,y = σTF,z in Eq. (14) when calculating the ampli-
tude of the condensate monopole mode. Although we
observe excitation of other collective modes (dipole and
quadrupole), we find that the key features of the exper-
imental results for the monopole mode are independent
of whether this assumption is made or σTF,y is simply
excluded from Eq. (14).

We determine the instantaneous amplitude of the con-
densate monopole mode by fitting a fixed frequency sine
wave to each set of six consecutive time points. The fit-
ting function is of the form

gσ(t) = Aσ cos (2πνt) +Bσ sin (2πνt) + Cσ, (15)

where ν = 19 Hz, and Aσ, Bσ, and Cσ are fit parameters.
This functional form is chosen because we are concerned
with the amplitude of the mode, not the frequency, which
enables a straightforward linear regression analysis for
computing Aσ, Bσ, and Cσ. Finally, we present the data
in the form of a fractional amplitude given by

AM =
A2
σ +B2

σ

C2
σ

, (16)

where Aσ, Bσ, and Cσ correspond to the fit parameters
of Eq. (15). The results of this analysis are shown in
Fig. 3, where time t = 0 is defined as the point at which
the modulation of the trap frequency ceases.

A central feature of the data is that the amplitude of
the condensate monopole mode does not decay exponen-
tially. Across the five data sets, there is a consistent
collapse in the amplitude of the monopole mode between
t = 0.3–0.5 s, and a partial revival around t = 0.7–0.9 s.
Motivated by the results of the coupled-modes analysis,
we fit the data to an envelope function that represents
the superposition of two sinusoidal modes, and we in-
clude an overall exponential damping factor to represent
the loss of amplitude with time:

ge(t) = Ae cos

(
∆ω

2
t

)2

e−Γet, (17)

where Ae is the initial amplitude, ∆ω is the beat fre-
quency, and Γe is the damping rate of the envelope.
The results of this fit are overlaid with the data in
Fig. 3. From the fit, we find ∆ω/ω0 ∼ 0.13 on aver-
age, and damping rates in the range Γe ∼ 1.5–3.5 s−1.
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FIG. 3. Amplitude of the monopole mode oscillation (squares) for atom numbers of (a) N = 8.9 × 105, (b) N = 9.7 × 105,
(c) N = 6.7× 105, (d) N = 5.4× 105, and (e) N = 7.9× 105. Each frame is labelled with the condensate fraction (Nc/N) and
temperature (T/Tc). Error bars represent the statistical uncertainty of multiple realizations of the experiment at each time
point. The dashed lines are a fit of the data to Eq. (17), which represents the envelope function for the superposition of two
sinusoids. From the fit it is found that the beat frequency is ∆ω/ω0 ∼ 0.13 on average and the damping rate lies in the range
Γe ∼ 1.5–3.5 s−1.
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The observed beat frequency is less than ∆ω/ω0 ∼ 0.2
as expected from the coupled-modes analysis. We at-
tribute this disagreement to the naive form of the fitting
function, which assumes that the two sinusoidal modes
damp at the same rate, respond equally to the trap fre-
quency perturbation, and have no phase difference be-
tween them. These assumptions are investigated further
in the next section where the two sinusoidal modes are
identified with the in-phase and out-of-phase modes pre-
dicted by the coupled-modes analysis.

Before moving on, it is important to note that in
Ref. [29] it was shown that anharmonic corrections to the
trap geometry were likely responsible for the anomalous
exponential damping of the monopole mode observed
above the critical temperature [26]. As shown in Ref. [26],
this damping is < 0.2 s−1 for clouds with a full-width at
half-maximum (FWHM) of < 125 µm. In this work,
the FWHM of the cloud below the critical temperature
satisfies this criterion; thus, we neglect anharmonic cor-
rections to the trap geometry as the observed damping
rate is approximately an order of magnitude larger.

IV. COLLISIONAL DYNAMICS

We now investigate the damping observed in the exper-
imental data through numerical simulations within the
ZNG formalism. The coupled-modes analysis ignores col-
lisions and exchange of particles between the two com-
ponents, as well as nonlinear mean-field effects. How-
ever, below the critical temperature, these interactions
between the condensate and non-condensate can shift
the frequencies of collective modes and cause damping.
Collisions that exchange energy and particles between
the two components of the gas cause collisional damp-
ing [30, 31], whereas mean-field effects lead to Landau

damping (see Refs. [32–39] for further discussion) and
Beliaev damping [40]. Landau damping describes a pro-
cess where a collective mode decays due to its interaction
with a thermal distribution of excitations, and it is ex-
pected to dominate at higher temperatures approaching
the critical temperature. On the other hand, Beliaev
damping is a process where a collective mode decays into
two lower energy excitations, which is suppressed for the
lowest energy collective modes of a trapped gas due to the
discretization of energy levels. Thus, the Beliaev process
is absent for the monopole mode, and is therefore ex-
cluded from our analysis in this paper. In the remainder
of this section, we discuss the ZNG formalism and de-
scribe the results of numerical simulations in the context
of the coupled-modes analysis and experimental data al-
ready presented.

A. Outline of the ZNG formalism

The ZNG formalism is a prescription for describing
a partially condensed Bose gas by breaking the Bose
field operator into a condensed part and a non-condensed
part. It couples a generalized Gross-Pitaevskii equation
(GGPE) for the condensate with a QBE for the non-
condensate. It has previously been utilized to study
collective oscillations at finite temperature [16–18, 41],
as well as finite temperature effects on solitons [42],
vortices [43, 44], and turbulence [45]. In addition, re-
cent work by Lee and Proukakis [46] applies the ZNG
method to study collective modes, condensate growth,
and thermalization dynamics for both single and multi-
component condensates. Here, we outline the basic for-
malism — a full description can be found in Ref. [31].

The evolution of the condensate field Φ(r, t) is gov-
erned by

i~
∂Φ(r, t)

∂t
=

{
−~2∇2

2m
+ V (r, t) + g[nc(r, t) + 2ñ(r, t)]− iR(r, t)

}
Φ(r, t), (18)

where the number of atoms in the condensate is Nc =
∫
dr |Φ(r, t)|2. In Eq. (18), m is the particle mass, V (r, t) is

the trapping potential, g = 4π~2as/m is the atom-atom interaction strength with as ≈ 5.3 nm the s-wave scattering
length for 87Rb, and nc(r, t) = |Φ(r, t)|2 and ñ(r, t) are the density of the condensate and non-condensate, respectively.
The non-Hermitian source term R(r, t) couples the condensate to the non-condensate as described below.

The non-condensate is represented by the Wigner operator

f̂(r,p, t) =

∫
dr′eip·r

′/~ψ̃†
(
r +

r′

2
, t

)
ψ̃

(
r− r′

2
, t

)
, (19)

where ψ̃ is the Bose field operator for the non-condensed atoms, r and r′ are the center of mass and relative coordinates,
respectively, and p is the momentum. Taking the expectation value of the Wigner operator yields the Wigner
distribution function f(r,p, t), which can be shown to obey a QBE [30, 31, 47]

∂f(r,p, t)

∂t
+

p

m
· ∇rf(r,p, t)−∇rU(r, t) · ∇pf(r,p, t) = C12 [f,Φ] + C22 [f ] , (20)

where U(r, t) = V (r, t)+2gnc(r, t)+2gñ(r, t) is the effec- tive potential for the non-condensate in the Hartree-Fock
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approximation, and the right-hand side of this equation
describes the effects of interatomic collisions on the dis-
tribution function. The density and number of atoms in
the non-condensate are defined as

ñ(r, t) =

∫
dp

(2π~)3
f(r,p, t), (21)

Ñ =

∫
dr ñ(r, t), (22)

respectively.
The two collision processes in Eq. (20) represent a col-

lision between a condensed atom and a non-condensed
atom (C12) and two non-condensed atoms (C22). The for-
mer process leads to growth or decay of the condensate,
and is the source of the non-Hermitian term in Eq. (18),

R(r, t) =
~

2 |Φ|2
∫

dp

(2π~)3
C12 [f,Φ] , (23)

where

C12 [f,Φ] =
σ |Φ|2

πm2

∫
dp2dp3dp4δ (mvc + p2 − p3 − p4)

× δ (εc + ε2 − ε3 − ε4)

× [δ (p− p2)− δ (p− p3)− δ (p− p4)]

× [(1 + f2)f3f4 − f2(1 + f3)(1 + f4)] , (24)

describes the effect of exchange collisions between the
non-condensate and condensate with cross section σ =
8πa2

s. Binary collisions between non-condensed atoms
are represented by

C22 [f ] =
σ

πh3m2

∫
dp2dp3dp4δ (p + p2 − p3 − p4)

× δ (ε+ ε2 − ε3 − ε4) [(1 + f)(1 + f2)f3f4

− ff2(1 + f3)(1 + f4)] . (25)

In Eqs. (24) and (25) the delta functions ensure con-
servation of energy and momentum in a collision, and
fi represents the value of f(r,p, t) at the phase-space
coordinates of particle i. The (1 + fi) terms represent
Bose enhancement of the scattering process. Further-
more, Eq. (24) depends on the local condensate velocity,
energy, and chemical potential given by [31]

vc =
~

2mi

(Φ∗∇Φ− Φ∇Φ∗)

|Φ|2
, (26)

εc =
1

2
mv2

c + µc, (27)

µc = − ~2

2m

∇2√nc√
nc

+ V + gnc + 2gñ, (28)

where the dependence of these quantities on r and t has
been omitted for brevity.

B. Simulation of the experiment

To model the experiment, we simulate a gas of N =
8× 105 87Rb atoms in a spherically symmetric harmonic

trap with ω0 = 2π × 9 Hz. Using the algorithm outlined
in Ref. [31], we generate equilibrium initial states of the
condensate and non-condensate for temperatures rang-
ing from 0.1–0.9 Tc [48]. We then directly simulate the
excitation of the monopole mode as in the experiment
by sinusoidally modulating the frequency of the trapping
potential at ωD = 2ω0 for four periods. We find that our
results are essentially unchanged for drive frequencies of
(1 +

√
5/2)ω0 or

√
5ω0. We use trap frequency modula-

tion amplitudes of ε = 0.02, 0.03, or 0.04, and then allow
the system to evolve freely for t = 2 s. We find that this
range of ε excites the monopole mode of the condensate
with an amplitude comparable to that observed in the
experiment (i.e. 10–15% peak increase in the TF radius
of the condensate from equilibrium). We note that these
values are somewhat less than the quoted experimental
value of ε ≈ 0.1, and speculate that this discrepancy is
a result of multiple collective modes being excited in the
experiment due to the difficulty of driving the trap per-
fectly spherically. This is in contrast to the simulations
where only the monopole mode is excited, and there-
fore less energy is required to be added to the system to
achieve the same level of excitation of the condensate.

We record the mean-square radius of the condensate
as a function of time, along with snapshots of the indi-
vidual density profiles. Although the experimental data
sets have total atom numbers that range between about
6×105 and 1×106, we find simulations for 8×105 atoms
represent the features of interest, namely the collapse
and revival behavior and damping rate. In order to com-
pare directly with the experimental data, we generate 2D
column densities from the simulation results, and deter-
mine the TF radii using the same bimodal fitting routine
described in Sec. III. Equation (14) is used to calculate
the amplitude of the condensate monopole mode, and
Eq. (15) is fit to single periods of the oscillation cor-
responding to a window of approximately 53 ms. The
results of this analysis are overlaid with the experimen-
tal data in Fig. 4 for the three different values of ε. The
timescale of the first collapse and revival observed in the
simulation results show good agreement with the exper-
iment.

C. Extraction of damping rates

The prediction of the coupled-modes analysis and re-
sults of the ZNG simulations show good agreement with
the collapse and revival behavior observed in the experi-
mental data (see Figs. 3 and 4). In addition, the damp-
ing observed in the results of the ZNG simulations agrees
well with experimental observations. Therefore, due to
the limited and noisy experimental data available, we use
the results of the ZNG simulations instead of experimen-
tal data to get an estimate of the damping rates for the
in-phase and out-of-phase eigenmodes predicted by the
coupled-modes analysis.

We fit the simulated evolution of the condensate mean-
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FIG. 4. (Color online) Amplitude of the monopole mode oscillation for experimental atom numbers of (a) N = 8.9× 105, (b)
N = 9.7×105, (c) N = 6.7×105, (d) N = 5.4×105, and (e) N = 7.9×105. Each frame is labelled with the condensate fraction
(Nc/N) and temperature (T/Tc), and the legend denotes the different modulation amplitudes used in the ZNG simulations.
Error bars on the experimental data represent the statistical uncertainty of multiple realizations of the experiment at each time
point. (f) Condensed fraction versus temperature for the ideal Bose gas, Nc/N = 1− (T/Tc)

3 (solid line), the equilibrium state
of the ZNG simulations (blue points), and the experimental data (red crosses). All simulations are performed with N = 8×105

atoms.



9

square radius,
〈
R2
c

〉
=
∫
dr r2nc(r), by the sum of two

sine waves with decaying amplitudes

gc (t) = A1 sin (2πν1t+ φ1)e−Γ1t

+A2 sin (2πν2t+ φ2)e−Γ2t + Cc, (29)

where Ai, νi, φi, and Γi are the amplitudes, frequencies,
phases, and damping rates, respectively, of the two eigen-
modes, and Cc is a constant offset. Figure 5 shows typi-
cal results of this fitting procedure for simulation results
with a trap frequency modulation amplitude of ε = 0.03.
Time t = 0 is defined as the point at which the modula-
tion of the trap frequency ceases. We choose to fit to the
mean-square radius of the condensate as its time evolu-
tion is most sensitive to the presence of both eigenmodes
across the temperature range investigated. The mean-
square radius of the total density becomes dominated by
the non-condensate at higher temperatures, and any sig-
nature of a second eigenmode is lost. Similar behavior
is observed in the evolution of the non-condensate mean-
square radius.

The mode frequencies extracted from this fitting pro-
cedure show excellent agreement with the results of the
coupled-modes analysis across the temperature range
simulated. Simulation results at temperatures of T =
0.1 Tc and 0.2 Tc are fit with a single decaying sinusoid
due to the absence of a second mode. This also agrees
with the prediction of the coupled-modes analysis, where
only a single mode responds to a trap frequency pertur-
bation for T ≤ 0.2 Tc (see Fig. 2). A notable feature
in Fig. 5 is a downward shift in the carrier frequency of〈
R2
c

〉
with increasing temperature, an effect also observed

in Ref. [30] for the monopole mode. As the temperature
of the system increases the out-of-phase mode begins to
get excited in conjunction with the in-phase mode, and
the carrier frequency shifts to a lower frequency because
it represents a weighted average of the two independent
mode frequencies.

The damping rate of each mode determined from the
fitting procedure is shown in Fig. 6 as a function of tem-
perature. In the temperature range of the experiment,
there is a mismatch of the damping rates between the
two eigenmodes. This mismatch, along with the beating
between the two modes, captures the behavior seen ex-
perimentally of strong collapse and subsequent revival of
the condensate oscillation. At lower temperatures, the
in-phase mode dominates and the out-of-phase mode is
strongly damped, and the inverse is true at higher tem-
peratures. Thus, the in-phase mode appears to be dom-
inated by the condensate while the out-of-phase mode
consists primarily of the non-condensate.

Based on the results of the coupled-modes analysis,
one may suspect that the particular drive frequency used
to excite the system has a large effect on the nature of
the response due to the presence of two resonant excita-
tion frequencies. However, results from ZNG simulations
showed little dependence on the drive frequency, which
can be attributed to the presence of damping. Damping
in the system effectively broadens the resonances such

(μ
m

2
)

(μ
m

2
)

(μ
m

2
)

FIG. 5. (Color online) Simulated mean-square radius of the
condensate density for a trap frequency modulation amplitude
of ε = 0.03 at (a) T = 0.4 Tc, (b) 0.6 Tc, and (c) 0.8 Tc (black
circles) and resulting fit of Eq. (29) (blue line). The density
of simulated points has been reduced for clarity.
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FIG. 6. Damping rate of the in-phase (squares) and out-of-
phase (triangles) mode as a result of fitting Eq. (29) to the
simulated evolution of

〈
R2

c

〉
at each temperature for a trap

frequency modulation amplitude of ε = 0.03. The solid lines
are guides to the eye. Representative fits are shown in Fig. 5.

that both modes are appreciably excited when the system
is driven in the range 2ω0 to

√
5ω0. Thus, the main char-

acteristics of the condensate collapse-revival behavior are
relatively insensitive to the particular drive frequency.

As a final note for the interested reader, we have per-
formed additional simulations based on the classical field
(c-field) formalism, full details of which are described in
Appendix A. For a smaller system of 5 × 104 atoms we
found reasonable agreement with the ZNG method for
the in-phase mode (dominated by the condensate). How-
ever, for the out-of-phase mode (dominated by the non-
condensate) the two methods show substantial differences
in the oscillation frequency and damping rate.

V. CONCLUSIONS

In conclusion, we have experimentally observed non-
exponential collapse and subsequent revival of the
monopole mode of a finite temperature BEC in an
isotropic magnetic trap. A coupled-modes analysis was
used to study the linear response of the system to exter-
nal perturbation, the results of which are the identifica-
tion of two eigenmodes of the system corresponding to in-
phase and out-of-phase oscillations of the condensate and
non-condensate. These modes appear to be collisionless
analogues to the first and second sound modes as previ-
ously discussed in Ref. [11]. Simultaneous excitation of
these two modes results in the observed collapse and par-
tial revival of the condensate monopole mode, which has
a timescale compatible with the mismatch in the eigenfre-
quencies. Damping of the oscillations was also observed
experimentally, and simulations within the ZNG formal-
ism resulted in good agreement with the data.
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Appendix A: Classical field simulations

An alternative approach to simulate the dynamics of
BECs at finite temperature is the classical field, or c-
field methodology [49–51]. Intuitively, a classical field
treatment of a BEC will be a reasonable approximation
when the system has a significant number of modes with
large occupation numbers ni = kBT/εi � 1, where εi
is the energy of the mode [52]. In these circumstances
the GPE can be a good description of the dynamics
of this part of the system, rather than only the con-
densate itself as in the ZNG formalism. The stochastic
projected GPE (SPGPE) methodology [53, 54] describes
the non-classical (or thermal gas) modes as a static fi-
nite temperature reservoir, whereas the projected GPE
(PGPE) methodology [55–57] entirely neglects the cou-
pling to these higher energy modes. These techniques
have the advantage compared to ZNG that they go be-
yond the Hartree-Fock treatment of the low-lying modes,
and treat their interaction with the condensate nonper-
turbatively [50]. However, current implementations of
these methods have the significant limitation compared
to ZNG in that the majority of the thermal cloud is
static (SPGPE) or missing (PGPE), potentially neglect-
ing an important part of the physics when it comes to
considering the interplay of the condensate and thermal
clouds. This was pointed out, for example, by Bezett and
Blakie [58] who used a PGPE methodology to simulate
the experiments of Jin et al. [7]. Additional analysis of
these experiments within the c-field formalism was per-
formed by Karpiuk et al. [59], and qualitative agreement
with the frequency shift in the condensate m = 0 mode
was found.

Despite these reservations, we have performed c-field
simulations of the experiments described in this paper
to gain further insight into the collapse and revival be-
havior. Due to the unfavorable scaling of harmonically
trapped PGPE simulations with atom number [60] we
chose to simulate a total of N = 5 × 104 atoms with all
other parameters being the same to test the methodology.
Initial states were generated by evolving the SPGPE to
equilibrium using ideal gas estimates of the temperature
and condensate number. We chose a range of tempera-
tures from T = 0 to T = Tc ≈ 15 nK, with a correspond-
ing chemical potential estimated from the Thomas-Fermi
prediction for the system, µ = (15aN0/aho)

2/5~ω0/2, and
an energy cutoff of 30~ω0. The BEC and thermal atom
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FIG. 7. (Color online) c-field condensate (blue circles) and
thermal cloud (red squares) atom numbers as a function of
reduced temperature. Note that a significant number of ther-
mal cloud atoms with energies above the cutoff are missing
at higher temperatures. The ideal gas condensate number for
N = 5× 104 atoms is shown as a dotted line.

numbers were determined using time-averaging and the
Penrose-Onsager criterion [50] as plotted in Fig. 7, where
it is clear that an increasing number of thermal atoms are
missing at higher temperatures.

Following the generation of an initial state, evolu-
tion then switched to the number and energy conserving
PGPE with a range of energy cutoffs from 30–43~ω0 to
allow for the thermal cloud to respond to being driven.
The results presented below are for the largest of these
cutoffs, although there was little quantitative difference
between the different values.

The trapping potential was driven for four cycles
at three different driving frequencies: ωD = {2, (1 +√

5/2),
√

5}ω0 with an amplitude of 0.08, i.e. V (r, t) =
[1 + 0.08 sin(ωDt)]V (r). Again little quantitative differ-
ence was found between the results — those plotted are
for ωD = (1 +

√
5/2). The system was then allowed to

relax in a static trapping potential for 50 trap periods.
Ten trajectories were run for each temperature with dif-
ferent equilibrium initial states before averaging over all
realizations. However, for the results presented a sin-
gle trajectory would suffice to remove almost all visible
statistical noise from the results.

The observable that provides the most succinct infor-
mation from these simulations is the expectation value of
the mean-square radius of the Bose gas, 〈R2〉. Sample re-
sults are shown in Fig. 8 for three different temperatures,
where a clear beat signal can be seen — qualitatively the
same behavior as for the ZNG simulations in Fig. 5. We
find that the c-field simulation data is extremely well fit
by a the sum of two exponentially decaying sinusoids as
in Eq. (29), providing further evidence of two dominant
eigenmodes being excited.

The extracted mode frequencies and damping rates are
shown in Fig. 9(a) and Fig. 9(b), respectively, with a com-
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FIG. 8. (Color online) Relaxation of the monopole mode as
indicated by the mean-square radius of the Bose gas from c-
field simulations at three different temperatures: (a) T/Tc =
0.4; (b) T/Tc = 0.7; (c) T/Tc = 0.9. For these data the
driving frequency was ωD = (1 +

√
5/2)ω0. Similar results

are obtained for all other driving frequencies simulated. Blue
dots are results from the simulations, whereas the red lines are
a fit to the data from the sum of two exponentially decaying
sinusoids.

parison to those from corresponding ZNG simulations. In
Fig. 9(a) the eigenmode frequencies for the φ = 0 mode
closest to the hydrodynamic result for a Thomas-Fermi
condensate are somewhat below

√
5ω0 due to the system

not being in the deep Thomas-Fermi regime. However,
the c-field and ZNG frequencies are in good agreement.
The c-field out-of-phase mode frequency is quite a bit
higher than 2ω0 at the lowest temperatures, presumably
due to being dominated by the condensate. However, it
does tend toward 2ω0 as the condensate gets smaller for
T → Tc.

The damping rates shown in Fig. 9(b) show some dis-
crepancy between the two methodologies. While the in-
phase modes are in reasonable agreement, the out-of-
phase mode damping rates are quite different. We be-
lieve that this is due to the fact that only a fraction of
the thermal cloud is described by the c-field simulations,
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FIG. 9. (Color online) Comparison of the eigenmode proper-
ties for the ZNG and c-field methodologies for N = 5 × 104

atoms. (a) Excitation frequencies as a function of the reduced
temperature. Blue circles: condensate, c-field. Blue crosses:
condensate, ZNG. Red crosses: thermal cloud, c-field. Red
plusses: thermal cloud, ZNG. The hydrodynamic frequency
for the monopole mode of the condensate at T = 0 (

√
5ω0),

and the expected frequency for a thermal cloud above Tc (2ω0)
are both indicated as horizontal dashed lines. (b) Decay rates
as a function of the reduced temperature. The legend is the
same as for (a).

and the mean-field interactions of the c-field density and
the missing thermal component is an important ingredi-
ent in correctly describing the dynamics. In principle the
c-field methodology could be extended such that the ther-
mal cloud is described by a quantum Boltzmann equa-
tion as in the ZNG approach, however this has yet to be
implemented. Our conclusion is that the ZNG method-
ology currently offers the most complete description of
collective oscillations in condensed Bose gases at finite
temperature.

Appendix B: Numerical solution of the spherically
symmetric ZNG equations

The ZNG equations describe the evolution of a degen-
erate Bose gas in a six-dimensional phase space (r,p),
which is a computationally demanding problem. How-
ever, making use of symmetries to reduce the number
of degrees of freedom needed to describe the system can
lead to significant numerical advantages. Here, we make
use of the spherical symmetry of the trap which reduces
the dimensionality of the problem from six to three, leav-
ing a radial displacement r, a momentum magnitude p,
and an angular variable, cos θ, describing the orientation
of the vector p with respect to r. The main algorithm
for numerically solving the ZNG equations is discussed in
detail in Refs. [30, 31], and in this Appendix we describe
the additional details needed to apply this algorithm to
solve the GGPE and QBE in a spherically symmetric
geometry.

With spherical symmetry the condensate wavefunction
depends only on r, and a 1D GGPE can be used to de-
scribe its evolution. Furthermore, rewriting the GGPE
in terms of the variable φ(r) = rΦ(r) eliminates the first
derivative term in the Laplacian, allowing for application
of simple Dirichlet boundary conditions where φ(r) → 0
as r → 0,∞. We employ the Crank-Nicolson method [61]
to solve the GGPE in this form.

As in Ref. [30], a tracer particle method is used to
evolve the non-condensate distribution function in phase
space such that a Monte Carlo sampling method can be
employed to simulate the effects of collisions. We use
2×105 tracer particles for all simulations presented in this
paper. At each time step the tracer particle positions and
momenta are updated based on Newton’s equations of
motion. Following the method outlined by Bird [62], we
take advantage of the spherical symmetry by only storing
the radial coordinate of each tracer particle. However,
the complete motion of each particle in 3D space must
be tracked such that three momentum components are
stored for each particle. At the beginning of each time
step we utilize the rotational symmetry of the problem
and arbitrarily align the position vector of each parti-
cle with the x-axis. The action of the y and z directed
momentum components is to then push the particle off
this axis. It is straightforward to calculate the new ra-
dial position of the particle; however, the off-axis motion
causes a rotation of the particle trajectory and the mo-
mentum components must be rotated accordingly. The
new particle position on the x-axis is

x = ri +
px
m

∆t, (B1)

where ri is the initial radial position of the particle, px
its momentum along the x-axis, and ∆t is the length of
the current time step. The action of py and pz moves the
particle off axis by a distance

d =

√(py
m

∆t
)2

+
(pz
m

∆t
)2

, (B2)
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FIG. 10. (Color online) The particle is rotated from its initial
trajectory along ri by an angle ϕ due to the off axis compo-
nents of pi. After the particle position is updated to rf the
momentum components are rotated and realigned with the
position vector. Due to spherical symmetry the azimuthal
angle is not unique and is chosen randomly. This is repre-
sented by the area of revolution of pf about the final position
vector rf .

such that the new radial position rf of the particle is

rf =
√
x2 + d2. (B3)

The sine and cosine of the rotation angle are then given
by

sinϕ = d/rf , (B4)

cosϕ = x/rf , (B5)

and an azimuthal angle is chosen at random such that
φ ∈ [0, 2π]. Finally, the new momentum components are
calculated

px,f = px cosϕ+
√
p2
y + p2

z sinϕ, (B6)

py,f = pc,f sinφ, (B7)

pz,f = pc,f cosφ, (B8)

where pc,f = −px sinϕ+
√
p2
y + p2

z cosϕ. Figure 10 pro-

vides a graphical representation of the particle movement
algorithm. Note that although three momentum compo-
nents are stored for each particle in addition to the posi-
tion, the algorithm is effectively three-dimensional since
the azimuthal angle is randomized at each time step.

After the tracer particles are moved they are binned
in phase-space to get an estimate of the local non-
condensate density and collision rates. The particles are
first binned in radial shells using a constant volume bin-
ning scheme. Given the size of the simulation domain,
lr, and the total number of bins, Nb, the position of each
bin edge is given by

rb,i = lr

(
i

Nb

)1/3

, (B9)

where i ∈ [0, Nb] is an integer representing the bin in-
dex. The simulations performed here use lr = 60aho and

r

cos θ

p

FIG. 11. (Color online) Cartoon depiction of the phase
space binning process. Particles (black points) are binned in
position space using constant volume shells with the radial
width of each bin decreasing with r. Within each spatial bin
the particles are further binned in momentum space using a
2D grid of equal area bins based on the magnitude of their
momentum p and trajectory cos θ = p̂ · r̂.

Nb = 8 × 104 where aho =
√
~/mω0 is the harmonic

oscillator length. This scheme results in wider bins near
the origin, and progressively narrower bins as r increases,
which we find reproduces the equilibrium collision rates
more accurately than a scheme with equal width bins in
r. Once the particles are binned in space a 2D scheme
is implemented for binning the particles in momentum
space based on p and cos θ, where p is the magnitude of
the particle momentum. The momentum space bins are
equally spaced, and we use 20 bins in p and 10 bins in
cos θ for the simulations performed here. Figure 11 pro-
vides a graphical representation of the binning procedure.

After binning, the tracer particles are used to recon-
struct the non-condensate density and phase-space distri-
bution function on the discrete numerical grid defined for
evolution of the condensate. The density term is required
for updating the condensate wavefunction as well as the
momentum of the tracer particles, whereas the phase-
space distribution function is necessary for computing the
collision rates. Typically, a cloud-in-cell method [63] is
employed to reconstruct a discrete function (e.g. density)
from the tracer particle distribution by linearly weight-
ing each particle to the nearest grid points defined by
the binning process (i.e. the edges of each bin). Follow-
ing this weighting step, the reconstructed function can be
interpolated from the binning grid to another numerical
grid if necessary. However, in spherical coordinates a lin-
ear weighting scheme results in errors, particularly near
the grid boundaries [64]. Therefore, we employ a vol-
ume weighting scheme where the particles are weighted
to grid points in proportion to the volume of space be-
tween the particle and a given grid point [65, 66]. We
find this technique improves the accuracy of function re-
construction from the tracer particle distribution, thus
allowing fewer tracer particles to be used, which results
in improved computation speed.
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[24] D. Guéry-Odelin, F. Zambelli, J. Dalibard, and

S. Stringari, Phys. Rev. A 60, 4851 (1999).
[25] W. Petrich, M. H. Anderson, J. R. Ensher, and E. A.

Cornell, Phys. Rev. Lett. 74, 3352 (1995).
[26] D. S. Lobser, A. E. S. Barentine, E. A. Cornell, and H. J.

Lewandowski, Nat. Phys. 11, 1009 (2015).
[27] D. S. Lobser, Observation of a Persistent Non-

Equilibrium State in an Extremely Isotropic Harmonic
Potential, Ph.D. thesis, University of Colorado (2015).

[28] W. Ketterle, D. S. Durfee, and D. M. Stamper-Kurn,
in Bose-Einstein Condensation in Atomic Gases, Pro-
ceedings of the International School of Physics “Enrico
Fermi”, edited by M. Inguscio, S. Stringari, and C. E.
Wieman (1999) pp. 67–176.

[29] V. E. Colussi, C. J. E. Straatsma, D. Z. Anderson, and
M. J. Holland, New J. Phys. 17, 103029 (2015).

[30] B. Jackson and E. Zaremba, Phys. Rev. A 66, 033606

(2002).
[31] A. Griffin, T. Nikuni, and E. Zaremba, Bose-Condensed

Gases at Finite Temperature (Cambridge University
Press, New York, 2009).

[32] P. C. Hohenberg and P. C. Martin, Ann. Phys. 34, 291
(1965).
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