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#### Abstract

We explore the recently discovered solution of the driven Tavis-Cummings model (DTCM). It describes interaction of arbitrary number of two-level systems with a bosonic mode that has linearly time-dependent frequency. We derive compact and tractable expressions for transition probabilities in terms of the well known special functions. In the new form, our formulas are suitable for fast numerical calculations and analytical approximations. As an application, we obtain the semiclassical limit of the exact solution and compare it to prior approximations. We also reveal connection between DTCM and $q$-deformed binomial statistics.
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## I. INTRODUCTION

Throughout its history, quantum physics has been strongly influenced by the discovery of exact results, i.e. analytical expressions derived without approximations and consequently valid at arbitrary values of model parameters. In stationary quantum mechanics, there is a wide range of highly useful exactly solvable models, from quantum oscillator and hydrogen atom to models with truly many-body interactions, such as the 1D Hubbard model.

An important goal in physics is to achieve control over quantum dynamics. This can be done by application of explicitly time-dependent fields to the considered quantum system. Unfortunately, unlike stationary quantum mechanics, the class of useful exact results for quantum models with timedependent parameters is very restricted. Most known models of this class are elementary, e.g., the quantum harmonic oscillator with time-dependent force or two-state systems with specially chosen time-dependent parameters [1]. This scarcity of nontrivial exact results restricts our ability to understand and control quantum dynamics. Hence, more advanced exact solutions in nonstationary quantum mechanics are needed.

It has been shown [2] that considerable progress can be achieved in solving, so-called, multistate Landau-Zener (LZ) models [3], which Hamiltonians have the form

$$
\begin{equation*}
\hat{H}(t)=\hat{A}+\hat{B} t \tag{1}
\end{equation*}
$$

Here, $\hat{A}$ and $\hat{B}$ are constant Hermitian $N \times N$ matrices. One can always choose the, so-called, diabatic basis in which the matrix $\hat{B}$ is diagonal, and if any pair of its elements are degenerate then the corresponding off-diagonal element of the matrix $\hat{A}$ can be set to zero by a time-independent change of the basis, that is

$$
\begin{equation*}
B_{i j}=\delta_{i j} \beta_{i}, \quad A_{n m}=0 \text { if } \beta_{n}=\beta_{m} . \tag{2}
\end{equation*}
$$

Constant parameters $\beta_{i}$ are called the slopes of diabatic levels, diagonal elements of the Hamiltonian in the diabatic basis, $B_{i i} t+A_{i i}$, are called diabatic energies, and nonzero offdiagonal elements of the matrix $\hat{A}$ in the diabatic basis are

[^0]called the coupling constants. Usually, evolution at arbitrary time is impossible to obtain analytically. Instead, the goal of the multistate LZ theory is to find the scattering $N \times N$ matrix $\hat{S}$, whose element $S_{n n^{\prime}}$ is the amplitude of the diabatic state $n$ at $t \rightarrow+\infty$, given that at $t \rightarrow-\infty$ the system was in the $n^{\prime}$-th diabatic state. In most cases, only the related matrix $\hat{P}$, with elements $P_{n^{\prime} \rightarrow n} \equiv\left|S_{n n^{\prime}}\right|^{2}$, called the matrix of transition probabilities, is needed.

Recently, a truly many-body model of the type (1) was solved exactly in terms of an algorithm that leads, in a finite number of steps, to exact expression for any element of the transition probability matrix. The model solved in [4] corresponds to the time-dependent version of the generalized TavisCummings system with $N_{s}$ spins and the Hamiltonian

$$
\begin{equation*}
\hat{H}(t)=t \hat{a}^{\dagger} \hat{a}+\sum_{i=1}^{N_{s}} \epsilon_{i} \hat{\sigma}_{i}+g \sum_{i=1}^{N_{s}}\left(\hat{a}^{\dagger} \hat{\sigma}_{i}^{-}+\hat{a} \hat{\sigma}_{i}^{+}\right) \tag{3}
\end{equation*}
$$

where $t$ is time, $\hat{a}$ is the boson annihilation operator, $\hat{\sigma}_{i}^{ \pm}$are the $i$ th spin's raising and lowering operators, $g$ describes the coupling of spins to bosons, $\epsilon_{i}$ is the intrinsic level splitting of the $i$ th spin, and $\hat{\sigma}_{i} \equiv\left(\hat{1}+\hat{\sigma}_{z}^{i}\right) / 2$ is the projection operator to spin "up" state of the $i$ th spin, where $\hat{1}_{i}$ is a unit matrix acting in the $i$ th spin subspace, and $\sigma_{z}$ is the Pauli $z$-matrix of the $i$ th spin.

The degenerate case of Eq. (3) with $\epsilon_{i}=0$ for all $i=1,2, \ldots, N_{s}$ is also of interest. After decoupling all non-symmetric states, it is equivalent to the following timedependent model with the Hamiltonian

$$
\begin{equation*}
\hat{H}(t)=t \hat{a}^{\dagger} \hat{a}+g\left(\hat{a}^{\dagger} \hat{S}^{-}+\hat{a} \hat{S}^{+}\right) \tag{4}
\end{equation*}
$$

where $\hat{S}^{ \pm}$are the spin raising/lowering operators with a spin size $S=N_{s} / 2$.

Models (3) and (4) with linear time-dependence of the bosonic mode frequency describe an important process of conversion of ultracold fermionic atoms into a molecular condensate during a linear sweep of the magnetic field through the Feshbach resonance [5]. Hence, even before the finding of the exact solution, different approximations had been developed to understand models (3) and (4), including perturbative calculations for small coupling [6], diagrammatic kinetic approach [7, 8], semiclassical approximations [8-10], and simplifying the models in particular limits by mapping them to
the known solvable cases of the type (1) [11]. Discovery of the most general exact solution provides the possibility to explore regimes when all such approximations are not applicable. It is also tempting to verify validity of the previously developed approximate methods by comparing them to exact formulas.

However, in Ref. [4], solution of the models (3) and (4) was presented in the form of a procedure that required examination of semiclassical trajectories, which number is growing exponentially with $N_{s}$. So, even when it was possible to write compact expressions for some matrix elements, useful results were expressed through multiple sums over quickly growing number of terms. Therefore, solution in [4] was not very suitable for direct numerical calculations or comparison to previously known estimates.

In this article, we explore exact solution [4] with the goal to transform it to a more tractable form. Achieving this goal allows us to study behavior of transition probabilities at large numbers of spins, and look at various other limits for direct comparison with prior theoretical predictions. In section 2, we derive a simple formula for arbitrary element of the transition probability matrix for the model (3). In section 3, we consider physically most important case when all spins (or the arbitrary spin $S$ in the case of model (4)) are, initially, fully polarized and derive expressions for probabilities to change the total polarization in terms of $q$-Pochhammer symbols. In section 4, we consider the limit of a large number of spins and derive continuous approximation, which we compare with previously derived approximate solutions of the models (3) and (4) in the semiclassical limit. We will summarize our findings in the conclusion.

## II. STATE-TO-STATE TRANSITION PROBABILITIES

In [4], solution of the model (3) was presented in terms of semiclassical paths in some time-energy diagram. Such a form of a solution is common for all other solvable multistate LZ models, however, we are going to show that it is not optimal for DTCM. Our new derivation leads to a simple analytical formula for probabilities of all possible elements of the transition probability matrix of a model with an arbitrary number of spins.

First, we recall that the number of excitations, i.e., the number of bosons plus the number of spins up is conserved:

$$
\begin{equation*}
N_{e} \equiv \hat{a}^{\dagger} \hat{a}+\sum_{i} \hat{\sigma}_{i}=\text { const. } \tag{5}
\end{equation*}
$$

Hence, the Hamiltonian (3) can be rewritten as

$$
\begin{equation*}
\hat{H}(t)=\sum_{i=1}^{N_{s}}\left(\epsilon_{i}-t\right) \hat{\sigma}_{i}+g \sum_{i=1}^{N_{s}}\left(\hat{a}^{\dagger} \hat{\sigma}_{i}^{-}+\hat{a} \hat{\sigma}_{i}^{+}\right) \tag{6}
\end{equation*}
$$

where we disregarded the constant that depends on $N_{e}$ as it does not influence the dynamics. We represent $2^{N_{s}}$ diabatic states of model (6) by a vector of zeros and ones $\left|\sigma_{1}, \sigma_{2}, \ldots, \sigma_{N_{s}}\right\rangle$, where $\sigma_{i}$ being 1 or 0 corresponds to $i$ th spin being $\uparrow$ or $\downarrow$ along $z$-axis. Diabatic energy of such
a state is given by $\sum_{i=1}^{N_{s}}\left(\epsilon_{i}-t\right) \sigma_{i}$. We will assume that $\epsilon_{1}>\epsilon_{2}>\ldots>\epsilon_{N_{s}}$.

According to [4], exact solution for transition probabilities between diabatic states in the model (6) coincides with the result of a simple stochastic process in which transitions between diabatic levels happen only at moments of level intersections. Pairwise transition probabilities are then determined by a simple LZ formula. As time goes from $-\infty$ to $\infty$, there will be moments at $t_{i}=\epsilon_{i}$, at which two diabatic states with $i$ th spin projection "up" and "down" have the same diabatic energy. This means that, chronologically, the spin with the lowest splitting $\epsilon_{N_{s}}$ will be first to encounter the moment when it can flip, the spin with energy $\epsilon_{N_{s}-1}$ will be the second, and so on. There will be, totally, exactly $N_{s}$ such moments.

Pairwise transition probabilities will depend on the number of bosons at a given intersection. If $N_{B}$ is the number of bosons in the state with all spins polarized "up", then the states $\left|\sigma_{1}, \sigma_{2}, \ldots, \sigma_{j}=0, \ldots, \sigma_{N_{s}}\right\rangle$ and $\mid \sigma_{1}, \sigma_{2}, \ldots, \sigma_{j}=$ $\left.1, \ldots, \sigma_{N_{s}}\right\rangle$ will have $N_{B}+k$ and $N_{B}+k-1$ bosons, respectively, where $k=N_{s}-\sum_{i=1, i \neq j}^{N_{s}} \sigma_{i}$. Corresponding coupling between these two diabatic states is $g_{k}=g \sqrt{N_{B}+k}$, the probability to stay on the same level is $p_{k}=e^{-2 \pi g^{2}\left(N_{B}+k\right)}$, where $k=1, \ldots, N_{s}$; and the probability to turn to the other diabatic state is $q_{k}=1-p_{k}$. We chose indexes of $p$ and $q$ to start with 1 in order to be consistent with notation in Ref. [4]. Thus, we can summarize the process of deriving transition probability between any pair of diabatic states in the form of the following algorithm:

1. A transition from an initial state $|I\rangle=\left|\sigma_{1}^{I}, \sigma_{2}^{I}, \ldots, \sigma_{N_{s}}^{I}\right\rangle$ to a final state $|F\rangle=\left|\sigma_{1}^{F}, \sigma_{2}^{F}, \ldots, \sigma_{N_{s}}^{F}\right\rangle$ consists of $N_{s}$ steps, each step being a flip or stay of a single spin. The order of spin flips/stays should be from the right to the left, i.e., the first step corresponds to the spin $\sigma_{N_{s}}$, the second step corresponds to $\sigma_{N_{s}-1}$, etc. Each flip or stay generates some factor $q_{k}$ or $p_{k}$, respectively.
2. The subscript $k$ of a factor $q_{k}$ or $p_{k}$ is determined by the transient spin configuration at its corresponding step - it equals 1 plus the number of down $(\downarrow)$ spins for all the $N_{s}$ spins except the spin involved in that step.
3. Process terminates after finding a corresponding factor, $q_{k}$ or $p_{k}$, for the first spin. The final transition probability $P_{I \rightarrow F}$ is the product of all such factors from all spins.

As an example, consider the transition from the state $|I\rangle=$ $|\uparrow, \downarrow, \uparrow\rangle$ to the state $|F\rangle=|\downarrow, \downarrow, \downarrow\rangle$ in $N_{s}=3$ case. This process should be decomposed into three steps, each of them being a flip/stay of a single spin, from the rightmost spin to left. The process is illustrated in the following table, where the spin involved in each step is marked as a double arrow:

| step | spin involved | flip/stay | change of states | factor |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\sigma_{3}$ | flip | $\|\uparrow, \downarrow, \Uparrow\rangle \rightarrow\|\uparrow, \downarrow, \downarrow\rangle$ | $q_{2}$ |
| 2 | $\sigma_{2}$ | stay | $\|\uparrow, \downarrow, \downarrow\rangle \rightarrow\|\uparrow, \Downarrow, \downarrow\rangle$ | $p_{2}$ |
| 3 | $\sigma_{1}$ | flip | $\|\Uparrow, \downarrow, \downarrow\rangle \rightarrow\|\Downarrow, \downarrow, \downarrow\rangle$ | $q_{3}$ |

The probability of this transition can then be read out as $P_{I \rightarrow F}=q_{2} p_{2} q_{3}$.

From the above procedure, we can write an expression for transition probabilities from an initial state $|I\rangle=$ $\left|\sigma_{1}^{I}, \sigma_{2}^{I}, \ldots, \sigma_{N_{s}}^{I}\right\rangle$ to a final state $|F\rangle=\left|\sigma_{1}^{F}, \sigma_{2}^{F}, \ldots, \sigma_{N_{s}}^{F}\right\rangle$ (recall that $\uparrow=1, \downarrow=0$ ):

$$
\begin{equation*}
P_{I \rightarrow F}=\prod_{i=1}^{N_{s}} p_{k_{i}}^{\delta_{\sigma_{i}, \sigma_{i}^{F}}} q_{k_{i}}^{1-\delta_{\sigma_{i}^{I}, \sigma_{i}^{F}}} \tag{7}
\end{equation*}
$$

where the subscript reads:

$$
\begin{equation*}
k_{i}=N_{s}-\sum_{j=1}^{i-1} \sigma_{j}^{I}-\sum_{j=i+1}^{N_{s}} \sigma_{j}^{F} \tag{8}
\end{equation*}
$$

The exponents containing Kronecker deltas serve to determine whether $p$ or $q$ is included in a single step: if $\sigma_{i}^{I}=\sigma_{i}^{F}, p$ is included, and if $\sigma_{i}^{I} \neq \sigma_{i}^{F}, q$ is included.


FIG. 1. Samples of transition probabilities $P_{I \rightarrow F}$ vs. $g$ predicted by Eq. (7) for $N_{s}=7$ at $N_{B}=0$. In all cases, $I=|\downarrow, \downarrow, \uparrow, \downarrow, \uparrow, \downarrow, \downarrow\rangle$ and (a) $F=|\downarrow, \downarrow, \uparrow, \downarrow, \uparrow, \downarrow, \downarrow\rangle$ (the same state); (b) $F=\mid \downarrow, \uparrow, \uparrow$ $, \downarrow, \downarrow, \uparrow, \downarrow\rangle ;$ (c) $F=|\uparrow, \uparrow, \downarrow, \uparrow, \uparrow, \uparrow, \uparrow\rangle ;$ (d) $F=|\uparrow, \uparrow, \downarrow, \uparrow, \downarrow, \uparrow, \uparrow\rangle$ (the "opposite spin" state). For these transitions, Eq. (7) provides the following probabilities: (a) $p_{5}^{5} p_{6}^{2}$; (b) $p_{4} p_{5}^{2} p_{6} q_{5}^{3}$; (c) $p_{4} q_{2} q_{3}^{3} q_{4} q_{5}$; (d) $q_{3} q_{4}^{5} q_{5}$. Among them, (a) represents the main diagonal elements of the transition probability matrix, and (d) represents the anti-diagonal elements.

It is not difficult to prove that our Eq. (7) satisfies the symmetry properties of the solution described in [4]. For example, the property (28) in [4] describes a symmetry between the transitions $|I\rangle=\left|\sigma_{1}^{I}, \sigma_{2}^{I}, \ldots, \sigma_{N_{s}}^{I}\right\rangle \rightarrow|F\rangle=$ $\left|\sigma_{1}^{F}, \sigma_{2}^{F}, \ldots, \sigma_{N_{s}}^{F}\right\rangle$ and $|\bar{I}\rangle=\left|\bar{\sigma}_{1}^{I}, \bar{\sigma}_{2}^{I}, \ldots, \bar{\sigma}_{N_{s}}^{I}\right\rangle \rightarrow|\bar{F}\rangle=$ $\left|\bar{\sigma}_{1}^{F}, \bar{\sigma}_{2}^{F}, \ldots, \bar{\sigma}_{N_{s}}^{F}\right\rangle$, where $\bar{\sigma}_{i} \equiv 1-\sigma_{i}$. In Eq. (7) we see that all the exponents are the same for these two transitions, since all the delta functions remain unchanged. But a subscript $k_{i}$ for the first transition will become $N_{s}-\sum_{j=1}^{i-1}(1-$
$\left.\sigma_{j}^{I}\right)-\sum_{j=i+1}^{N_{s}}\left(1-\sigma_{j}^{F}\right)=N_{s}+1-k_{i}$ for the second transition. Equation (7) then predicts that, under exchanges of $p_{k}$ with $p_{N_{s}+1-k}$ and $q_{k}$ with $q_{N_{s}+1-k}$ for all $k=1, \ldots, N_{s}$, one transition probability changes to the other. Thus, Eq. (7) satisfies the property $P_{I \rightarrow F}\left(p_{1}, \ldots, p_{N_{s}}, q_{1}, \ldots, q_{N_{s}}\right)=$ $P_{\bar{I} \rightarrow \bar{F}}\left(p_{N_{s}}, \ldots, p_{1}, q_{N_{s}}, \ldots, q_{1}\right)$. Equation (7) also reproduces correctly all formulas that were derived in [4], e.g., the explicit solution for the three spin sector of the model (4).

Finally, we use Eq. (7) to get a look at typical behavior of pairwise transition probabilities for a model with $N_{s}=7$ spins. For such a large number of spins, direct numerical solution of the nonstationary Schrödinger equation is very difficult to achieve with reasonable precision, however, Eq. (7) provides a quick answer. Figures 1(a) and (d) show transition probability matrix elements along, respectively, first and second main diagonals. Such elements depend on products of only, respectively, $p$ and $q$ factors, which explains their monotonic dependence on coupling $g$. Figures 1(b) and (c) show typical behavior of off-diagonal elements of the transition probability matrix. Such elements are given by a product of some number of monotonically decreasing $p$-factors times some number of monotonically growing $q$-factors. Not surprisingly, the resulting transition probability has the shape of a pulse.

## III. PROBABILITY DISTRIBUTION OF TOTAL CHANGE OF SPIN POLARIZATION

The number of possible diabatic states is growing exponentially with the number of spins. So, realistic applications of the model (3) require the knowledge of coarse-grained characteristics, such as the number of emitted bosons or, equivalently, the change of the total spin polarization regardless which spins where flipped. Also, the most interesting for practical reasons initial conditions are such that $N_{s} \equiv 2 S$ spins in the model (3) are initially either all polarized "up" or all polarized "down" with some initial number of bosons being, respectively, $N_{B}$ or $N_{B}+2 S$. It was shown in [4] for model (3) that the sum of transition probabilities from one of such fully polarized states to all possible states with $\nu$ spins pointing down is given by one of the corresponding formulas:

$$
\begin{align*}
& P_{0 \rightarrow \nu}=\left(\prod_{k=1}^{\nu}\left(1-p_{k}\right)\right) \sum_{i_{1}, \ldots, i_{\nu+1}=0}^{2 S-\nu} \delta_{\sum_{k=1}^{\nu+1} i_{k}, 2 S-\nu} \prod_{r=1}^{\nu+1} p_{r}^{i_{r}},  \tag{9}\\
& P_{2 S \rightarrow \nu}=\left(\prod_{k=\nu+1}^{2 S}\left(1-p_{k}\right)\right) \sum_{i_{\nu}, \ldots, i_{2 S}=0}^{\nu} \delta_{\sum_{k=\nu}^{2 S} i_{k}, \nu} \prod_{r=\nu}^{2 S} p_{r}^{i_{r}}, \tag{10}
\end{align*}
$$

where

$$
\begin{equation*}
p_{k}=e^{-2 \pi g^{2}\left(N_{B}+k\right)}, \quad k \in(1, \ldots, 2 S) \tag{11}
\end{equation*}
$$

Here, the state with all spins "up" has index 0 and the state with all spins "down" has index $2 S$. We write $2 S$ instead of
$N_{s}$ because it was shown in [4] that formulas (9)-(10) also describe state-to-state transition probabilities in the degenerate model (4) with $2 S+1$ states, where index $\nu$ corresponds to spin projection $S_{z}=S-\nu$. Later in this article, we will compare our results with results derived specifically for model (4) with similar definition of state indexes as in (9)-(10), so it is more convenient to use terminology of the degenerate model.

We will refer to formulas (9) and (10) as describing, respectively, forward and inverse processes. The Hamiltonians (3)-(4) conserve the number of excitations, i.e., the number of spins "up" plus the number of bosons. Therefore, one can interpret $P_{0 \rightarrow \nu}$ as the probability to emit $\nu$ bosons when starting with state $\nu^{\prime}=0$, and $P_{2 S \rightarrow \nu}$ as the probability to absorb $2 S-\nu$ bosons when starting with state $\nu^{\prime}=2 S$.

Let us now introduce the $q$-Pochhammer symbol:

$$
\begin{equation*}
(a, q)_{k}=\prod_{i=0}^{k-1}\left(1-a q^{i}\right) \tag{12}
\end{equation*}
$$

In Eqs. (9)-(10) the products of $\left(1-p_{k}\right)$ 's, with definition (11), can be directly identified as $q$-Pochhammer symbols. Next we note that the sums in Eqs. (9)-(10) are similar to the canonical partition function of some $N$ free bosons populating $n$ equidistant quantum energy levels:

$$
\begin{equation*}
Z_{N}=\sum_{i_{1}, i_{2}, \ldots, i_{n}=0}^{N} \delta_{i_{1}+i_{2}+\ldots+i_{n}, N} \prod_{r=1}^{n} e^{-\beta(r-1) i_{r}} \tag{13}
\end{equation*}
$$

where $\beta=1 / k_{B} T$ is the inverse temperature and $i_{r}$ is the number of bosons on the level with index $r$. Here we assumed that the energy difference $\Delta$ between the nearest levels is normalized to $\Delta=1$.

We will calculate the partition function in (13) following the method described in [12]: First, consider the well known grand canonical partition function of free bosons that can occupy $n$ equidistant energy levels: $\mathcal{Z}(z)=\sum_{N=0}^{\infty} Z_{N} z^{N}$, where $z=e^{\beta \mu}$, with $\mu$ being chemical potential:

$$
\begin{equation*}
\mathcal{Z}(z)=\prod_{k=1}^{n} \frac{1}{1-z x^{k-1}} \tag{14}
\end{equation*}
$$

where $x=e^{-\beta}$. On the other hand, we can formally expand

$$
\begin{equation*}
Z_{N}=\sum_{M=0}^{N(n-1)} C_{N}(M) x^{M} \tag{15}
\end{equation*}
$$

where $M$ labels integer valued energies of the system and $C_{N}(M)$ is the number of degenerate states with total energy $M$. The grand canonical partition function can then be written in the form

$$
\begin{equation*}
\mathcal{Z}(z)=\sum_{N} \sum_{M} C_{N}(M) x^{M} z^{N} \tag{16}
\end{equation*}
$$

Here, we observe that if we replace $z$ in $\mathcal{Z}(z)$, in Eq. (14), with $x z$, we find

$$
\begin{equation*}
\left(1-z x^{n}\right) \mathcal{Z}(x z)=(1-z) \mathcal{Z}(z) \tag{17}
\end{equation*}
$$

Combining this with Eq. (16) leads to

$$
\begin{align*}
& \sum_{N} \sum_{M} C_{N}(M) x^{M+N} z^{N}-\sum_{N} \sum_{M} C_{N}(M) x^{M+N+n} z^{N+1} \\
& =\sum_{N} \sum_{M} C_{N}(M) x^{M} z^{N}-\sum_{N} \sum_{M} C_{N}(M) x^{M} z^{N+1} . \tag{18}
\end{align*}
$$

Equating the same powers of $z$ and using (15), we get

$$
\begin{equation*}
x^{N} Z_{N}-x^{N+n-1} Z_{N-1}=Z_{N}-Z_{N-1} \tag{19}
\end{equation*}
$$

which leads to the recursion relation for $Z_{N}$ :

$$
\begin{equation*}
Z_{N}=\frac{1-x^{N+n-1}}{1-x^{N}} Z_{N-1} \tag{20}
\end{equation*}
$$

With the starting value $Z_{0}=1$, this leads to a closed expression [13]:

$$
\begin{equation*}
Z_{N}=\prod_{k=1}^{N} \frac{1-x^{k+n-1}}{1-x^{k}}=\frac{\left(x^{n} ; x\right)_{N}}{(x ; x)_{N}} \tag{21}
\end{equation*}
$$

Finally, we note that if level energies start not from 0 but from some value $E$, and increase in unit steps, then such a uniform shift of all level energies merely introduces an overall additional factor $e^{-\beta N E}$ to the partition function.

Comparing the sums in Eqs. (9)-(10) with Eq. (13) we find that sums in $P_{0 \rightarrow \nu}$ correspond to a system with $2 S-\nu$ bosons on $\nu+1$ levels, with energy of the lowest level equals $N_{B}+$ 1, while the sums in $P_{2 S \rightarrow \nu}$ correspond to a system with $\nu$ bosons on $2 S+1-\nu$ levels, and energy of the lowest level equals $N_{B}+\nu$. In both cases we should identify $\beta=2 \pi g^{2}$.

Let us denote

$$
x \equiv e^{-2 \pi g^{2}}
$$

and introduce the $q$-binomial coefficients:

$$
\left[\begin{array}{c}
n  \tag{22}\\
k
\end{array}\right]_{x}=\frac{(x ; x)_{n}}{(x ; x)_{k}(x ; x)_{n-k}}
$$

in terms of which we can now express transition probabilities from fully polarized states:

$$
\begin{align*}
& P_{0 \rightarrow \nu}=\left[\begin{array}{c}
2 S \\
\nu
\end{array}\right]_{x} x^{\left(N_{B}+1\right)(2 S-\nu)}\left(x^{N_{B}+1} ; x\right)_{\nu}  \tag{23}\\
& P_{2 S \rightarrow \nu}=\left[\begin{array}{c}
2 S \\
\nu
\end{array}\right]_{x} x^{\left(N_{B}+\nu\right) \nu}\left(x^{N_{B}+\nu+1} ; x\right)_{2 S-\nu} \tag{24}
\end{align*}
$$

One immediate utility of rewriting solutions in the form (23)-(24) is that numerical time of Pochhammer symbol calculation scales linearly with $S$, so we can easily find numerically exact values of transition probabilities for, e.g., $S \sim 10^{3}$. Second, Pochhammer symbol is a well known special function. Its properties, however complex, have been extensively investigated, including asymptotic behavior at some limits of parameters. Finally, it is known that Pochhammer symbol
usually emerges in physical applications in relation to quantum algebras [14] which operate with deformations of physical characteristics, including statistical distributions. Such deformations are usually described by an operator algebra that depends on a continuous parameter $q$, such that at $q=1$ standard, e.g. a Lie group, physical relations among operators are recovered.

The latter property hints on the origin of the exact solution, which is currently lacking mathematically rigorous justification. An additional indication to that solution of DTCM can be related to a $q$-deformed quantum algebra follows from the observation that the distribution in Eq. (23) is actually the $q$ deformed binomial distribution [15, 16], which is also known as the $q$-Bernstein basis [17, 18]. This distribution is formally defined as

$$
B_{k}^{n}(\tau ; q)=\left[\begin{array}{c}
n  \tag{25}\\
k
\end{array}\right]_{q} \tau^{k}(\tau ; q)_{n-k}
$$

with some parameters $\tau$ and $q$. Hence, we can also write

$$
\begin{equation*}
P_{0 \rightarrow \nu}=B_{2 S-\nu}^{2 S}\left(x^{N_{B}+1} ; x\right) \tag{26}
\end{equation*}
$$

Since its introduction [15], this distribution has been extensively studied. For example, its generating function is given in [15], and its mean can be expressed in terms of the $q$-Pochhammer symbols and $q$-binomial coefficients [19]. Mathematically, it is referred to as the $q$-Bernstein basis function, in connection with $q$-Bernstein polynomials [17, 18]. This $q$-deformed binomial distribution arises, e.g., when considering the $q$-deformed generalizations of the ordinary harmonic oscillator algebra [20]. It can be also constructed as the probability distribution of certain events in a sequence of Bernoulli trials [21].

The probability distribution in Eq. (24), for $P_{2 S \rightarrow \nu}$, can also be considered as a kind of the $q$-deformed binomial distribution. In a more general sense, a $q$-deformed binomial distribution does not have to be of the form (25). It should only belong to a family of distributions that are parametrized by some parameter such that the binomial distribution is recovered at the unit value to this parameter. Physically, in our case, the limit of the deformation parameter $x \rightarrow 1$ becomes nontrivial in the case of a large number of bosons in the system $\left(N_{B} \gg 2 S\right)$, such that $e^{-2 \pi g^{2} N_{B}} \sim O(1)$. In this case, we can disregard variation of bosons in the system and safely assume that all spins have independent dynamics. Then, independently of initial conditions, the distribution of the number of spin flips after the sweep of the frequency is binomial. Since the distribution in Eq. (24) transforms into binomial at $x \rightarrow 1$, it qualifies to be called $q$-deformed binomial, despite it is different from (25).

## IV. LIMITS OF THE EXACT SOLUTION

When $P_{0 \rightarrow \nu}$ and $P_{2 S \rightarrow \nu}$ are written in terms of $q$ Pochhammer symbols and $q$-binomial coefficients, their properties still look obscure. To simplify their appearance further,
we will consider the limit $2 S \gg 1$. It is expected then that probabilities of transitions to states with nearby indexes are close in magnitude, which justifies continuous approximation that replaces discrete index $\nu$ with a continuous variable. In this section, for simplicity, we will focus on the case with $N_{B}=0$.

## A. Continuous limit

Let us first consider the forward process. At $N_{B}=0$, Eq. (23) reduces to:

$$
\begin{equation*}
P_{0 \rightarrow \nu}=x^{2 S-\nu}\left(x^{2 S-\nu}, x\right)_{\nu} \tag{27}
\end{equation*}
$$

It is convenient to introduce a new index $f \equiv 2 S-\nu$, and define

$$
\begin{equation*}
\mathcal{P}_{f} \equiv P_{0 \rightarrow(2 S-f)}=x^{f}\left(x^{f}, x\right)_{2 S-f} \tag{28}
\end{equation*}
$$

Using the definition of Pochhammer symbol, one can find that $\mathcal{P}_{f}$ satisfies the following recursion relation:

$$
\begin{equation*}
\mathcal{P}_{f+1}=\frac{x}{1-x^{f+1}} \mathcal{P}_{f} \tag{29}
\end{equation*}
$$

which we can rewrite as

$$
\begin{equation*}
2 \frac{\mathcal{P}_{f+1}-\mathcal{P}_{f}}{\mathcal{P}_{f+1}+\mathcal{P}_{f}}=2\left(\frac{2 x}{x+1-x^{f+1}}-1\right) \tag{30}
\end{equation*}
$$

Treating $f$ as a continuous variable, the left hand side of Eq. (30) can be replaced by $\frac{1}{\mathcal{P}} \frac{d \mathcal{P}}{d f}$, which leads to the differential equation

$$
\begin{equation*}
\left.\frac{1}{\mathcal{P}} \frac{d \mathcal{P}}{d f}\right|_{f+\frac{1}{2}}=2\left(\frac{2 x}{x+1-x^{f+1}}-1\right) \tag{31}
\end{equation*}
$$

with a solution

$$
\begin{equation*}
\mathcal{P}(f)=C e^{-\frac{(2 f-1)(1-x)}{1+x}}\left(1+x-x^{f+\frac{1}{2}}\right)^{-\frac{4 x}{(1+x) \log x}} \tag{32}
\end{equation*}
$$

where $C$ is a coefficient to be determined by normalization. Interestingly, apart from $C, \mathcal{P}_{f}$ does not depend on $S$.

Switching variables from $f$ back to $\nu$, we get a continuous approximation for $P_{0 \rightarrow \nu}$ :

$$
\begin{equation*}
P_{0 \rightarrow \nu} \approx C e^{\frac{2(1-x)}{1+x} \nu}\left(1+x-x^{2 S+\frac{1}{2}-\nu}\right)^{-\frac{4 x}{(1+x) \log x}} \tag{33}
\end{equation*}
$$

Figure 2(a-b) shows that continuous approximation (33) provides a very good fit to exact results at large $S$. Even for relatively small value $S=15 / 2$, the fit is still reasonably good (Fig. 2(a)), with main deviations happening when the maximum of the distribution is at the boundary $\nu=0$ or $\nu=2 S$.

From the continuous approximation (33), we can further construct a Gaussian approximation by writing Eq. (33) as a single exponent, then finding the maximum value of the argument of this exponent, and then deriving quadratic approximation around this maximum. For the forward process the result is

$$
\begin{equation*}
P_{0 \rightarrow \nu} \approx \frac{1}{\delta_{0} \sqrt{2 \pi}} e^{-\frac{\left(\nu-\nu_{0}^{*}\right)^{2}}{2 \delta_{0}^{2}}} \tag{34}
\end{equation*}
$$



FIG. 2. (color online) Comparison of exact predictions (discrete dots) and continuous approximations (solid curves) for transition probabilities in (a-b) the forward and (c-d) the inverse processes at different values of $S$ 's and $g$ 's, and at $N_{B}=0$. (a-b) For the forward process, the exact prediction is Eq. (23), and Eq. (33) is its continuous approximation. As $g$ increases, the curves shift toward larger $\nu$ values. (c-d) For the inverse process, the exact prediction is Eq. (24), and its continuous limit is well represented by the Gaussian approximation in Eq. (40). As $g$ increases, the curves shift to smaller $\nu$ values.
where the mean $\nu_{0}^{*}$ and variance $\delta_{0}^{2}$ are given by

$$
\begin{align*}
\nu_{0}^{*} & =2 S-\frac{\log (1-x)}{\log x}  \tag{35}\\
\delta_{0}^{2} & =-\frac{x}{(1-x) \log x} \tag{36}
\end{align*}
$$

We found that this Gaussian approximation has limited applicability because the distribution $P_{0 \rightarrow \nu}$ is broad and asymmetric. So, for practical purposes, we recommend to work with a more precise approximation (33).

Analogous Gaussian approximation for the inverse process, however, turns out to be very precise. At $N_{B}=0$, we have

$$
P_{2 S \rightarrow \nu}=\left[\begin{array}{c}
2 S  \tag{37}\\
\nu
\end{array}\right]_{x} x^{\nu^{2}}\left(x^{\nu+1} ; x\right)_{2 S-\nu}
$$

which leads to the recursion relation

$$
\begin{equation*}
P_{2 S \rightarrow \nu+1}=\frac{x^{2 \nu+1}-x^{2 S+\nu+1}}{\left(1-x^{\nu+1}\right)^{2}} P_{2 S \rightarrow \nu} \tag{38}
\end{equation*}
$$

Letting $\nu$ be a continuous variable, the differential equation for the function $P_{2 S}(\nu)$, i.e., for the continuous approximation of $P_{2 S \rightarrow \nu}$, reads:
$\left.\frac{1}{P_{2 S}} \frac{d P_{2 S}}{d \nu}\right|_{\nu+\frac{1}{2}}=2\left[\frac{2\left(x^{2 \nu+1}-x^{2 S+\nu+1}\right)}{x^{2 \nu+1}-x^{2 S+\nu+1}+\left(1-x^{\nu+1}\right)^{2}}-1\right]$.

Explicit solution of Eq. (39) is shown in appendix. Despite its complexity, its Gaussian approximation has a simple form:

$$
\begin{equation*}
P_{2 S \rightarrow \nu} \approx \frac{1}{\delta_{2 S} \sqrt{2 \pi}} e^{-\frac{\left(\nu-\nu_{2 S}^{*}\right)^{2}}{2 \delta_{2 S}^{2}}} \tag{40}
\end{equation*}
$$

with the mean $\nu_{2 S}^{*}$ and the variance $\delta_{2 S}^{2}$ given by

$$
\begin{gather*}
\nu_{2 S}^{*}=-\frac{\log \left(2-x^{2 S}\right)}{\log x}  \tag{41}\\
\delta_{2 S}^{2}=-\frac{\left(1-x^{2 S}\right)^{2}}{\left(2-x^{2 S}\right)^{2} \log x} \tag{42}
\end{gather*}
$$

Comparing with exact results shown in Fig. 2(c,d), we find that approximation (40) works quite well and not only when $S$ is large but also for moderate spin sizes $(S \sim 10)$.

## B. Large coupling limit

The extremely large $g$ case (when $x \ll 1$ ) needs special treatment because continuous approximation cannot be justified. In this case, the distributions are dominated by a relatively small number of states near the boundaries. We will use condition $x \ll 1$ to our advantage in order to obtain the large coupling limit of the exact result.

For the forward process at large $g$, distribution $P_{0 \rightarrow \nu}$ is concentrated near the boundary at $\nu=2 S$, so it is better to switch to the index $f \equiv 2 S-\nu$ that describes the distance from this boundary. Rewriting Eq. (28) as

$$
\begin{equation*}
\mathcal{P}_{f} \equiv P_{0 \rightarrow(2 S-f)}=x^{f} \frac{(x, x)_{2 S}}{(x, x)_{f-1}} \tag{43}
\end{equation*}
$$

we recognize this as almost the Euler distribution [22]. The only difference is due to the cut at $f=2 S$, while Euler distribution extends to arbitrary nonnegative integer values of $f$. However, in the large- $g$ limit, $\mathcal{P}_{f}$ is negligible at index values near $f=2 S$, so up to exponentially small corrections, the limit of exact prediction becomes just the Euler distribution:

$$
\begin{equation*}
\mathcal{P}_{f} \approx x^{f} \frac{(x, x)_{\infty}}{(x, x)_{f-1}} \tag{44}
\end{equation*}
$$

The average of the Euler distribution is known [22]:

$$
\begin{equation*}
\langle f\rangle=\sum_{i=1}^{\infty} \frac{1}{x^{-j}-1}=\frac{\log (1-x)+\psi_{1 / x}(1)}{\log x}-\frac{1}{2} \tag{45}
\end{equation*}
$$

where $\psi_{q}(z)$ is the $q$-digamma function defined as:

$$
\begin{equation*}
\psi_{q}(z)=\log (q) \sum_{n=0}^{\infty} \frac{q^{n+z}}{1-q^{n+z}}-\log (1-q) \tag{46}
\end{equation*}
$$

from which we can obtain the average number of bosons generated by the forward process:

$$
\begin{equation*}
n_{b}=2 S-\langle f\rangle=2 S+\frac{1}{2}-\frac{\log (1-x)+\psi_{1 / x}(1)}{\log x} \tag{47}
\end{equation*}
$$

As for the inverse process, the formula (40) works well even in the domain of large $g$, so improvements are relevant only in the extreme limit when the average number of surviving bosons is $n_{b} \sim 1$. In the latter case, we can treat $2 S$ and $2 S-\nu$ to be $\infty$ in Eq. (24) and get the large- $g$ limit (at $N_{B}=0$ ) as

$$
\begin{equation*}
P_{2 S \rightarrow \nu} \approx x^{\nu^{2}} \frac{(x ; x)_{\infty}}{\left[(x ; x)_{\nu}\right]^{2}} . \tag{48}
\end{equation*}
$$

## C. Comparison with prior theoretical estimates

With our formulas (23) and (24), we can check validity of the prior theoretical predictions [7-10] that were derived to describe the average number of bosons $n_{b}=\langle\nu\rangle$ after the frequency chirp. For the forward process, Ref. [8] used diagrammatic kinetic approach to derive a formula (Eq. (31) in [8]) for the average number of created bosons at small and moderate couplings ( $g<1 /(2 S)$ ):

$$
\begin{equation*}
n_{b} \approx \frac{2 S\left(x^{-2 S}-1\right)}{x^{-2 S}+2 S}, \quad \text { for } g<\frac{1}{2 S}, \tag{49}
\end{equation*}
$$

In Ref. [10], the opposite, i.e. the large- $g$ limit of the forward process was considered by mapping the semiclassical nonlinear evolution equation to the Painlevé-II equation with known asymptotics. As a result, the following formula (rewritten in our notation) was proposed:

$$
\begin{equation*}
n_{b}=2 S-\log x[\log (\log x)+\gamma], \quad \text { for } g>\frac{1}{2 S}, \tag{50}
\end{equation*}
$$

where $\gamma$ is the Euler's constant.
In Fig. 3(a) we plot predictions of Eqs. (49)-(50) showing that they, indeed, work quite well within their domains of validity. Our own prediction for the large- $g$ limit $(g>1 /(2 S)$ ), given in Eq. (47), also works well but we show it only in the inset to Fig. 3(a) because our prediction almost coincides with prediction of Eq. (50). The difference is only in terms that are suppressed by a factor $\sim 1 / S$, which is expected because our approximation includes quantum effects at early stages of the dynamics, which cannot be done within the semiclassical approach.

The inverse process was studied in [8] and [9] in the large$g$ limit $(g>1 /(2 S))$. These articles predicted that $n_{b}$ should depend linearly on $1 / g^{2}$ in this limit, with some difference in predictions for the proportionality coefficient. We can also derive this linear dependence of $n_{b}$ on $1 / g^{2}$. Our formula (41) makes the following prediction

$$
\begin{equation*}
n_{b}=-\frac{\log \left(2-x^{2 S}\right)}{\log x}, \tag{51}
\end{equation*}
$$

which is valid up to the values of $g \sim 1$, i.e., when the number of remaining bosons is $n_{b} \sim 1$. For small values of $n_{b}$ it predicts

$$
\begin{equation*}
n_{b} \approx-\frac{\log 2}{\log x}=\frac{\log 2}{2 \pi g^{2}} . \tag{52}
\end{equation*}
$$

(a) forward process, $\mathrm{S}=200$

(b) inverse process, $\mathrm{S}=200$


FIG. 3. (color online) Average final number of bosons $n_{b}$ vs. square of the coupling, $g^{2}$, at $S=200$ and $N_{B}=0$ for (a) forward and (b) inverse processes. Exact predictions of Eqs. (23)-(24) are shown as discrete dots, and approximations are marked as solid curves. (a) For the forward process, the black curve shows prediction (49) (Eq. (32) in Ref. [8]) that captures the behavior at small and moderate $g$ values $(g<1 /(2 S))$. The green (light gray in the grayscale version) curve shows prediction (50) (Eq. (15) in Ref. [10]) that was derived to describe the large- $g$ limit $(g>1 /(2 S)$ ). Our own approximation in Eq. (47) is shown only in the inset (red) because it would almost coincide with the green curve in the main part of the same figure. The inset shows $n_{b}$ vs. $1 / g^{2}$ for the extremely large $g$ region. It demonstrates that Eq. (50) (green) deviates from the exact result, although this difference is suppressed by a factor $\sim 1 / S$. In contrast, our approximation (47) shows no visible deviations from the exact prediction in this case at all. (b) For the inverse process, our prediction in Eq. (51) (red) fits the exact results very well at almost all values of $g$. The inset shows that $n_{b}$ is growing linearly with $1 / g^{2}$ at large $g$ values ( $g>1 /(2 S)$ ). Our result (51) produces quantitatively the same prediction for this slope as the prior semiclassical prediction of Ref. [9].

The obtained value of the coefficient, $(\log 2) / \pi$, coincides with its semiclassical prediction in Ref. [9]. The additional factor $1 / 2$ in our result is due to the difference in notation. In

Fig. 3(b) we verify validity of both formulas (51)-(52). Thus we come to conclusion that semiclassical approximations that were developed in the series of publications [7-10] capture both qualitative and quantitative behavior of the mean value of the boson number distribution.

## v. CONCLUSION

We simplified the exact solution of the Tavis-Cummings model with a linearly time-dependent bosonic mode frequency. For the nondegenerate model (3), we found a general formula for the monomial that describes the transition probability between two arbitrary diabatic states. This formula explains all observations about the exact solution that were made in [4]. We showed then that, for fully spin polarized initial conditions, probabilities to emit a given number of bosons can be expressed in this model in terms of $q$-deformed binomial distributions, which admit simple continuous approximations in the case of many spins.

Comparisons of different limits of exact results to previous predictions that were based on advanced semiclassical and diagrammatic techniques [7-10] confirm the validity of methods developed in those publications. Especially astounding is the agreement with semiclassical predictions that were obtained in $[9,10]$ for large couplings by mapping dynamics to the Painlevé-II equation. There is practically no visible deviation of those predictions from exact results within the large- $g$ range, as shown in Fig. 3. Moreover, the quantitative estimate of the proportionality coefficient of the slope in the inset of Fig. 3, which was derived in [9], turns out to be the same as the one that we derived from the exact solution of the model. Apparently, this agreement with semiclassical calculations means that purely quantum effects that are essential at early stages of the process have only minor influence on final state probabilities in the strong coupling limit. Availability of the exact solution, however, allowed us to extend results in Refs. [7-10] and explore small purely quantum effects rigorously, describe the intermediate coupling regime, and obtain other than mean characteristics of distributions.

The standard notion of integrability in quantum mechanics does not normally cover the scope of problems with explicit time-dependence of parameters and a combinatorially
large size of the phase space. Solution of the driven TavisCummings model in [4] is the proof that extensions of the notion of quantum integrability to this new domain of problems is possible.

Our present article suggests that quantum algebras may provide the basic framework for such an extension because $q$ deformed distributions that we found arise typically in relation to such algebras. Other indications include the fact that the time-independent version of the Tavis-Cummings model is known to be solvable by the algebraic Bethe ansatz [23]. Moreover, the relation to Painlevé-II equation, which was demonstrated in $[9,10]$ and supported by our work, suggests another possible way to understand integrability in the multistate LZ theory. For example, linearizations of Painlevé equations correspond to nonstationary Schrödinger equations with time-dependent coefficients; for Painlevé-I and PainlevéII such a linearization has the form similar to (1) [24]. All such observations suggest that multistate LZ integrability has the same mathematical roots as the conventional quantum and classical integrability. We hope that our work will stimulate interest in understanding this relation.
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## APPENDIX

Explicit solution of Eq. (39) is given by
$P_{2 S \rightarrow \nu}(\nu)=$
$C e^{-2 \nu+\frac{4\left(x^{2 S+\frac{1}{2}}+2 x^{2 S+\frac{3}{2}}-2 \sqrt{x}\right) \arctan \left(\frac{x^{2 S+\frac{1}{2}}-2 x^{\nu+1}-2 x^{\nu}+2 \sqrt{x}}{\sqrt{-4 x^{2 S+1}-x^{4 S+1}+4}}\right)}{(x+1) \sqrt{-4 x^{2 S+1}-x^{4 S+1}+4} \log (x)}}$
$\times\left(1-x^{\nu+2 S+\frac{1}{2}}+x^{2 \nu}-2 x^{\nu+\frac{1}{2}}+x^{2 \nu+1}\right)^{\frac{2}{(1+x) \log (x)}}$
where $C$ is a normalization coefficient.
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