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Abstract

We investigate the behavior of several spatial grid methods and complex absorbers for strong-field

and attosecond scenarios when using the time-dependent configuration-interaction singles (TDCIS)

method to solve the multi-electron time-dependent Schrödinger equation for atoms. We com-

pare the pseudo-spectral grid (PSG), finite-element (FEM), and finite-element-discrete-variable-

representation (DVR) methods with each other and discuss advantages and disadvantages. Addi-

tionally, we study the performances of complex absorbing potential (CAP) and smooth exterior

complex scaling (SES) to absorb the outgoing electron. We find that SES performs generally

better than CAP for calculating high-harmonic generation (HHG) spectra and XUV photoelec-

tron spectra. In both of these cases, the DVR and even more the FEM grid representations show

more reliable results—especially when using SES. Both absorbers show drawbacks when calculating

photoelectron spectra in the strong-field regime.
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I. INTRODUCTION

Attosecond and strong-field physics is a fast moving and ever changing field. Over the

years, many new techniques have been developed to probe electronic motion in atoms,

molecules, and solids on their fundamental time scale [1–3]. One of the most prominent

processes is high-harmonic generation (HHG) [4–7], where low-frequency optical or infrared

light is converted into high-frequency EUV or soft x-ray radiation [8]. HHG is the most

dominating method for producing attosecond pulses [9]. HHG has also been used to probe

orbital structure [10–13], electronic [14, 15], and nuclear motion [16–19]. Furthermore, multi-

orbital [13, 20, 21] and electronic correlation effects [11, 22, 23] can play an important role

and in turn can be studied with HHG and other strong-field processes.

To probe ultrafast motion, the dynamics is usually encoded in the emitted light spec-

trum (e.g., HHG and transient absorption [24, 25]) or in the photoelectron spectrum (e.g.,

streaking [26] and RABITT [27]). They are ideal probing tools to study electronic cor-

relation dynamics which may or may not be modified by an external laser pulse. Both

aspects have been demonstrated in helium by measuring photons via transient absorption

spectroscopy [28] and photoelectrons via RABITT [29].

Understanding field-driven and field-free many-body dynamics on a fundamental level

requires time-dependent many-body methods (e.g., time-dependent R-matrix [30, 31], TD-

CIS [32], and TD-SCF methods [33–35]). Describing many-body processes on top of nonlin-

ear field-driven dynamics is numerically challenging and requires large configuration spaces.

Choosing an advantageous grid can significantly improve numerical convergence and reduce

numerical demand. For atoms, it is natural to exploit spherical symmetry. The angular

part can be treated analytically and only the radial degree of freedom has to be solved nu-

merically. Nevertheless, calculating the electronic dynamics in strong-field physics remains

challenging as tightly bound states as well as highly delocalized continuum states need to

be described for an accurate description.

The introduction of an absorbing boundary [36–39] in the form of complex absorbing

potentials (CAP) [40], window functions [41], or complex scaling (CS) [42, 43] is natural as

one tries to keep the radial grid as small as possible. Absorbers are generally not perfect

(i.e., reflection-free) and introduce unphysical motion. Consequently, having a well-behaved

absorber is desirable to ensure meaningful results. In particular, calculated photoelectron
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spectra are quite sensitive to the absorber [44].

In previous studies [42, 45, 46], hard-exterior complex scaling has been commonly used.

Hard scaling means that the complex contour starts abruptly at a given radius. Using a

specific set of B-splines allows one to deal with the kink. Smooth-exterior complex scaling

(SES) [37, 47] follows the idea to rotate smoothly the radial coordinate into the complex

plane allowing one to use a broader variety of grid representations.

In this study, we investigate the performances of three different radial grid representations

as they are used in TDCIS: pseudo-spectral grid (PSG), finite-element (FEM), and finite-

element-discrete-variable-representation (DVR) methods. The basis functions of PSG and

DVR are pseudo-local functions such that local operators, V (r̂), turn into diagonal matrices

with the diagonal entries, V (ri), where ri are the radial grid points. Numerically, a diagonal

representation is very desirable but this approximation can lead to instabilities for rapidly

varying potentials. Furthermore, we compare the CAP with the SES absorber for strong-

field ionization and photoionization processes, and study their dependence on the radial grid

representation.

In Sec. II, we briefly discuss the basics of TDCIS [cf. Sec. IIA], present all three grid

methods [cf. Sec. II B] and both absorber methods [cf. Sec. IIC]. All aspects are implemented

in the xcid program [48]. Before presenting the results for HHG in hydrogen in Sec. IIIA, we

discuss the convergence behavior of several physical and numerical parameters for the length

and velocity gauges in Sec. IIIA 1. Photoelectron spectra using the t-SURFF method [44,

49] are presented in Sec. III B for one-photon (Sec. III B 1) and multiphoton (Sec. IIIC)

ionization. Atomic units are used throughout unless otherwise indicated.

II. METHODOLOGY

A. TDCIS

The N -electron wavefunction ansatz for TDCIS reads [50]

|Ψ(t)〉 = α0(t) |Φ0〉+
∑

i,a

αa
i (t) |Φa

i 〉 , (1)

where |Φ0〉 is the Hartree-Fock ground state, and |Φa
i 〉 = ĉ†aĉi |Φ0〉 are 1-particle–1-hole (1p–

1h) excitations where an electron from orbital i is promoted to orbital a. The indices i, j
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are used to refer to occupied one-particle orbitals and the indicies a, b are used to refer to

virtual (unoccupied) orbitals. The indices p, q refer to both (occupied and virtual) orbitals.

In the case of hydrogen, |Φ0〉 is just the 1s-orbital. For multi-electron atoms, we restrict

ourselves to closed-shell atoms where each occupied orbital in the HF ground state, |Φ0〉, is
doubly occupied and the full ground state is a spin-singlet state (S = 0). The electric field

of the laser pulse does not change the spin so that it is beneficial to use spin-symmetrized

1p–1h configurations [32, 40],

|Φa
i 〉 =

1√
2

(
∣

∣

∣
Φa,↑

i,↑

〉

+
∣

∣

∣
Φa,↓

i,↓

〉)

, (2)

where the spin of the electron is explicitly stated. Additional symmetries can be found to

reduce the computational cost [20, 51]. The time-dependent Schrödinger equation reads,

i
∂

∂t
|Ψ(t)〉 = [Ĥ0 + Ĥ1 −EHF − ĤLM(t)] |Ψ(t)〉 , (3)

where Ĥ0 = F̂ + Ŵ is the Fock operator, F̂ , plus the complex absorber, Ŵ .The residual

Coulomb interaction, Ĥ1, captures all the effects beyond the mean-field potential, where the

latter is included in F̂ . The detailed form of Ĥ1 can be found in Refs. [32, 40]. For hydrogen,

Ĥ1 = 0 since there is only one electron. The light-matter interaction can be written in the

length (LG) or velocity (VG) form,

ĤLM(t) =











~E(t) · r̂, (LG),

~A(t) · p̂, (VG),
(4)

where ~E(t) = −∂t ~A(t) is the electric field and ~A(t) is the vector potential [52]. Both forms

are equivalent and, if no approximations are made, all physical observables are independent

of the choice of gauge. However, the convergence behavior of these gauges is different and

TDCIS, as all CI theories (except full CI), is not gauge invariant [53]. In Sec. IIIA 1, we

study the gauge-dependent convergence in the strong-field regime for hydrogen. We restrict

ourselves to linearly z-polarized light in the following.

Projecting Eq. (3) onto (Φ0| and (Φa
i |, we obtain the equation of motion for all time-
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dependent coefficients:

iα̇0(t) =
∑

a,i

(Φ0| ĤLM(t) |Φa
i )α

a
i (t), (5a)

iα̇a
i (t) = (εa − εi)α

a
i (t) + (Φa

i | ĤLM(t) |Φ0) α0(t) (5b)

+
∑

b,j

(Φa
i | ĤLM(t) + Ĥ1

∣

∣Φb
j

)

αb
j(t),

where |Φa
i ) := |Φa

i 〉 and (Φa
i | are right and left eigenstates, respectively, of the non-hermitian

Fock operator Ĥ0 (see Ref. [32, 37]). The non-hermiticity comes from the complex absorber,

Ŵ . The energies of the occupied and virtual orbitals, Ĥ0 |ϕp〉 = εp |ϕp〉, are given by εi

and εa, respectively. The orbital energies, εa, are complex because of the complex absorber

(see Sec.IIC). The absorber is chosen to be far away from the atom such that the occupied

orbitals are not affected by the absorber and their energies stay real.

Not all virtual orbitals a need to be considered to obtain converged results. We restrict

ourselves to orbitals with angular momentum up to lmax and orbital energies where the real

part is smaller than ec. The specific choices of lmax and ec and how they depend on the

light-matter gauge are discussed in Sec. IIIA 1.

B. Radial representations

For atomic systems, the one-particle orbitals can be written as angular momentum eigen-

states,

ϕp(r) =
un,l(r)

r
Yl,m(θ, φ), (6)

where Ylm(θ, φ) are spherical harmonics and unl(r) are radial functions depending on the

radial quantum number, n, and the angular momentum, l. Since the angular part and the

corresponding integrals are analytically known, only the radial degree of freedom has to be

solved on a numerical grid. In terms of the underlying radial basis functions, bi(r), the radial

function un,l(r) reads

un,l(r) =
∑

i

ui
n,l bi(r). (7)

In the following, we discuss three different sets of basis functions: pseudo-spectral grid

method (PSG), finite-element method (FEM), and finite-element-based discrete-variable
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representation (FEM-DVR or just DVR). For the PSG method, the basis functions are

the cardinal functions, gk(r). The FEM basis functions are written as κ
(i)
j (r) and the DVR

basis functions are written as νk(r). The properties of the different basis functions are

explained below.

For all grid methods, we enforce the boundary conditions un,l(r = 0) = un,l(rmax) = 0.

The enforcement at rmax introduces artificial reflections which are prevented by the absorber

(see Sec. IIC). Independent of the grid method, we choose a mapping

r(x) =
rmax ζ

2

1 + x

1− x+ ζ
, (8)

with x ∈ [−1, 1] so that near the origin we have a denser grid for the bound states, and

further out it approaches a linear distribution for describing the continuum states. The

parameter ζ regulates the local density of points: the smaller ζ , the more points are located

near the origin.

For FEM and DVR, this mapping is used to define the reference points around which the

FEM functions are defined. The x points are chosen to be equidistant. The number of radial

basis functions is Nb = 3N − 2, where N is the number of x points (including x = ±1). For

the PSG method, the Hamiltonian is expressed explicitly in terms of x [32]. With N points

in the x domain (including x = ±1) we get Nb = N − 2 radial basis functions for the PSG

method.

1. Pseudo-spectral grid

The pseudo-spectral grid method (PSG), which is based on the Gauss-Lobatto quadra-

ture, has been described in detail in Refs. [54–56]. We briefly review the main aspects. A

function f(x) on the interval [−1, 1] may be expressed in terms of Legendre polynomials,

Pk(x):

f(x) ≈ fN(x) =
N−1
∑

k=0

akPk(x) (9)

which may also be written in terms of cardinal functions, gk(x),

fN(x) =

N−1
∑

k=0

f(xk)gk(x), (10)
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where we require that the approximation yields the exact value of the function, f(xk), at

each grid point, xk. The N grid points are given by the zeros of the first derivative of

PN−1(x) and the end points x = ±1. The cardinal functions have the form [43],

gk(x) = − 1

N(N − 1)PN−1(xk)

(1− x2)P ′
N−1(x)

x− xk

(11)

and satisfy the unique property, gk(xl) = δkl. From Eq. (11), analytic expressions for the first

and second derivatives can be derived [54, 56]. To evaluate local potentials, V (x) := V (r(x)),

only their values at the grid points, V (xk), need to be known. This is an approximation

once the product of the local potential with the two orbitals appearing in the radial integral

is a polynomial of order larger than 2N−3 (or is not a polynomial at all), which is generally

the case as orbitals have exponential dependencies and the Coulomb potential is not a

polynomial potential. Due to the boundary conditions, un,l(0) = un,l(rmax) = 0, only N − 2

radial basis functions exist for N grid points.

2. Finite element method

Finite-element methods (FEM) are based on functions localized around a set of reference

points, ri. The distribution of these reference points can be chosen arbitrarily. However, we

use the mapping of Eq. (8) to define the reference points ri with i = 1, . . . , N . In this way,

we have a more direct comparison between the grid methods. We use the FE functions from

Refs. [57, 58]. On the interval [0, 1] we construct six unique, linearly independent fifth-order

Hermite interpolating polynomials satisfying the boundary conditions

dkPj

dxk
(0) = δj,k,

dkPj

dxk
(1) = 0, (12a)

dkQj

dxk
(0) = 0,

dkQj

dxk
(1) = δj,k. (12b)

where j, k = 0, 1, 2. These functions are defined to vanish everywhere outside [0, 1] and read

Q0(x) = x3 [6x2 − 15x+ 10], (13a)

Q1(x) = −x3 [3x2 − 7x+ 4], (13b)

Q2(x) =
x3

2
[x− 1]2, (13c)
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with Qj(x < 0) = Qj(x > 1) = 0 and Pj(x) = (−1)jQj(1 − x). The FE functions, κ
(i)
j (r),

defined on the interval r ∈ [ri−1, ri+1] are built by gluing together Pj and Qj , which are

scaled appropriately such that κ
(i)
j (r) and its first derivative are smooth functions. The FE

functions read

κ
(i)
j (r) = (ri − ri−1)

j Qj

(

r − ri−1

ri − ri−1

)

+ (ri+1 − ri)
j Pj

(

r − ri
ri+1 − ri

)

, (14)

with ∂k
r κ

(i)
j (ri′) = δj,k δi,i′ . In Fig. 1, the three types of FE functions are shown for ri+1−ri 6=

ri − ri−1. The FE functions at the boundaries are special as the points r0 and rN+1 do not

exist. This can be easily cured by just dropping the term Qj or Pj for the r1 or rN boundaries,

respectively. The functions κ
(1)
0 (r) and κ

(N)
0 (r) are ignored to ensure the boundary conditions

un,l(0) = un,l(rmax) = 0. The overall number of FE functions for N reference points ri is

Nb = 3N − 2.

The FE functions are not orthogonal with each other which introduces non-trivial overlap

matrices,
〈

κ
(i)
j

∣

∣κ
(i′)
j′

〉

6= δj,j′ δi,i′. As a consequence, the Hartree-Fock orbital equations turn

into a generalized eigenvalue problem as in the case of Gaussian or B-spline representations.

Due to its construction, an FE function overlaps only with the FE functions centered around

the same or neighboring grid points,
〈

κ
(i)
j

∣

∣Â
∣

∣κ
(i′)
j′

〉

= 0 if |i− i′| > 1.

3. Finite-element discrete-variable representation

The finite-element discrete-variable representation (DVR) is based on the FEM method

described in Sec. II B 2. To avoid the issue of non-orthogonal basis sets and recovering a

representation in which local operators are diagonal matrices, we introduce a basis transfor-

mation, νk(r) =
∑

j,i T
k
j,iκ

(i)
j (r), such that the position operator r̂ becomes diagonal,

r̂ |νk〉 = rk |νk〉 , (15)

where the eigenvalues rk are distinctly different from the ri, which are the reference grid

points for the FE functions. To find the coefficients T k
j,i, we need to solve the generalized

eigenvalue problem

∑

i′,j′

〈

κ
(i)
j

∣

∣r̂
∣

∣κ
(i′)
j′

〉

T k
j′,i′ = rk

∑

i′,j′

〈

κ
(i)
j

∣

∣κ
(i′)
j′

〉

T k
j′,i′ . (16)
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FIG. 1. (Color online) (a) FEM functions (red solid line) κ
(i)
0 (r), (blue dashed line) κ

(i)
1 (r), and

(blue dotted line) κ
(i)
3 (r) for ri−1 = 0, ri = 1, and ri+1 = 3. (b) First and (c) second derivatives of

the FE functions.

Having 3N −2 FE functions leads to 3N −2 eigenvalues, rk. The new DVR basis functions,

νk(r), are orthogonal to each other,
∫

dr νk(r)νk′(r) = δk,k′. Note that the DVR and FEM

bases are equivalent as they describe exactly the same radial configuration space.

Even though {νk(r)} is a set of orthogonal functions that diagonalize r̂ (in the FEM rep-

resentation), they do not diagonalize all local functions, 〈νk|V (r̂) |νk′〉 6= V (rk)δk,k′, because

the underlying FEM basis is not a complete basis. Strictly speaking, any operator, AFEM, in

the FEM representation has to be rewritten in the DVR basis via the basis transformation,

ADVR = T AFEM T−1, (17)

where T is the transformation matrix with the entries, T k
j,i, defined in Eq. (16).
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However, in order to recover the diagonal representation of local operators, we use the

standard DVR approximation, 〈νk| V (r̂) |νk′〉 ≈ V (rk)δk,k′. After this approximation, the

DVR representation is not equivalent anymore to the FEM representation. In Sec. III, we

discuss the practical implication of this approximation.

C. Absorbing boundaries

To avoid very large numerical boxes, we introduce boundary conditions shortly before

the numerical box ends. There are several ways to do that. A conceptually simple method

is to use a complex absorbing potential (CAP), where a purely imaginary, local potential is

introduced. A very commonly used CAP is [36, 59],

W (r) = −i η (r − rabsorb)
2 Θ(r − rabsorb), (18)

where η is real and defines the absorption strength. The CAP is a one-particle operator

and acts on each particle independently. In CIS, only one electron is allowed to be ionized

therefore, only one electron will be affected by the CAP. We have used this CAP successfully

in the past (e.g., Refs. [25, 32, 44, 51]). However, CAPs are not perfect absorbers and

always lead to artificial reflections, which can lead to difficulties for time-dependent problems

especially when calculating photoelectron spectra [44].

Another method to create absorbing boundaries is exterior complex scaling (ECS) [36, 37].

ECS is based on an analytic continuation of the radial coordinate into the complex plane

starting at a radius rabsorb which is not the origin. Beyond rabsorb, the complex path is usually

rotated by a specific angle, θ, into the complex plane. In the limit of an exact representation

(infinite basis set), ECS yields exact Siegert energies for quasi-bound states [36] and can be

used as a perfect absorber [39, 60] without reflections.

There exist two types of ECS [37]: hard and smooth ECS. For hard ECS the complex

scaling starts abruptly at rabsorb whereas for smooth ECS (SES) the complex scaling starts—

as the name says—smoothly around rabsorb. The form of SES that we consider reads [61],

r → ρ(r) = r + (eiθ − 1)

[

r + λ ln

(

1 + e(rabsorb−r)/λ

1 + erabsorb/λ

)]

, (19)

where λ defines the smoothness of the onset of complex scaling. Asymptotically we find

ρ(r ≪ rabsorb) ≈ r and ρ(r ≫ rabsorb) ≈ rabsorb + eiθ(r − rabsorb) assuming that rabsorb is far
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away from the origin (rabsorb ≫ λ). This is exactly what we want. Close to the origin we

have an unscaled (the original) radial coordinate and beyond rabsorb we have a coordinate r

that is rotated into the complex plane. The angular coordinates, (ϕ, ϑ), are not affected by

this scaling.

The Hamiltonian for complex scaling, ĤSES(t), is obtained by replacing r with ρ(r). To

ensure that only the radial degree of freedom is affected, the Hamiltonian and all other

operators are first written in a form acting only on the radial orbital wavefunction un,l(r)

[see Eq. (6)]. This ensures that the volume element, r2, arising from the angular degrees of

freedom, and derivatives that couple radial and angular coordinates (e.g., ∂z) are properly

taken care of before complex scaling is performed.

The scaled Fock operator, ĤSES
0 , defining the scaled radial components, un,l(ρ), of the

one-particle orbitals, ϕp, reads

ĤSES
0 un,l(ρ) =

[

−1

2
∂2
ρ +

ln(ln + 1)

2ρ2
− Z

ρ

]

un,l(ρ) +
∑

i

[

2Ji(ρ) un,l(ρ)−Ki[un,l](ρ)
]

, (20)

where
∑

i is the sum over all occupied orbitals and 2Ji and Ki are the direct and exchange

parts of the Hartree-Fock mean-field potential,

Ji(ρ) = (2li + 1)v(0)(ni, li;ni, li, ρ) (21a)

Ki[un,l](ρ) =
∑

L

[C li,0
l,0;L,0]

2 v(L)(ni, li;n, l, ρ) uni,li(ρ), (21b)

where C l3,m3

l1,m1;l2,m2
are a Clebsch-Gordan coefficients. The Coulomb integrals along the com-

plex path, C, defined in Eq.(19) read

v(L)(n1, l2;n2, l2, ρ1) =

∫

C

dρ
ρL>
ρL+1
<

un1,l1(ρ) un2,l2(ρ)

=

∫ ∞

0

dr2
ρL>
ρL+1
<

ũn1,l1(r2) ũn2,l2(r2), (22)

where ρ>/< = ρ(r>/<), ρ1 = ρ(r1) with r> = max(r1, r2) and r< = min(r1, r2). The volume

element arising from the change in the integration parameter (dρ = ρ′(r) dr) is absorbed in

the definition of the orbitals, ũn,l(r) =
√

ρ′(r) un,l(ρ(r)). In a similar way, the scaled 2D

radial integrals of the electron-electron interaction appearing in Ĥ1 can be written.

For a scaled local one-particle potential, V (ρ), the radial integral of the matrix elements

reads

(i| V (ρ) |j) =
∫

C

dρ bi(ρ) V (ρ) bj(ρ) =

∫ ∞

0

dr b̃i(r) V (ρ(r)) b̃j(r), (23)
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where b̃i(r) =
√

ρ′(r) bi(ρ(r)). Matrix elements for the first and second derivatives (as they

appear in the momentum and kinetic energy operators, respectively) read

(i| ∂ρ |j) =
∫

C

dρ bi(ρ) ∂ρ bj(ρ) =

∫ ∞

0

dr b̃i(r)

(

1

ρ′
∂r −

ρ′′

2ρ′2

)

b̃j(r), (24a)

(i| ∂2
ρ |j) =

∫

C

dρ bi(ρ) ∂
2
ρ bj(ρ) =

∫ ∞

0

dr b̃i(r)

(

1

ρ′
∂2
r

1

ρ′
+

2ρ′′′ρ′ − 3ρ′′2

4ρ′4

)

b̃j(r), (24b)

=

∫ ∞

0

dr b̃i(r)

(

− ~∂r
1

ρ′2
~∂r −

2ρ′′′ρ′ − 5ρ′′2

4ρ′4

)

b̃j(r),

where ~∂r (~∂r) means the derivative acts to the left (right). Derivatives without the direc-

tional arrow act (as always) to the right. There exist two equivalently symmetric expressions

for the kinetic energy operator for ũn,l(r). In both cases new potentials appear. The sym-

metric expression, 1
ρ′
∂2
r

1
ρ′
, is used for PSG and DVR representations, where ρ′(r) can be

evaluated at the grid points. The second symmetric expression, ~∂r
1
ρ′2

~∂r, is used for the FEM

representation, where the radial derivatives act directly on the FEM basis functions.

Expectation values are calculated by using the unscaled operators with the integration

along the real axis (not the complex path C) such that the integral yields a real number. As

the Hamiltonian is not hermitian, it follows that 〈Ψ(t)| 6= |Ψ(t)〉†. Therefore, it is generally
necessary to perform a separate time propagation for 〈Ψ(t)|. This is numerically challenging

because the norm of the 〈Ψ(t)| goes to infinity as the norm of |Ψ(t)〉 goes to zero [62]. As

an approximation, we just use 〈Ψ(t)| = |Ψ(t)〉†, which means that the effect of the absorber

gets imprinted on the expectation values whereas in the former case it would not. For the

expectation values involving local (i.e., V (r)) and first derivative (i.e., ∂r) operators, the

radial matrix elements read,

〈i| V |j〉 =
∫ ∞

0

dr b∗i (r) V (r) bj(r) =

∫ ∞

0

dr b̃∗i (r)
V (r)

|ρ′(r)| b̃j(r), (25a)

〈i| ∂r |j〉 =
∫ ∞

0

dr b∗i (r) ∂r bj(r) =

∫ ∞

0

dr b̃∗i (r)

(

1

|ρ′(r)|∂r −
ρ′′(r)

2ρ′(r)|ρ′(r)|

)

b̃j(r). (25b)

The same idea has been used by Moiseyev and Lein [63] to calculate time-dependent expec-

tation values with complex scaling.

The orbital energies, εp, become complex due to the complex scaling. For large orbital

energies, where the kinetic energy contribution dominates, one finds, εa → e−2iθ εa [36].

Resonances that are imbedded in the continuum will generally stand out when, θres < 2θ,
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where θres = −arg[Eres] is the angle of the complex-valued resonance energy, Eres, and θ

is the complex scaling angle [cf. Eq. (19)]. The imaginary part of the resonance energy,

ℑ{E} = −Γ/2 = −1/(2T ), is directly related to the inverse lifetime.

By taking the difference between the scaled and unscaled Hamiltonians, we can define

a complex absorbing potential, Ŵ SES = ĤSES
0 − Ĥ0, where Ĥ0 is the unscaled Fock oper-

ator [64]. The complex absorbing potential for SES is not local due to the scaled kinetic

operator. Complex scaling absorbs an escaping electron equally well regardless of its energy

in contrast to a CAP absorber. For ECS in a finite grid representation, this statement is

not strictly true anymore [47]. Nevertheless, the absorption is less energy dependent than

for a local CAP.

III. RESULTS

A. High-harmonic generation

In this section, we compare the three grid representations (PSG, FEM, and DVR) and

the two absorption methods (CAP and SES) with each other for an HHG scenario in atomic

hydrogen. We treat the light-matter interaction in the velocity and length gauges. The

vector potential of the strong-field pulse is given by

E(t) = −E0ez

[

sin2

(

πt

T

)

cos(ω0t) +
π

ω0T
sin

(

2πt

T

)

sin(ω0t)
]

, (26a)

A(t) =
E0ez

ω0

sin2

(

πt

T

)

sin(ω0t). (26b)

It coincides with the pulse [65] used in Ref. [66]. The carrier frequency, ω0 = 0.057 a.u.,

corresponds to a wavelength of 800 nm and an optical cycle of τ = 110.32 a.u. The pulse

duration is T = 3τ and the electric field of E0 = 0.029 a.u. corresponds to the cycle averaged

laser intensity of 3× 1013 W/cm2.

1. Numerical convergence

First, we discuss the gauge dependent convergence behavior with respect to the following

physical and numerical variables: max. orbital angular momentum lmax, orbital energy cut-

off ec, the number of radial basis functions Nb, and the propagation time step dt. After
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TABLE I. Error ǫ for 〈ż〉 (t) is shown for different number of grid points, orbital energy cut-offs,

and max. angular momenta. The convergence with respect to these parameters is shown for the

velocity and length gauges, where all other parameters are kept fixed at their reference values.

The reference signal 〈ż〉ref (t) is calculated where all parameters are kept at their reference values:

Nb = 1200, ec = 50, lmax = 20, dt = 0.005.

grid points time step energy cut-off angular momentum

Nb ǫlength ǫvelocity dt ǫlength ǫvelocity ec ǫlength ǫvelocity lmax ǫlength ǫvelocity

300 1.5×10−6 2.6×10−6 0.01 4.6×10−11 2.8×10−9 2 1.2×10−4 8.1×10−2 4 3.7×10−3 2.8×10−3

600 1.5×10−6 1.7×10−6 0.025 1.6×10−10 1.3×10−7 10 3.3×10−7 3.3×10−3 8 1.9×10−4 8.02×10−6

900 1.4×10−6 1.4×10−6 0.05 3.9×10−9 2.6×10−6 20 1.8×10−8 6.2×10−4 12 1.4×10−5 1.5×10−8

we have identified a set of suitable parameters, we discuss the performances of the different

absorber and grid representations. To study the convergence behavior, we compare the

time-dependent momentum, 〈ż〉 (t), of the electron, and quantify the error by,

ǫ =

√

∫ tmax

0

[〈ż〉 (t)− 〈ż〉ref (t)]2 dt. (27)

The subscription ”ref“ stands for the converged reference signal. Note that for the velocity

gauge, the instantaneous velocity of the electron is given by, 〈ż〉 (t) = 〈p−A〉 (t), which is

shifted by the vector potential, −A(t), and does not coincide with the canonical momentum,

〈p〉 (t). The electron motion is calculated up to the end of the pulse at tmax = 331 using a

4th order Runge-Kutta propagator.

The box size is set to rmax = 125 with a CAP of strength η = 0.002 starting at rabsorb =

100. The CAP parameters are chosen to be quite similar to previous calculations [20, 32, 51].

The box size and the beginning of the CAP radius are well beyond the classical turning point

radius, which is E0/ω
2 = 8.9, such that the CAP has no influence on the dynamics. The

nonlinear radial mapping of Eq. (8) with ζ = 1 is used for all three radial representations.

In this section, we limit ourselves to the PSG representation as all three grid methods show

identical convergence behaviors for the variables discussed here.

In Table I, the convergence of the error, ǫ, for the variables mentioned above is shown

for both velocity and length gauges. Only one parameter is changed at a time keeping all

other parameters fixed at their reference values (Nb = 1200, ec = 50, lmax = 20, dt = 0.005).
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FIG. 2. (Color online) The expectation value 〈ż〉 (t) for different lmax and ec calculated in the

length (a,c) and in the velocity gauges (b,d). All other parameters are kept fixed at their reference

values (see Table I).

The result where all parameters have their reference value constitutes the reference signal,

〈ż〉ref (t). To get an idea what the values in Table I correspond to, the time-dependent signal

〈ż〉 (t) is shown for several listed parameters in Fig. 2. Calculations with errors below 10−4

can be considered converged. Thanks to the nonlinear grid, already for 300 basis functions

(3 basis functions per atomic unit) the results are converged for both gauges. A time step

of dt = 0.05 is sufficient to obtain converged results. In the length gauge, the convergence

with respect to dt occurs faster than in the velocity gauge which is in part due to the larger

spectral range of orbitals ϕp needed to get converged results.

The orbital energy cut-off, ec, and the angular momentum, lmax, convergences are gauge

dependent. The number of angular momenta required to obtain converged results is smaller

for the velocity gauge than for the length gauge. We find lmax = 8 is enough for the velocity

gauge whereas the length gauge requires lmax = 12 for the same level of convergence. This
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is a 50% increase in the angular momenta needed for the length gauge. This trend agrees

with the finding in Ref. [66].

The orbital energy cut-off convergence is much faster for the length gauge, which is already

converged for ec = 2, than for the velocity gauge, which requires ec ≥ 20 to reach a converged

level. Since we solve the equation of motion [see Eq. (5)] in an orbital representation and

not in a grid representation, the orbital energy cut-off has a similar effect as the number of

grid points used in Ref. [66]. More specifically, the orbital energy cut-off is an additional

layer (besides the number of radial basis functions) of controlling the radial representation

that does not exist in a grid representation. The orbital energy cut-off restriction is based

on the idea that very high energy orbitals, which correspond to high kinetic energies that

do not appear in the laser-driven motion, can be ignored.

In the velocity gauge, the coupling to high energy orbitals is enhanced in comparison

to the length gauge, 〈a| p |b〉 = (Ea − Eb) 〈a| z |b〉, which explains why the orbital energy

cut-off, ec, tends to be higher for the velocity gauge. Cut-off energies of ec = 2 and ec = 20

correspond to ∼ 80 and ∼ 250 radial orbitals, respectively. The number of radial orbitals

enters quadratically in the numerical effort to solve Eq. (5) whereas lmax enters only linearly.

This makes calculations in the velocity gauge generally more demanding, which is opposite

to the finding in Ref. [66] because of the significant reduction in radial basis functions by

introducing an orbital cut-off energy.

In Fig. 3, the corresponding HHG spectra for the time traces shown in Fig. 2 are dis-

played. The HHG spectrum, S(ω) ∝
∣

∣

∫

[∂t 〈ż〉 (t)]e−iωtdt|2, is calculated with the dipole

velocity [67]. The gauge choice does not matter once convergence is reached demonstrating

the gauge independence of physical observables. Similarly to the time trace, the HHG spec-

trum converges faster with increasing angular momentum for the velocity gauge and faster

with increasing ec for the length gauge. The large angular momenta are needed to converge

the middle and high-energy end of the HHG spectrum whereas the orbital energy cut-off

affects mostly the low-energy part of the HHG spectrum.

In the following, we use Nb = 3rmax+1 radial basis functions for all grids and gauges. For

the length gauge we use lmax = 15 and ec = 5, and for the velocity gauge we use lmax = 10

and ec = 20.
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2. CAP vs. SES

The absorbing region is an unwanted necessity to ensure the electron gets properly ab-

sorbed. Keeping this region as small as possible without affecting the performance is desir-

able. The ponderomotive quiver radius is E0/ω
2 = 8.9 for the pulse given in Eq. (26). A

grid size of rmax = 50 should be quite sufficient to capture the laser-driven motion. In Fig. 4,

we compare the HHG for the CAP (a-c) and the SES (d-f) absorbers starting at rabsorb = 40

and rabsorb = 45 corresponding to an absorption region with a width, rmax − rabsorb, of 10

and 5, respectively. The CAP strength is η = 2 × 10−3 and for SES the rotation angle is

chosen to be θ = 25◦ and the smoothing parameter is λ = 2.

For the CAP absorber, both absorption regions are too small and large numerical noise

appears around and beyond the cut-off region. From previous calculations we know that

a CAP needs an absorption region with a width of 20–30 to perform well. The poor CAP
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FIG. 3. (Color online) HHG spectra corresponding to the results shown in Fig. 2. The HHG

spectra are calculated with 〈ż〉 (t).
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FIG. 4. (Color online) HHG spectra in the velocity gauge for (a,d) PSG, (b,e) DVR, and (c,f)

FEM radial basis sets. Results in the upper panels (a-c) are based on a CAP absorber, and an SES

absorber is used in the lower panels (d-f). The radius of the numerical box is 50 and the absorber

starts around 40 (red dashed line) and 45 (blue solid line). The black dotted lines indicate the

converged reference HHG spectrum.

performance for these small regions is, therefore, not a surprise as significant parts of the

ionized electron wavepacket do not get absorbed and instead get reflected. The SES, on

the other side, performs well for absorbing regions as small as 5. This is in agreement with

earlier findings for field-free wavepacket dynamics [47].

The small required absorbing region for SES allows us to reduce rmax even further. In

Fig. 5, the system radius rmax is varied for SES using an absorption region with a width of

10. The HHG spectrum starts to be affected by the system radius for rmax ≤ 20 with the

absorption starting around rabsorb ≤ 10. This is not surprising as the absorber overlaps with

the region of the electron trajectories that can return to the core and, hence, affects their

motion.
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FIG. 5. (Color online) HHG spectra for different rmax keeping the width of the absorbing region

fixed at 10. The black dotted line indicates the converged reference HHG spectrum. All calculations

are done in the FEM representation using the SES absorber.

3. PSG vs. FEM vs. DVR

An advantage of the FEM and DVR methods is that the grid points can be chosen

arbitrarily without introducing a new coordinate transformation. Particularly for SES and

the smooth turn-on of the complex scaling, which introduces a new complex potential, a

denser grid may be required. In Fig. 6, HHG spectra for all three grid methods are shown

for one Möbius-like grid distribution [see Eq. (8)] and two Möbius-like grid distributions

concatenated at radius r = 35. The total number of radial basis functions is 151 (a-c) and

301 (d-f). For the PSG grid, we only use the one-grid distribution because non-Möbius-

like coordinate transformations, r → r(x), introduce new potentials when expression the

Hamiltonian in terms of x ∈ [−1, 1], which is a necessity for the PSG method. The smoothing

parameter of the SES is chosen to be quite sharp with λ = 0.1 helping to demonstrates the

influence of the pseudo-local approximations of the PSG and DVR methods.

Using two concatenated grids, which leads to an increased grid density around r ∼ 35−40,

improves the results as the complex potential introduced by the coordinate transformation

is better represented. This improvement becomes most visible for the DVR method with 301

radial basis functions [see Fig. 6(e)], where the concatenated grid leads to fully converged

19



10-10

10-8

10-6

10-4

(a)

N
 =

 151
H

H
G

 y
ie

ld
 [a

rb
. u

ni
ts

]
PSG

(b)

DVR

(c)

FEM

ref
1 grid

2 grids

10-10

10-8

10-6

10-4

 0  0.4  0.8  1.2

(d)

N
 =

 301

energy [a.u.]

 0  0.4  0.8  1.2

(e)

energy [a.u.]

 0  0.4  0.8  1.2

(f)

energy [a.u.]

FIG. 6. (Color online) HHG spectra for (a,d) PSG, (b,e) DVR, and (c,f) FEM representation

are shown for different grid point distributions. A single Möbius-type grid (solid blue lines) and

two Möbius-type grids (dashed red lines) concatenated at r = 35 a0 are used. For the PSG grid

method, only the single Möbius-type grid is used. Results are shown for (a-c) 151 and (d-f) 301

radial basis functions. The black dotted lines indicate the reference HHG spectrum. In all cases

SES is used with λ = 0.1.

results. For the FEM method, the concatenated grid adds no significant improvement for

both numbers of radial basis function, and already convergence is reached for Nb = 151 with

the usual Möbius-like grid. This shows that the FEM representation leads to a better radial

representation for the same number of radial functions than the DVR method, where local

functions are approximated to be linear around the DVR points (see Sec. II B 3).

The PSG method shows much more inconsistent behavior. For Nb = 151 the calculations

even diverge. A higher number of grid points (Nb = 301) generally helps but this is not

always true. Increasing the number of radial functions to Nb = 451 (not shown) leads again

to divergent results. This is also the case for smoother SES scaling of λ = 1.0 (not shown).
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In the DVR and FEM grid representations, the results always improve as the number of grid

points increases.

4. High intensity
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FIG. 7. (Color online) HHG spectra for the SES (solid blue line) and CAP (dotted red line)

absorbers for a 2×1014 W/cm2 pulse. The box radius is 50. The reference spectrum (dashed black

line) is calculated with a box size of 125.

To show the applicability at high intensities, we study the HHG spectrum generated by

a 5 fs FWHM Gaussian pulse with a (cycle-averaged) peak intensity of 2× 1014 W/cm2 and

a wavelength of 800 nm. The HHG spectra shown in Fig. 7 are calculated for SES and CAP

absorbers in the FEM representation and a box size of rmax = 50. The absorbing regions

are 10 and 20 a.u. wide for the SES and CAP absorbers, respectively. The CAP strength

is η = 0.002. For the SES absorber, we used θ = 25◦ and λ = 2. The spectra are converged

with lmax = 30. The reference spectrum [68] is calculated with a larger box size, rmax = 125,
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such that the absorber has a negligible effect on the field-driven motion.

The SES results agree almost perfectly with the reference spectrum. The only notable

difference is the very first peak at the driving frequency ω, which is technically not part of

the HHG spectrum and is not of great interest. This discrepancy is understandable as very

low electrons perform large excursions. Already the average extent of the ponderomotive

quiver motion is 23 and covers almost half the box size of rmax = 50. All higher energies

are well reproduced by using the SES absorber. The CAP, due to its larger extent, starts

just a few atomic units after the classical turning point and affects the HHG spectrum at

all photon energies up to the cut-off region.

SES

-2 -1 0 1 2

time τ [fs]

10

20

30

40

50

60

70

fr
eq

ue
nc

y 
ω

 [e
V

]

(a)

CAP

-2 -1 0 1 2

time τ [fs]

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

S
(ω

,τ)
 [a

rb
. u

ni
ts

]

(b)

FIG. 8. (Color online) The Gabor transformation associated with the HHG spectra in Fig. 7

calculated with (a) SES and (b) CAP absorbers. The Gabor window function has a Gaussian

profile with a width of 6 a.u. (194 as).

The influence of the early turn-on of the CAP absorber can be clearly seen in the Gabor

analysis (see Fig. 8). When using a CAP (see Fig. 8b), the ”right“ arms of the energy

outbursts, which correspond to the long trajectories, are notably suppressed for all three
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instances in comparison to the SES absorber (see Fig. 8a).

B. Photoionization

1. XUV photoionization

In this section, we compare the three grid methods for photoionization of argon with a

105 eV pulse with a duration of 1.21 fs (50 a.u.) and a peak intensity of 87.5 TW/cm2

(E = 0.05 a.u.). In an earlier study [44], we investigated the convergence behavior of the

t-SURFF method for calculating the photoelectron spectra (PES) of argon. In that study,

the CAP has been used as an absorber and a strong dependence on the CAP strength η and

the distance of the t-SURFF radius, rtsurff, to rabsorb has been found. An absorber–t-SURFF

distance of at least rabsorb − rtsurff = 20 was found to be optimal. It is desirable to reduce

this distance and make it less sensitive to the parameters of the absorber.

In Fig. 9, we compare PES calculated in the velocity gauge using CAP and SES absorbers

both starting at rabsorb = 120 and the t-SURFF radius is at rtsurff = 100. The PES shows

two peaks at 76 eV and 89 eV corresponding to the ionization of an 3s and 3p electron,

respectively.

For all the grids, the CAP strength, η, and the SES smoothing parameter, λ, are varied,

respectively. The SES rotation angle is fixed at θ = 25◦. Identical results are obtained with

θ = 10◦ (not shown) demonstrating the very weak dependence of the PES on the details of

the SES absorber. The number of radial basis functions is Nb = 901 with a system radius

of rmax = 150, a Möbius-type grid distribution with ζ = 0.5, and an orbital energy cut-off

of ec = 20.

The PSG grid results show for both absorber methods strong dependencies on the pa-

rameter of the absorber. For the ECS absorber at λ = 1.0 (cf. Fig. 9) the time propagation

leads even to diverging results. In the case of a CAP absorber, the strong η dependence

agrees with the finding in Ref. [44]. Surprisingly, this dependence is basically gone for FEM

and DVR grid methods.

As the CAP introduces no discontinuities in the potential, which could lead to reflection,

the volatile behavior of PSG must be attributed to the way the flux at the radius, rtsurff,

is calculated. For the DVR and FEM methods, the derivative can be analytically found by
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FIG. 9. (Color online) Photoelectron spectrum (PES) of argon ionized by a 105 eV pulse with a

duration of 1.21 fs (50 a.u.) and a peak intensity of 87.5 TW/cm2. PES are shown for all three

grid methods (PSG, DVR, FEM) and both absorbers (CAP, SES), where the CAP strength, η,

and the SES smoothing parameter, λ, are varied, respectively. The t-SURFF radius is rtsurff = 100

and the absorber starts at rabsorb = 120.

calculating the derivative of the FEM functions. In case of the PSG method, the derivative

is a highly non-local operator that scales like (xi − xj)
−1, where xi/j are the roots of a

Legendre polynomial (see Sec. II B 1 and Ref. [54]). This makes the derivative much more

dependent on the wavefunction near the absorber whereas for DVR and FEM the derivative

at rtsurff depends only on the parts of the wavefunction that are in the vicinity of rtsurff [69].

In the strong-field regime, we have seen in Sec. IIIA that a shorter absorbing region is

possible when using SES. The same should be true for absorbing the photoelectron ionized

by one-photon absorption. In Fig. 10, we compare the PES of the ionized 3p electron for

different values of rtsurff and rabsorb for all three grids using the SES method. Again, the

PSG grid method shows strong fluctuations in the spectrum as the absorbing region varies.
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FIG. 10. (Color online) Photoelectron spectrum (PES) of the ionized 3p electron of argon for all

three grids using the SES absorber. The t-SURFF radius, rtsurff, and the SES absorber radius,

rabsorb, are varied, indicated by (rtsurff, rabsorb). The SES smoothing parameter is λ = 0.1 and the

SES angle is θ = 25◦. The pulse is the same as in Fig. 9.

For rtsurff = 100, rabsorb = 120 (solid blue line), the PES peak is slightly deformed and not

fully symmetric. Reducing the width of the absorbing region to 10 [see red dashed line in

Fig. 10(a)] improves the spectrum. However, smaller absorbing regions below 10 are not

beneficial and very fast lead to highly distorted spectra.

For the DVR method, the dependence on the SES parameters is significantly reduced.

Only when rtsurff = rabsorb the photoelectron peak starts to show small deformations. With

the FEM grid method, it is even possible to calculate the PES when choosing rtsurff = rabsorb

and having an absorbing region as small as rmax − rabsorb = 5. This is a large reduction of

the required radial space by an order of magnitude as compared to using a CAP absorber.
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C. Strong-field ionization

After studying the photoelectron spectrum in the one-photon limit, we investigate briefly

the performance in the multiphoton limit in hydrogen, where more than one photon is

required to ionize the system. We choose the 20 cycle pulse of Ref. [70], which is given by

A(t) = E0

ω0
cos2(πt/T ) cosω0t, with frequency ω0 = 0.114 (400 nm), intensity 1014 W/cm2

(E0 = 0.535), and duration T = 20 Tω0
= 40π/ω0 [71]. The corresponding photoelectron

spectra calculated with the FEM representation and a SES absorber are shown in Fig. 11

for a box size of (solid red line) rmax = 70 with rtsurff = 30 and (dotted blue line) rmax = 150

with rtsurff = 125. In both cases, the SES absorbing region starts at rabsorb = rmax − 20 with

a smooth onset of λ = 0.2 and an angle of θ = 40◦. The results are not very sensitive to

the exact shape of the SES absorber. The spectra are converged with respect to the orbital

energy cut-off and the angular momentum which take the values ec = 20 and lmax = 30,

respectively.

The above-threshold ionization (ATI) peaks are clearly visible and located at their pre-

dicted positions, nω0 − Ip − Up, where Ip = 0.5 is the ionization potential of hydrogen, and

Up = E2
0/(4ω

2
0) = 0.055 (1.5 eV) is the ponderomotive potential, by which the continuum

states are AC-Stark shifted in a laser field. The first photoelectron peak is shown in the

inset with the reference spectrum of Ref. [70] (dashed-dotted black line). The substructure

of the ATI peak is reproduced as well, which originates from the rising and falling edges of

the pulse caused by a time-dependent AC-Stark shift of the continuum [70, 72].

Even though the spectrum depends only slightly on SES parameters, it seems to be

more sensitive to rtsurff indicating that the spectrum is not fully converged. Both curves

demonstrate by how much the spectra usually change as rtsurff is varied. The numerical

noise level is around 10−7 which can be seen in the rmax = 150 spectrum at high energies.

Also the agreement with the reference spectrum at low energies is not perfect.

Here, we see the first limitations of using SES despite its good performance for HHG

spectra at low and high pulse intensities. Using a CAP absorber instead of SES leads to

very similar results (not shown) demonstrating that the absorption of the photoelectron is

not perfect for both absorbers. In comparison to the earlier discussions, the photoelectron

spectrum in the strong-field regime is more sensitive to imperfections of the absorber than

are photoelectron spectra in the UV regime or HHG spectra.

26



10-8

10-6

10-4

10-2

100

0 5 10 15 20 25 30 35 40 45

E
le

ct
ro

n 
yi

el
d 

[a
rb

. u
ni

ts
]

energy [eV]

100

100

100

100

0 1 2

rmax=150

rmax=70

ref

FIG. 11. (Color online) ATI photoelectron spectrum of hydrogen ionized by a 20-cycle cos2 pulse

with a wavelength of 400 nm and 1014 W/cm2 peak intensity for a box size of (solid red line)

rmax = 70 with rtsurff = 30 and (dotted blue line) rmax = 150 with rtsurff = 125. The FEM

representation is used in combination with the SES absorber. The low-energy reference spectrum

(dashed-dotted black line) is taken from Ref. [70].

IV. CONCLUSION

We have studied the performance of smooth exterior complex scaling (SES) and a complex

absorbing potential (CAP) for typical scenarios appearing in attosecond physics: compu-

tation of the HHG spectrum and the photoelectron spectrum in the one-photon and the

multiphoton regimes. For HHG spectra and photoelectron spectra in the one-photon limit,

using SES to absorb the electron performs better and is more stable than a CAP absorber.

Additionally, SES requires a much smaller radial region to absorb the photoelectron [47].

In the strong-field regime, both SES and CAP absorbers have to be carefully used as both

absorbers seem to have difficulties to provide a fully converged photoelectron spectrum.
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The non-linear grid distribution leads to converged results with relatively few grid points.

For the FEM and DVR (more precisely FEM-DVR) grid methods, an arbitrary distribution

of grid points can be easily achieved without transforming the Hamiltonian–opposite to the

PSG grid method. Generally, DVR and FEM prove to be more stable grid methods than

PSG for strong-field as well as for attosecond XUV ionization calculations. DVR and FEM

show a reduced dependence on the details of the absorber compared to PSG. The t-SURFF

radius can even be chosen at the onset of the complex scaled region without significantly

reducing the accuracy in the FEM representation.

Overall, FEM as well as DVR combined with an SES absorber increase generally the

stability for HHG and attosecond calculations and at the same time reduce the required

system size and improve the computational performance. Only for photoelectron spectra in

the strong-field regime, both absorbers have to be used with caution.
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