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As a further test of advanced theoretical methods to describe electron-impact single ionization
processes in complex atomic targets, we extended our recent work on Ne(2p) ionization (Ren et
al., Phys. Rev. A 91, 032707 (2015)) to Ar(3p) ionization at the relatively low incident energy of
E0 = 66 eV. The experimental data were obtained with a reaction microscope, which can cover
nearly the entire 4π solid angle for the secondary electron emission. We present experimental data
for detection angles of 10◦, 15◦, and 20◦ for the faster of the two outgoing electrons as function of the
detection angle of the secondary electron with energies of 3 eV, 5 eV, and 10 eV, respectively. Com-
parison with theoretical predictions from a B-spline R-matrix (BSR) with pseudostates approach
and a three-body distorted-wave approach (3DW), for detection of the secondary electron in three
orthogonal planes as well as the entire solid angle, shows overall satisfactory agreement between
experiment and the BSR results, whereas the 3DW approach faces difficulties in predicting some of
the details of the angular distributions. These findings are different from our earlier work on Ne(2p),
where both the BSR and 3DW yielded comparable levels of agreement with the experimental data.

PACS numbers: 34.80.Gs, 34.80.Dp
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I. INTRODUCTION

Electron-impact ionization of atoms and molecules is of fundamental importance in both basic science and a wide
variety of applications, including but not limited to modeling the physics and chemistry of planetary atmospheres,
the interpretation of astrophysical data, optimizing the energy transport in reactive plasmas, and understanding as
well as ultimately utilizing the effect of ionizing radiation on biological tissue in medical applications.

The full information about the ionization dynamics can be obtained in kinematically complete experiments, or
so-called (e,2e) studies [1, 2], which determine the momentum vectors of all free particles. Moreover, in recent years
experimental techniques were developed that allow to simultaneously access a large fraction of the entire solid angle
and a large range of energies of the continuum electrons in the final state [3, 4]. Such experiments serve as a powerful
tool to comprehensively test theoretical models that account for the quantum mechanical few-body interactions. In
recent years, theory has made tremendous progress in describing the electron-impact ionization dynamics of atomic
hydrogen and helium, as well as targets such as the light alkali and alkaline-earth elements. When it comes to
ionization of the outermost valence electron, these systems can usually be well described as quasi-one and quasi-two
electron targets with an inert core.

Much more challenging, however, is the treatment of more complex targets, such as the heavy noble gases Ne−Xe [5–
15]. In recent years, we measured the ionization of Ne(2p) [5, 6] and Ar(3p) [7, 8]. For Ne(2p), unprecedented
agreement between experiment and predictions from a B-spline R-matrix (BSR) with pseudostates approach was
obtained first for a projectile energy of 100 eV [5] and most recently also for the even lower energy of 65 eV [6]. While
other theoretical models pretty much failed, a three-body distorted-wave (3DW) approach [9–12] also did very well
in comparison with experiment for the latter case. This suggested the importance of accounting for the post-collision
interaction (PCI) at such low energies of both outgoing electrons.

Regarding Ar(3p), the comparison between experiment and the BSR predictions improved dramatically after a
cross-normalization error in the processing of the experimental raw data was discovered [16, 17]. For the higher
incident projectile energy of 200 eV and asymmetric energy sharing between the two outgoing electrons, relatively
good agreement was also achieved between experiment and a hybrid theory, which described the projectile by a
distorted-wave and the initial bound state as well as the ejected-electron−residual-ion interaction by a close-coupling
expansion [18, 19]. For 71 eV incident energy, however, the hybrid method was inappropriate. Furthermore, the
normalization correction alone did not bring completely satisfactory agreement between experiment and the BSR
predictions either.

The purpose of the present study, therefore, was twofold. First, after learning many lessons from the Ne(2p)
experiments, not only regarding the proper cross normalization but also the need for setting narrow energy and
angular acceptance windows of the detectors, a new set of benchmark data for an even lower incident energy (66 eV)
was to be generated. Experimentally, this was achieved with further improvements on the reaction microscope and
the data processing procedure. Second, it seemed important to investigate whether the success of the 3DW approach
for Ne(2p) [6] would hold up also in the case of Ar(3p). In fact, in light of the remaining discrepancies between
experiment and the BSR results for Ar(3p) at 71 eV [17], it was hoped that a second successful theory might provide
additional clues for mutual improvement.

Ar(3p) ionization was also studied by the Lohmann group in the coplanar asymmetric geometry, in particular
at E0 = 113.5 eV [20–22] using a conventional (e,2e) spectrometer. In their more recent studies, a magnetic angle
changer enabled the observation of the entire angular range for the slow ejected electron within the scattering plane.
The same coplanar asymmetric geometry was studied by Amami et al. [23] at E0 = 200 eV. Murray et al. [24, 25]
observed collisions with equal energy sharing of both outgoing electrons from near-threshold to intermediate energies
and from the coplanar to the perpendicular plane geometry.

This paper is organized as follows. After a brief description of the experimental apparatus in Sect. II, we summarize
the essential points of the two theoretical models in Sect. III. The results are presented and discussed in Sect. IV,
before we finish with the conclusions. Unless specified otherwise, atomic units (a.u.) are used throughout.

II. EXPERIMENT

Experiments were performed with an advanced reaction microscope [3] that was specially built for electron-impact
ionization studies as drawn in Fig. 1. It was recently updated with a newly designed pulsed photoemission electron gun
and a pulsed electric ion-extraction field for better ion-detection efficiency [26, 27]. Since details of the experimental
setup can be found in [3, 26, 27], only a brief outline will be given here. The well-focused (≈ 1 mm diameter), pulsed
electron beam with an energy of E0 = 66 eV is crossed with a continuous supersonic argon gas jet, which is produced
using a 30 µm nozzle and two-stage supersonic gas expansion. The electron beam is generated by illuminating a



3

FIG. 1. (Color online): Schematic view of the employed reaction microscope for electron-scattering experiments.

tantalum photocathode with a pulsed ultraviolet laser beam (λ = 266 nm, ∆t < 0.5 ns). The energy and temporal
width of the electron pulses are about 0.5 eV (∆E0) and 0.5 ns (∆t0), respectively.

Homogeneous magnetic and electric fields guide electrons (spiral lines in Fig. 1) and ions (dotted line) from the
reaction volume onto two position- and time-sensitive microchannel plate detectors that are equipped with fast multi-
hit delay-line readout. By measuring the time-of-flight and the impact position for each particle their vector momenta
after the collision are determined. The projectile beam axis (defining the longitudinal z-direction) is aligned parallel
to the electric and magnetic extraction fields. Therefore, after crossing the target gas jet, the unscattered primary
beam (dashed line) reaches the center of the electron detector, where a central bore in the multichannel plates allows
it to pass without inducing a signal. The detection solid angle for recoil Ar+ ions is 4π. The acceptance angle for
detection of electrons up to an energy of 15 eV is also close to 4π, except for the acceptance holes at small forward
and backward angles where the electrons end up in the detector bore.

Single ionization is recorded by triple-coincidence detection of two electrons (e1 and e2) and the recoil ion. Therefore,
two electrons arriving within a short time interval have to be individually registered with the electron detector. Since
we consider asymmetric energy sharing and forward scattering for the faster electron in the present work, the times-
of-flight of both electrons always differ by more than 20 ns. Consequently, detector and electronic dead-times do not
affect our data acquisition.

In our experiment, data are recorded in a single run by the list mode (event-by-event) data acquisition. The three-
dimensional momentum vectors and, consequently, kinetic energies and emission angles of final-state electrons and
ions are determined from the individually measured time-of-flight and position in the offline data analysis. Since the
complete experimentally accessible phase space is measured simultaneously, all relative data are cross-normalized and
only a single global factor is required in comparison of theory and experiment [5, 6].

Compared to earlier experiments[8, 17], we significantly improved the electron momentum resolution of the spec-
trometer by increasing the homogeneity of the extraction fields and reducing the time-of-flight uncertainty due to the
shorter projectile pulses. This improvement manifests itself in the resolution for the electron binding energy (EB =
E0 − E1 − E2), for which we achieved ∆EB ≈ 2.0 eV. This is about a factor of three better than before.

Consequently, as suggested in Ref. [28], the intervals of scattering angles ∆θ1 and ejected electron energies ∆E2,
over which the experimental data are integrated, were narrowed in the present work in order to reduce the resulting
uncertainties in the cross-section values. The individual acceptance intervals employed in the experimental data
analysis were θ1 = −10◦ ± 1◦, −15◦ ± 1◦ and −20◦ ± 2◦ for the detection angle θ1 of the fast outgoing electron. For
the slow outgoing electron, the windows for the energy resolution were set as E2 = 3 eV±1 eV, 5 eV ±1 eV, and
10 eV ±1 eV, while the angular resolution was ∆θ2 = ±3◦ and ∆φ2 = ±3◦. As a result, we see for some kinematical
conditions that angular emission maxima and minima become better resolved in the experimental cross-section data
compared to our earlier measurement [8, 17]. This will be further elucidated below.

III. THEORETICAL MODELS

We used two theoretical methods to describe the present electron-impact ionization process. Although they have
been described previously, we summarize the essential ideas and the particular ingredients for the current cases of
interest in order to make this paper self-contained. Even more detailed information can be found in the references
given.
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A. BSR

The BSR method (see [29] for a detailed summary and an overview of various applications) and the accompanying
computer code [30] were originally developed as an alternative to the well-known R-matrix approach developed by
Burke and collaborators in Belfast. An extensive description of the latter can be found in [31]. In order to allow for
calculations of electron-impact ionization processes, the BSR method, like the Belfast implementation, was extended
by introducing a large number of pseudostates. This became known as the R-matrix with pseudostates (RMPS)
approach [32]. Regarding the basic idea, it is equivalent to the “convergent close-coupling” (CCC) approach developed
by Bray and co-workers (see [33] for a recent review). Most importantly, the effect of the countable infinite number
of high-lying Rydberg states and the uncountable infinite ionization continuum in the close-coupling expansion is
approximated by a large (but finite) number of compact, and hence box-normalizable, pseudostates.

After the pseudostate close-coupling methods turned out to be extremely successful in the description of transitions
between discrete physical bound states, without significant modifications needed to generate the results of interest
for such transitions, the question became how to potentially extract results for the ionization process. While the
total ionization cross section for a given initial state could be obtained in a straightforward way by just adding up the
excitation cross sections for all transitions from this state to pseudostates with energies above the ionization threshold,
the situation is much more complicated if cross sections that are differential in energy and/or angle are required.

Details and further references to the original papers can be found in the reviews mentioned above. Here we briefly
repeat how the physical ionization cross sections are obtained from the excitation amplitudes for the pseudostates [34].
To begin with, we are interested in the ionization amplitude

f(L0M0S0MS0
,k0µ0 → LfMfSfMSf

,k1µ1,k2µ2) (1)

for an initial target state with orbital angular momentum L0 and spin S0 (with projections M0 and MS0 , respectively)
leading to a final ionic state with corresponding quantum numbers labeled by the subscript f , by an electron with
initial linear momentum k0 and spin projection µ0 resulting in two outgoing electrons described by k1, µ1 and k2, µ2.
We obtain this ionization amplitude by projecting the excitation amplitudes for the pseudostates (superscript p),

fp(L0M0S0MS0 ,k0µ0 → LMSMS ,k1µ1) =

√
π

k0k1

∑
l0,l1,LT ,ST ,ΠT ,MLT

,MST

i(l0−l1)
√

(2l0 + 1)

× (L0M0, l00|LTMLT
)(LM, l1m1|LTMLT

)(S0MS0 ,
1

2
µ0|STMST

)

× (SMS ,
1

2
µ1|STMST

)TLTST ΠT

l0l1
(α0L0S0 → αLS) Yl1m1(θ1, ϕ1), (2)

to the true continuum functions for electron scattering from the residual ion, Ψ
k2µ2(−)
LfMfSfMSf

, and summing over all

energetically accessible pseudostates using the ansatz
f(L0M0S0MS0

,k0µ0 → LfMfSfMSf
,k1µ1,k2µ2)

=
∑
p

〈Ψk2µ2(−)
LfMfSfMSf

|Φp(nln′l′, LS)〉fp(L0M0S0MS0
,k0µ0 → LMSMS ,k1µ1). (3)

In this multichannel generalization of Eq. (15) proposed by Bray and Fursa [35], TLTST ΠT

l0l1
(α0L0S0 → α1L1S1) is an

element of the T matrix for a given LT , total spin ST , and parity ΠT of the collision system. Choosing the z-axis
along the direction of the incident beam simplifies the formula to m0 = 0 for the orbital angular momentum projection
of the incident electron.

As seen from Eq. (3), the above procedure requires the overlap factors 〈Ψf,k2(−)
LfMfSfMSf

|Φp(nln′l′, LS)〉 between the

true continuum states and the corresponding pseudostates. The continuum states, which describe electron scattering
from the residual ion, are once again obtained using the R-matrix method, with the same close-coupling expansion
that is employed for generating the bound pseudostates. This is a critical issue, since it allows for the preservation of
the crucial channel information through the projection.

Finally, the fully differential cross section (FDCS) is given by

dσ

dΩ1dE1dΩ2dE2
=
k1k2

k0

∣∣f(L0M0S0MS0
,k0µ0 → LfMfSfMSf

,k1µ1,k2µ2)
∣∣2 , (4)

where Ei,Ωi (i = 1, 2) denote the energy and the solid-angle element for detection of the two electrons.
For the present work, we started with multi-configurations expansions of the three ionic states (3s23p5)2P o,

(3s3p6)2S, and (3s23p43d)2S of Ar+. These states were generated by the B-spline box-based close-coupling
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method [36] inside a box of radius a = 28 a0, where a0 = 0.529 × 10−10 m denotes the Bohr radius. The one-
electron orbitals were expanded in a B-spline basis and then used as the core basis to construct 482 states of neutral
argon by adding another electron. All one-electron orbitals that made up these states were forced to vanish at the
box boundary.

The number of physical states that can be generated by this method depends on the radius of the R-matrix
(B-spline) box. The physical states are those that fit into the box with a sufficiently well decreasing exponential tail,
while the pseudostates are pushed up in energy due to the forced number of nodes within the box. It is also worth
noting that the one-electron orbitals with the same value of the angular momentum are not forced to be orthogonal
to each other in the BSR implementation, nor to the continuum orbitals used for the expansion of the scattering
wavefunction inside the R-matrix box in the subsequent collision calculation. This leads to additional complexities in
setting up and diagonalizing the Hamiltonian matrix, but it also has many practical advantages [29]. In particular,
releasing the orthogonality restriction provides high flexibility in the description of complex targets with strong term-
dependence of the one-electron orbitals. In the present work, the 482 states had coupled orbital angular momenta
L ≤ 5 and energies reaching up to 80 eV.

We then performed a non-relativistic calculation for e-Ar collisions with all 482 states included in the close-coupling
expansion. The resulting equations were solved with a parallelized version of the BSR suite of computer codes [30].
Contributions from target+projectile symmetries with coupled orbital angular momenta up to 25 were included in
the partial-wave expansion. The model contained up to 1,445 scattering channels, leading to generalized eigenvalue
problems with matrix dimensions up to 90,000 in the B-spline basis. This calculation yields scattering amplitudes
for excitation of all physical and pseudostates. The amplitudes for the latter are finally projected to the true e-Ar+

collision states for the ejected electron to obtain the ionization amplitudes. As mentioned above, in order to keep this
projection consistent, it is crucial to employ the same close-coupling expansion, in our case involving the three states
of Ar+ mentioned above, that was used to generate the target states in the first place.

As a final remark, RMPS methods in general contain the full correlations, including the post-collision interaction
(PCI), between all electrons involved within the R-matrix box, similarly to the CCC implementation that also employs
orbitals of finite range. Hence, the size of the R-matrix box is not solely determined by the range of the discrete
target states for which transitions should be described, but also by the goal of accounting as much as possible for the
long-range correlations between the two electrons that can get far away from the target nucleus, i.e., the projectile
and the “ejected” electron, even though the latter can actually not reach the detector in the original theoretical
formulation. In principle, the dependence of the results on the box size could be tested, but in reality such tests are
limited by the available computational resources. However, practitioners of the pseudostate close-coupling approach
have gained much experience over the past two decades regarding the choice of appropriate parameters.

B. The 3DW Approximation

Since the details of the 3DW approximation have been outlined before [9–12], only an overview will be given here.
In the 3DW approximation, the direct T matrix is given by

T 3DW
dir = 〈Ψf |W |Ψi〉. (5)

For ionization of an atom, the initial-state wave function Ψi is approximated as a product of the initial Hartree-
Fock bound-state wave function ψHF for the target and a distorted-wave function χ

0 for the incoming electron (the
projectile):

Ψi = ψHF χ0. (6)

The perturbation (W ) is given by

W = Vi − Ui. (7)

Here Vi is the interaction between the incident electron and the atom, while Ui is the initial-state spherically symmetric
static approximation for Vi, which asymptotically approaches zero. The final-state wave function is approximated as
a product of two final-state continuum electron distorted waves (χ1 for the scattered and χ2 for the ejected electron,
respectively), and the Coulomb interaction between the outgoing electrons (C12), normally called PCI:

Ψf = χ
1
χ

2 C12. (8)
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FIG. 2. (Color online): Experimental and theoretical FDCS for ionization of Ar(3p) by incident electrons with energy
E0 = 66 eV, presented as 3D images. The scattering angle is θ1 = −15◦, and the ejected electron energy is E2 = 3 eV.
Panel (a) shows the experimental 3D FDCS, while panels (b) and (c) represent the predictions x from the BSR and 3DW
theories, respectively.

In the 3DW approximation, we incorporate the exact electron-electron Coulomb interaction between the two elec-
trons for C12, which requires the evaluation of a six-dimensional (6D) numerical integral. This factor is a product of
a Γ factor and a hypergeometric function [6]. Finally, the direct 3DW T matrix becomes

T 3DW
dir = 〈χ1

χ
2 C12|Vi − Ui|ψHF χ0〉. (9)

The exchange T matrix T 3DW
exc is identical to Eq. (5), except that the scattered and ejected electrons are exchanged

in the final-state wave function Ψf .
Finally, the FDCS can be written for the T matrix in atomic units as

FDCS =
1

(2π)5

k1k2

k0

(
|Tdir|2 + |Texc|2 + |Tdir − Texc|2

)
. (10)

where k0, k1, and k2 are the magnitudes of the momenta of the initial, scattered, and ejected electrons, respectively.
Calculations are typically classified in terms of orders of perturbation theory. However, this classification can become

ambiguous, since any physics contained in the approximate wave function is contained to all orders of perturbation
theory, while the physics contained in the perturbation will be contained to the order of the calculation. For the 3DW
approximation, the electron-electron interaction is contained in the approximate final-state wave function; hence, this
physics is contained to all orders of perturbation theory. As mentioned above, the nonperturbative BSR calculation
also accounts for PCI to all orders of perturbation theory, but only within the R-matrix box. In BSR calculations
for ionization, therefore, the box size is generally chosen larger than required by the typical rule [31] that exchange
between the projectile electron and the target electrons is negligible.
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FIG. 3. (Color online) FDCS for the ionization of Ar(3p) presented as a function of the ejected electron (e2) emission angle
at scattering angles θ1 = −10◦ (top row), θ1 = −15◦ (center row), and θ1 = −20◦ (bottom row) for ejected-electron energies
E2 = 3 eV (left column), E2 = 5 eV (center column), and E2 = 10 eV (right column). The vertical arrows indicate the
momentum transfer direction, q and its opposite, −q. The results are for the scattering plane, i.e., the xz-plane of Fig. 2(a).

IV. RESULTS AND DISCUSSION

Figure 2 exhibits the experimental and theoretical FDCSs for ionization of Ar(3p) by 66 eV electron impact as three-
dimensional (3D) polar plots for a projectile scattering angle of θ1 = −15◦ as a function of the emission direction of a
slow ejected electron with E2 = 3 eV energy. Panel (a) corresponds to the experimental data, while panels (b) and (c)
show the calculated results from the BSR and 3DW theories, respectively. The projectile enters from the bottom and
is scattered to the left (hence the minus in the notation for the angle). These two vectors define the scattering (xz)
plane, as marked by the solid frame in panel (a). The momentum transfer to the target is indicated by the arrow
labeled q.

In these 3D-plots, the FDCS for a particular direction is given as the distance from the origin of the plot to the
point on the surface, which is intersected by the ejected electron’s emission direction. [Below we follow the common
notation of referring to the slower of the two outgoing electrons as “ejected”, and to the faster one as “scattered”.] The
kinematics chosen displays exemplarily the principal features of the emission pattern: it is governed by the well-known
binary and recoil lobes. The binary lobe is oriented roughly along the direction of the momentum transfer q, thus
corresponding to electrons emitted after a single binary collision with the projectile. In the opposite direction the recoil
lobe is found, where the outgoing slow electron, initially moving in the binary direction, additionally backscatters in
the ionic potential. For ionization from p-orbitals, the binary peak often exhibits a minimum along the momentum
transfer direction. This is the result of the characteristic momentum profile of a p-orbital that has a node for vanishing
momentum. Additionally, the ejected electron is repelled by the scattered projectile due to the long-range nature of
the Coulomb force. These PCI effects tilt the binary and recoil lobes away from the scattered projectile direction.
Furthermore, at these relatively low energies the binary lobe exhibits a much flatter shape in comparison with 3D
emission patterns for high and intermediate energies.



8

0

1

2

3

0.0

0.5

1.0

1.5

0 60 120 180 240 300 360
0.0

0.2

0.4

0.6

60 120 180 240 300 360 60 120 180 240 300 360

1
  10O, E

2
  5 eV

 

 

1
  10O, E

2
  3 eV

(a)

 

 

(d)

(e)

(f)

(g)

(h)

(i)

1
  10O, E

2
  10 eV

 

 

 BSR
 3DW

Expt.

(b)

 

 
FD

C
S 

(a
.u

.)

1
  15O, E

2
  3 eV

1
  15O, E

2
  5 eV

1
  15O, E

2
  10 eV

 

 

 

 

(c)
 

 

1
  20O, E

2
  3 eV

1
  20O, E

2
  5 eV

1
  20O, E

2
  10 eV

 

 

Ejected electron angle, 2 (deg)

 

 

FIG. 4. (Color online) Same as Fig. 3 for the “half-perpendicular” plane, i.e., the yz-plane of Fig. 2(a).

Comparing the experimental data to the two sets of theoretical results, we see that the BSR predictions are in
overall good agreement with the data. In contrast to ionization of Ne(2p) [6] for comparable kinematical parameters,
the 3DW theory underestimates the out-of-scattering-plane size of the binary peak relative to the recoil peak for the
case shown.

For a more quantitative comparison between experiment and theory, the cross sections in three orthogonal planes
are presented in Figs. 3−5. Those are the xz-plane or scattering plane, the yz-plane or half-perpendicular plane,
and the xy-plane or full-perpendicular plane, which are cuts through the 3D FDCS image as indicated in Fig. 2(a).
The studied kinematical conditions correspond to projectile scattering angles of θ1 = −10◦, −15◦, and −20◦, and to
ejected electron energies of E2 = 3 eV, 5 eV, and 10 eV, respectively. The global scaling factor used to normalize the
experimental data to the theories was found by achieving a good visual fit of experiment and the BSR calculations
for the FDCS in the scattering plane at θ1 = −10◦ and E2 = 3 eV (Fig. 3(a)). This factor was subsequently applied
to all other kinematics and planes, i.e., the experimental data are consistently cross-normalized to each other.

Figure 3 shows a comparison between experiment and theory for detection of the secondary electron in the scattering
plane. As can already be seen in the 3D plots, the BSR is in better agreement with experiment than the 3DW. Although
the 3DW is in reasonably good agreement with the data for the binary peak at the smaller projectile scattering angles,
it tends to predict a broader and often also higher recoil peak. The BSR, on the other hand, is in reasonably good
agreement with the data, particularly for the two smaller projectile scattering angles.

For the largest projectile scattering angle and low ejected electron energies, the two theories agree better with each
other than with experiment for the binary peak. As mentioned earlier, p-orbital cross sections often exhibit a double
binary peak with a minimum near the momentum transfer direction. This behavior can indeed be seen in a few cases,
particularly for the larger projectile scattering angles and lower energies. The BSR predicts a double recoil peak for
all cases. The 3DW results exhibit a double peak only for θ1 = −20◦. For smaller θ1, it appears that these two peaks
merge into a single peak. The peaks are more separated in the BSR results, with one of them being positioned near
180◦. For this peak, intensity increases with increasing scattering angle. Unfortunately, the cross section close to 180◦
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FIG. 5. (Color online) Same as Fig. 3 for the “full-perpendicular” plane, i.e., the xy-plane of Fig. 2(a).

cannot be accessed experimentally. Only for θ1 = −20◦ and E2 = 5 eV, the available data suggest a possible peak
around 180◦. Nevertheless, in this case as well as for θ1 = −20◦ and E2 = 3 eV, the measured cross section in the
vicinity of 180◦ lies significantly below the BSR predictions.

Figure 4 shows a comparison between experiment and theory for the yz-plane (half-perpendicular plane). For this
plane, symmetry considerations require the cross sections to be symmetric about 180◦, which can indeed be seen in
both theory and experiment. Here, the BSR is in much better agreement with experiment than the 3DW. Problems
for the BSR remain at θ1 = −20◦ for E2 = 3 eV and 5 eV. In these cases, the predicted peak at θ2 = 180◦ is either not
seen at all, or there is at best a very weak indication in the experimental data. This finding is similar to that noted
above also for the scattering plane. The yz-plane also reveals the too-narrow binary peak of the 3DW calculation
that is already visible in the 3D plot (see Fig. 2). The 3DW binary peak is not contributing significantly to the
yz-plane cross section and, consequently, all panels show that the predicted cross section is significantly smaller than
observed experimentally for θ2 ≤ 90◦ and, by symmetry, for θ2 ≥ 270◦. As a result, the 3DW shows no indication of
a binary/recoil peak in the yz-plane.

Figure 5 shows the comparison between experiment and theory for the full-perpendicular plane (i.e., the xy-plane).
Here, the experimental angular acceptance covers the entire 0◦−360◦ range, but the cross sections are again symmetric
with respect to 180◦. The binary and recoil peaks are observed in the vicinity of φ2 = 0◦ and 180◦, respectively. Both
3DW and BSR are in rather good agreement with the experimental data, except that the binary peaks are again too
narrow in the 3DW curves. Furthermore, the 3DW does not reproduce the apparent minimum that is seen in some
cases for φ2 = 0◦.

It is worthwhile to note that our measurements for the scattering plane are qualitatively consistent with those of
the Lohmann group [20–22], which were obtained at the higher projectile energy of E0 = 115.5 eV. For the projectile
scattering angle θ1 = −15◦, for instance, we observe that with increasing ejected electron energy E2 the two maxima
of the binary peak, which are clearly visible at E2 = 3 eV, merge to a single maximum at E2 = 10 eV. The same
behavior was reported in Ref. [20] for the same scattering angle. Furthermore, Refs. [21, 22] provide some information
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regarding the pronounced peak at θ2 = 180◦ predicted by the BSR theory. For θ1 = −15◦, such a peak was indeed
observed in the coplanar cross sections for E2 = 2 eV, but it was strongly reduced and became almost invisible for
E2 = 5 eV. This trend is not seen in the BSR results at the present projectile energy.

We finish this section by commenting again on the improved momentum resolution of the current apparatus and
the reduced angular and energy ranges that the data are summed over compared with our earlier measurement at
E0 = 70.8 eV [8]. Looking at the measured cross sections for corresponding kinematical cases in both experiments, it
becomes clear that the overall patterns are consistent while the angular resolution is better for the present data. For
the scattering plane, this can be seen by comparing Fig. 3(c) with Fig. 4(g) in [8], where the dip in the binary peak
is clearly deeper in the present measurements. The same holds for the half-perpendicular plane, which was labeled
“perpendicular plane” in [8]. In particular, we recommend comparing panels Fig. 4(a,b,c) above with Fig. 4(d,f,h)
in [8], respectively.

V. CONCLUSIONS

We have reported a comprehensive study of the electron-impact ionization dynamics of Ar(3p) at the relatively low
incident projectile energy of 66 eV. The fully-differential cross sections obtained experimentally were internormalized
across three scattering angles θ1 from −10◦ to −20◦ and three ejected electron energies E2 from 3 eV to 10 eV. The
present experimental data substantially enhance the still very limited set of data currently available to thoroughly
test theoretical methods for describing this complex and highly correlated problem.

Overall, our experimental data and the BSR predictions agree at a similar level as in previous studies, in particular
for the two smaller scattering angles θ1 = −10◦ and −15◦, whereas the 3DW results reveal significant deviations
from experiment in some cases. The latter findings are different from our recent work on Ne(2p) ionization [6], where
both BSR and 3DW yielded comparable levels of agreement with the experimental data. It is conceivable that the
energies considered in this work are too low for the 3DW approach, which does not contain channel coupling. Another
possibility for the difficulties could be the fact that the current implementation of the 3DW method uses single-
configuration descriptions of the initial bound and the final ionic target states, rather than the multi-configuration
expansions with term-dependent orbitals that can be employed in the BSR approach.

One of the primary strengths of the 3DW approach lies in the exact treatment of PCI. Accordingly, we find that
the 3DW is in qualitative agreement with experiment concerning the angular positions of the peaks in the scattering
plane, which are strongly influenced by PCI. On the other hand, the 3DW cross section in the binary regime is
too small, particularly outside the scattering plane. This results in poor agreement with experiment and the BSR
predictions in the half-perpendicular plane. Based on the present results, we conclude that the important physical
effects determining the cross sections appear to be very different for Ne and Ar, since the 3DW was in good agreement
for Ne for essentially the same kinematics.
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