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Selected features of non-sequential double-ionization have been qualitatively reproduced by a mul-
titude of different (quantum and classical) approaches. In general, however, the typical uncertainty
of laser pulse parameters, and the restricted number of observables measured in individual exper-
iments, leave room for adjusting theoretical results to match the experimental data. While this
has been hampering the assessment of different theoretical approaches leading to conflicting inter-
pretations, comprehensive experimental data that would allow such an ultimate and quantitative
assessment have been missing so far. To remedy this situation we have performed a kinematically
complete measurement of single-cycle multiple-ionization of argon over a one order of magnitude
range of intensity. The momenta of electrons and ions resulting from the ionization of the target gas
are measured in coincidence, while each ionization event is tagged with the carrier-envelope phase
(CEP) and intensity of the 4-fs laser pulse driving the process. The acquired highly differential ex-
perimental data provide a benchmark for a rigorous test of the many competing theoretical models

used to describe NSDI.

PACS numbers: 32.80.Rm, 32.80.Wr, 32.80.Fb

I. INTRODUCTION

Strong-field multiple ionization of atoms is widely re-
garded as a classic example of multi-electron dynamics
in an external field, and has attracted considerable in-
terest of experimentalists [1-6] and theorists [7—11] alike.
Double ionization, in particular, is a process character-
ized by different intensity dependent regimes [12]. At
high laser intensities, close to the saturation intensity for
single ionization, double ionization is dominated by se-
quential double-ionization (SDI), which can be described
within the single active electron approximation. At lower
intensity, non-sequential double ionization (NSDI) sets
in, a regime where the double ionization probability is
orders of magnitude higher than predicted by SDI [2, 12].
Different models incorporating electron correlation have
thus been proposed to describe the dynamics leading to
NSDI, as described in a recent review [13].

Detailed information about the NSDI dynamics has
been obtained with the development of kinematically
complete experiments, in which the momenta of electrons
and ions generated in the ionization process are measured
in coincidence [14, 15]. The results from these experi-
ments [4, 16-19] indicate that the ionization of the second
electron in NSDI is triggered by the recollision of the first
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ionized electron with the parent ion [20]. In conventional
experiments using multi-cycle laser pulses, however, mul-
tiple recollisions of the first electron with the parent core
may significantly complicate the NSDI dynamics [21, 22],
impeding quantitative comparison of experiment and the-
ory. Confining NSDI to a single laser cycle using CEP-
tagged few-[23] and near-single-cycle [24] pulses has re-
cently allowed the suppression of multiple recollisions,
thus transposing the ideal conditions assumed in many
models into the laboratory (see Ref. [25] for a recent re-
view on single-cycle NSDI). It was demonstrated, indeed,
that single- and multi-cycle NSDI dynamics of argon are
dramatically different, with a marked transition occur-
ring in the few-cycle regime [22, 26].

The cross shaped two-electron momentum spectrum
(TEMS) observed in single cycle NSDI [24] indicates
asymmetric energy sharing between the two electrons
and can be well understood assuming recollisional ex-
citation with subsequent ionization by the laser field
(RESI) [8, 27]. The exact underlying physics, however,
gave rise to some debate. While semi-classical models
ascribe the asymmetric energy sharing to a depletion ef-
fect [24], quantum mechanical calculations are able to
generate the cross shaped TEMS without resorting to
depletion, indicating that it is rather the symmetry of
the excited state that is playing a key role [28].

This debate shows that the ultimate assessment of
theoretical models requires a systematic and fully-
differential experimental study of single-cycle NSDI over



a broad range of intensities. Although highly desirable,
such a study has been missing so far and kinematically
complete NSDI data have only been recorded for a few
intensity values in independent experiments. Because of
the generally low accuracy of the absolute intensity de-
termination, the set of available data does not strongly
constrain theoretical models as the intensity value can be
adjusted independently for each measurement.

Here, we remedy this problem with a comprehensive
study of multiple ionization of argon in the single-cycle
regime, in which we resolve the evolution of the CEP-
dependent two-electron dynamics along the intensity de-
pendent double ionization yield curve. Taking advantage
of the CEP-dependent observables, we perform a novel
characterization of the transition from the non-sequential
to the sequential regime that sets a new benchmark for
the theoretical description of NSDI. The new constraints
imposed by our measurements are demonstrated by a rig-
orous comparison of the experimental data to predictions
from a semi-classical model, which adequately described
the results at a single intensity value [24].

II. EXPERIMENTAL SET-UP

In our experiment, intense 4-fs (FWHM in intensity)
laser pulses with a center wavelength of 750 nm are gen-
erated at a repetition rate of 10kHz using a Femto-
lasers Femtopower HR CEP4 chirped-pulse amplification
(CPA) based laser system. The CEP of the laser is sta-
bilized using the feed-forward technique [29], controlled
by varying the dispersion in the CPA stage, and mea-
sured using an f-2f interferometer. The laser pulse en-
ergy is adjusted with a motorized neutral density (ND)
filter wheel and the beam is sent into a reaction micro-
scope (REMI) [15]. The laser power is measured with a
fast power meter at the exit of the REMI. In the REMI,
the laser pulses are focused into a cold-gas jet of argon
atoms. In order to keep the count rate close to 0.1 ions
per laser shot when changing the intensity, the extension
of the gas target along the laser propagation direction is
controlled using a slit of variable width to cut into the gas
stream. The momenta of ions and electrons are recorded
in coincidence using a pair of time- and position-sensitive
detectors. The data recorded with the REMI are corre-
lated with the simultaneously measured CEP and average
power of the laser pulses. The focal laser intensity is es-
timated from the measured power-dependence of the 10-

Up cut-off in the single-ionization photo-electron spectra
of Ar.

III. RESULTS AND DISCUSSION

In order to study the multiple ionization processes over
a large intensity range, the data in the high and low inten-
sity regions were acquired in two separate measurements
using focusing mirrors with focal lengths of f = 10 and

f = 17.5cm, respectively. The intensity ranges of the two
measurements overlap between 1.4 and 2.4x 10 W /cm?,
which allows for a quantitative comparison of the two
data sets. The effect of the different focusing geome-
tries on the intensity distribution in the focal volume is
addressed in appendix E. It is shown there, that the dis-
crepancies between the two data sets in the overlap re-
gion are imputable to the slightly different focal volume
averaging conditions in the two measurements. Despite
these discrepancies, the intensity dependence of the mea-
sured observables exhibits the same qualitative behavior
for both data sets.

The measured ratio of double-to single ionization yields
is shown in Fig. 1 together with the corresponding CEP-
averaged TEMS. The yield ratio exhibits the character-
istic “knee” shape [2, 12] with an inflexion point around
3x 10* W /cm?, and approaches the magnitude expected
from pure SDI near 6 x 10'* W /cm?2. The evolution of the
curve with increasing intensity is accompanied by signif-
icant changes in the TEMS.

In the TEMS the double ionization yield is plotted as a
function of the momenta p;, and ps of the first and second
electron along the polarization direction, using momen-
tum bins of 0.08 a.u. Since the two electrons are not
distinguishable, the distributions are symmetrized with
respect to the main diagonal. Each plot is generated fol-
lowing the procedure detailed in Ref. [22] and contains
between 10,500 and 160, 000 events collected over an in-
tensity range of +5,% of the indicated intensity value.

At low intensity (0.9 x 10** W/cm?) the distribution
assumes a cross shape with maximum signal around
(p1,p2) = 0. At higher intensity (1.2-1.9 x 10** W /cm?)
the arms of the cross become slightly tilted towards the
main diagonal while maxima are building up at their
extremities that extend to higher momenta. At even
higher intensity (2.2-2.5 x 1014 W /cm?) a maximum ap-
pears again at the center. This low-momentum signal at
the center becomes even broader when the intensity is
further increased (3.4-4.4 x 10** W /cm?) and dominates
the whole distribution at the highest intensity used in the
experiment (5.4 x 1014'W /cm?).

In order to demonstrate the stringent constraints that
the measurements impose on the theoretical description
of strong-field double-ionization, we compare the experi-
mental results with a semi-classical model for SI, SDI,
and NSDI. For NSDI the recollisional excitation with
sub-cycle depletion (RESD) mechanism [24] is used. The
calculation- and fitting procedure is described in detail in
appendices A and B. Best agreement between measured
and calculated TEMs is obtained if a scaled intensity,
Iy, which is 2.5 higher than the measured intensity, I, is
used in the calculations.

For this intensity, Iy, the NSDI calculations shown
in Fig. 2(a) qualitatively reproduce the intensity depen-
dence of the TEMS in the lower intensity range (up to
a measured intensity I = 2.2 x 10* W/cm?). As in the
experimental data, the signal of the TEMS at low inten-
sities is concentrated at small momentum values, while
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FIG. 1. The ratio of the recorded yields of Ar*™ and Ar™ ions is plotted as a function of intensity for both data sets (light
and dark blue, respectively). The measured TEMS are CEP-averaged and contain events collected in a +5% intensity interval
around the value indicated in units of 104 VV/cm2 in each panel. The dashed blue line is the calculated intensity dependent

yield ratio expected from SDI.

local maxima emerge on the arms of the cross-shape at
higher intensities. In the simulations this behavior results
from the depletion of the excited state population [24].
At low intensity, where depletion is negligible, the second
electron is emitted near a cycle maximum and therefore
does not acquire substantial momentum. When the in-
tensity is increased, depletion shifts the second electron
emission to an earlier time before the cycle maximum,
which results in a larger momentum transfer and an elon-
gation of the cross shaped TEMS.

For intensities beyond I = 2.2 x 104 W/cm? (i.e.
L, = 5.4 x 101 W/cm?), the NSDI model fails to re-
produce the yield at the origin of the TEMS and breaks
down. The SDI calculations, presented in Fig. 2(b),
show that the expected onset of SDI provides a consis-
tent explanation for the low-momentum contribution to
the signal at higher intensities. Since in SDI the elec-
trons preferentially tunnel out at the peak of the laser
field, there is no significant momentum transfer to the
electron and the signal concentrates at the origin of the
TEMS. Despite the qualitative agreement between cal-
culated and measured spectra, the overestimation of the
measured intensity by a factor 2.5 is incompatible with
the 20% uncertainty in the experimental intensity de-

termination. We attribute this discrepancy to the sys-
tematic underestimation of electron momenta by semi-
classical approaches [30].

In Fig. 3, the measured intensity dependent ratio of
double to single ionization yields (markers) is compared
to the sum (dotted lines) of the calculated SDI (dashed
lines) and NSDI (solid lines) contributions. When the
yield ratio is calculated using the measured intensity
(blue lines) qualitative agreement is obtained assuming
an impact excitation probability of 1%. When the same
calculation is performed with the scaled intensity Iy,
which yields a reasonable description of the momentum
distributions, the calculated yield ratio (green lines) does
not agree with the measured one.

In order to investigate the intensity dependence of CEP
effects for single, and double ionization, the asymmetry
parameter

_ NJr(Iv(b) _N*(Iv(b)

A(I?¢) B N+(Iv¢)+N—(Iv¢)

(1)

is evaluated as a function of intensity, I, and CEP, ¢.
Here, N4 (I,¢) (N_(I,¢)) denotes the yield of ions with
positive (negative) momentum along the laser polariza-
tion. For each intensity, A(I,¢) is fitted with the sinu-
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FIG. 2. Calculated CEP-averaged TEMS for double ionization of Ar assuming (a) the RESD model for NSDI, and (b) SDI. The
number in the top left corner of each TEMS indicates the scaled intensity Iy;, in units of 104 W/ch, used in the calculation.
The TEMS in (a) are normalized to their respective maxima, while the spectra in (b) are normalized to the maximum signal
at the highest intensity shown. For visibility, the SDI signal calculated for the the two lowest intensity values is enhanced by a
factor of 500 or 10, respectively. The value of 3, the only free parameter of the RESD model (see appendix A), is indicated in

each panel.
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FIG. 3. Comparison of the measured intensity dependent ra-
tio of double to single ionization yields (markers) to the cal-
culation results (lines). The dashed and solid lines represent
the calculated SDI and NSDI contribution, respectively. The
sum of these contributions is plotted as a dotted line. The
set of blue curves on the right, and the set of green curves
on the left have been calculated using the measured I, and
scaled intensities I;5, respectively.

soidal function

A(I, ) = Ao(I)sin (¢ + ¢o (1)) - (2)

The obtained asymmetry amplitudes, Ay(), and phases,
¢o(I), are plotted in Figs 4(a) and (b), respectively, and
compared to predictions of the SI, NSDI, and SDI models.

The measured Art and Ar?t asymmetry amplitudes
shown in Fig. 4(a) decay with increasing intensity. This

is due to the increasing number of laser half-cycles con-
tributing to ionization with increasing intensity. While
this trend is qualitatively reproduced by the ST and NSDI
calculations in a small range of measured intensities I be-
tween 1.5 and 2.5 x 1014 W /cm?, the model fails to give
a proper description of the measurement over the whole
intensity range.

A similar conclusion holds for the phase of the Ar* and
Ar** asymmetry parameter plotted in Fig. 4(b). When
the intensity is increased, the phase difference between
the Art and Ar?T asymmetries monotonically decreases
from 3/27 to 3/4m. The slopes of the intensity dependent
phases for single and double ionization have opposite sign
up to an intensity I ~ 3.5 x 10'* W /cm?, where the Ar?*
curve flattens. Here again, the SI and NSDI calculations
are qualitatively consistent with the measurements for
I < 2 x 10" W/cm?. For higher intensities, however,
the results of calculations and measurement are incon-
sistent. We show in appendix D that, as in the case of
the intensity dependent yield ratio, a much better overall
agreement between calculation and measurement is ob-
tained for the Art and Ar?* phases and the Art asym-
metry amplitude when the measured intensity is used in
the calculation. In this case, however, no agreement is
obtained for the Ar?* asymmetry amplitude and none of
the momentum spectra are nearly correctly reproduced.

IV. CONCLUSION

In summary, we have performed a kinematically com-
plete measurement of multiple ionization of argon in the
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FIG. 4. Intensity dependence of the CEP-dependent asym-
metries in the Ar™ and Ar®>" ion yields, encoded as blue
and black, respectively. The CEP-dependent asymmetry is
parametrized according to Eq. 2, and the intensity depen-
dence of Ag(I) and ¢o(I) are shown in panels (a) and (b),
respectively. The data recorded in the low-intensity and high-
intensity measurements are represented by circles and crosses,
respectively. The blue solid line corresponds to the SI calcu-
lations. The solid and dashed black lines display the predic-
tions by the semi-classical NSDI and SDI model, respectively.
Here, the unknown phase offset is chosen such that the values
of ¢o(I) recorded for ArT at Iy, = 3 x 10" W /cm? agree with
the result of the SI calculation.

single-cycle limit, resolving the process in CEP over a
wide range of intensities. While single observables, taken
separately, can be fitted rather accurately by a semi-
classical model, consideration of the entire coherent set
of measured quantities precludes a consistent description
of the experimental observations by the same model. On
the one hand, these results demonstrate that a good fit
of individual observables, which is commonly used for
the assessment of NSDI models, has only limited signifi-
cance. On the other hand, the results show, that because
of their much stronger constraints, our highly differential
data will challenge existing models, finally enabling their
quantitative assessment, and paving the way for future
theoretical developments.
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Appendix A: Description of the simulations

In the calculations of single and double ionization the
atom is located at the origin = 0 of the one-dimensional
coordinate system. The electric field of the laser pulse is
modeled as E(t) = Eycos?(t/7) cos(wt + ¢), where Ejy is
the field amplitude, w the carrier frequency, 7 the pulse
duration, and ¢ the CEP. For single ionization (SI) and
sequential double-ionization (SDI) the time dependent
population Ny 1 2(t) of the respective Ar, Ar*, and Ar?™
ground states, is calculated by solving the rate equations:

No(t + dt) = No(t) — w01N0(t)dt
N1 (t + dt) = Nl(t) + w(]lNo(t)dt — U}12N1 (t)dt
Ng(t + dt) = Ng(t) + U)12N1 (t)dt

NLQ(ti) = 0
No(t;) =1,
where t; = —7/27, and w;; are the parametrized ioniza-

tion rates proposed by Tong and Lin [31].

Z2E(t)
i = —a—=5— . Al
W;j wADKxexp< alp(QIp)?’/Q) (A1)

Here, wapk is the instantaneous ADK rate [32] summed
over all occupied degenerate states of the outer shell, Z,
is the charge of the parent core, I, is the ionization po-
tential and « is a numerical factor adjusted such that the
rate, w(t), fits the numerical solution of the Schrédinger
equation. The value of the parameter « is 9 for Ar and
8 for Art [31].

An electron ionized at the instant tg enters the con-
tinuum with zero initial momentum at the tunnel exit
x¢, from where it is propagated classically under the sole
influence of the laser electric field. In the NSDI model,
an electron that revisits the position z = 0 of the par-
ent ion at a later time ¢; and carries sufficient kinetic
energy, F,, instantaneously excites the ion to its low-
est excited state, Art (3s 3p6) 2S1/2, with a proba-
bility w1 No(to)dt. This state has an excitation energy
FEo. = 13.5eV. After the inelastic recollision, the rec-
olliding electron is propagated from the origin with an
initial momentum p = /2(E, — Eez.) cos 8, where § de-
notes the angle between the electron momentum just be-
fore and just after the recollision. The scattering angle,
B, the only free parameter of the model, accounts for
scattering off the polarization axis, which reduces the
momentum of the first electron along that axis.

The depletion of the excited state via ionization is cal-
culated over the relevant intensity range, by solving the

rate equation

where Nj(t) is the population of the excited state Ar™*
, wy-(t) is the recollision excitation rate. To calculate the
rate wi,, Eq. Al is used with the parameters o = 8 and
I, =14.1eV.

All calculation results are intensity-averaged over the
focal volume assuming a Gaussian intensity profile in the
interaction region, and neglecting the intensity variation
along the laser propagation axis. The limits of this ap-
proximation and their effect is discussed below.

Appendix B: Procedure for fitting the model
calculations to the measured data

For the comparison of the experimental data with the
semi-classical model, we follow the procedure used previ-
ously in Refs [24, 25], and determine the intensity, the
pulse duration and the absolute CEP from the CEP-
dependent Ar™ momentum spectrum recorded at the in-
tensity I = 1.2 x 104 W /cm?.

First, we use the CEP-averaged Art momentum spec-
trum to determine the intensity Iy, that yields best agree-
ment between the widths of calculated and measured
spectra and find Iy, = 3.0 x 10 W /cm?, in agreement
with the results of Ref. [24]. Second, the measured am-
plitude of the CEP-dependent Art asymmetry is used
as a sensitive parameter for determination of the pulse
duration. Best agreement with the experimental data
shown in Fig. 4 is obtained for a pulse duration of 4.0fs
(FWHM of the intensity envelope). Finally, the global
offset value of the measurement CEP is determined by
matching the phase of the measured Art asymmetry to
the calculated one.

A particular asset of the experiment is that the laser in-
tensity is varied by changing the laser power, only. While
the accuracy of the absolute intensity value is limited, the
changes of the intensity are precisely proportional to the
changes of the laser power. Because of this strict propor-
tionality, all the other laser intensity values are entirely
determined by the above procedure performed at a single
intensity. The widths of the measured Art momentum
spectra shown in Fig. 5 are reasonably well reproduced by
the simulations performed at 2.5 times the experimental
intensity.

Having used only one CEP-dependent Ar™ spectrum
at a single intensity value to infer all laser parameters,
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FIG. 5. (a)-(f): CEP-averged Art momentum spectra along the laser polarization (blue symbols) measured at various intensi-
ties, shown together with the simulated spectra (solid green lines) calculated at a scaled intensity of 2.5 times the experimental
intensity. The black and green numbers in each panel indicate the measured and scaled intensity in units of 10'* W/cm? for

the experiment and theory, respectively.

the only remaining free parameter is the scattering angle
B, which is chosen to best fit the CEP averaged TEMSs
shown in Fig. 1. Following this systematic procedure
ensures a fair comparison of theoretical results with the
experimental data.

Appendix C: JTon momentum spectra

In Fig. 6, the measured ratio of double-to-single ion-
ization yields is shown together with the corresponding
CEP-averaged Ar?* ion momentum spectra, along the
laser polarization direction. The spectra reflect the cor-
responding intensity- dependent variations of the two-
electron momentum spectra (TEMS) discussed in the
main text. With increasing intensity, the double-peak
structure, characteristic for the NSDI regime, is progres-
sively replaced by the growing contribution of the single-
peak structure arising from SDI. This is similar to exper-
imental results obtained using longer pulses [33, 34].

This evolution of the Ar?T spectra with intensity is
qualitatively reproduced by the weighted sum (dotted
green line) of the RESD (solid black line) and SDI
(dashed black line) calculations, when the peak intensity
Iy, is used.

In addition to the data on double ionization, we
present in Fig. 6 the ratio of triple-to-single ioniza-
tion yields (red line) together with the corresponding
CEP- and intensity-averaged Ar®** momentum distribu-
tion, recorded in the high-intensity measurement. The
pronounced double peak structure of the Ar3T momen-

tum distribution is consistent with the results of previ-
ous studies by Rudenko et al. [5], who reported Ar"*
(n = 2,3,4) momentum distributions generated in few-
cycle pulses. We would like to note, however, that the
Ar3t data are presented only for the sake of complete-
ness, as a thorough discussion of these results is beyond
the scope of the present letter.

Appendix D: Simulation of the asymmetry using the
measured intensity values

It is interesting to note that when the calculations are
performed with the measured intensity instead of the
scaled one, much better agreement with the measure-
ment is obtained for the asymmetry phases, as shown in
Fig. 7 (b). However, the asymmetry amplitudes shown
in Fig. 7 (a) is largely overestimated, and it is clear from
Fig. 6 and Figs 1 and 2, that in this case, none of the
spectra are even qualitatively reproduced.

The different intensities needed to fit different observ-
ables can be explained as follows: while for the calcu-
lation of the momentum distributions and asymmetry
amplitude, the underestimation of momenta, inherent to
the classical propagation, is artificially compensated by
overestimating the intensity, the yield ratio, as well as
the phase of the CEP-dependent asymmetry, are mostly
independent of the momentum values. These quantities
are thus not expected to be affected by the underestima-
tion of momenta in the semi-classical model. That these
quantities are better described with the measured inten-
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FIG. 6. Same as Fig. 1 but showing the CEP-averaged Ar?" ion momentum spectra along the laser polarization instead of
the TEMS. The measured spectra (black symbols) are shown together with the calculated ion momentum spectra assuming a
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measured and scaled intensity, respectively. All spectra are normalized to a peak value of 1. The red curve displays the yield
ratio of Ar®t to Art. Also shown is the corresponding CEP- and intensity-averaged Ar®" ion momentum spectrum.

sity suggests that the single and double ionization rates
used in the model are rather appropriate. Overcoming
the shortcomings of the classical propagation will proba-
bly requires a full quantum mechanical treatment, as for
instance the one developed in Refs [35, 36].

Appendix E: Discussion of the discrepancy between
the high- and low-intensity data sets.

Let us consider more closely the measured region, in
which the peak intensities of the high- and low-intensity
data sets overlap. Due to the different focal lengths used
in the two measurements, keeping a constant count rate
of 0.1 counts per shot implies different geometries of the
interaction region. While for a given intensity in the over-
lap region, the extension of the interaction region com-
pared to the Rayleigh range is large for the high-intensity
data set, it is small for the low-intensity data set. Thus,
low intensities have a higher weight in the focal volume in
the high-intensity data set, which results in the observed
suppression of the yield ratio in that data set. In order to

quantify this effect, we fit the intensity-dependent yield
ratio recorded in the low-intensity measurement with our
model. For the purpose of the present discussion, we
use a scaling intensity It, = 1.55 X I to obtain the best
fit with the measured data when the intensity variation
along the laser propagation axis is neglected. The calcu-
lation results (blue lines) are plotted together with the
measured data in Fig. 8. The red curves in Fig. 8 show
the result of the same calculation, except that focal inten-
sity averaging is performed over all three dimensions, i.e.
accounting also for the intensity variation along the laser
propagation axis. As can be seen in Fig. 8, the different
focal geometries provides a quantitative explanation for
the mismatch of the two yield ratio curves. The effect is
further confirmed by applying the same procedure to the
asymmetry curves of Fig. 3 (a), since in that case as well,
the different focal geometries quantitatively explain the
difference of the Ar?>*-asymmetry between the two data
sets.

The effect is also consistent with the similarities ob-
served between the TEMS at 1.9x 104 W /cm? in the first
data set and 2.2 x 10'* W /cm? in the second data set (see



o e e, epows
2 25 3 35 4 45 5 55

| (1014Wcm'2)

05L _ NSDI i o= oz ox =5
r r ri r rAr3+r r r r r
1 15 2 25 3 35 4 45 5 55

I 10Y*Wem™2)

FIG. 7. Intensity dependence of the CEP-dependent asym-
metries in the Ar™" (n = 1,2, 3) ion yields, encoded as blue,
black, and red, respectively. The intensity dependence of
Ao(I) and ¢o(I) are shown in panels (a) and (b), respectively.
The data recorded in the low-intensity and high-intensity
measurements are represented by circles and crosses, respec-
tively. The blue solid line corresponds to the SI calculations.
The solid and dashed black lines display the predictions for
Ar?T by the semi-classical NSDI and SDI model, respectively.
Here, the unknown phase offset is chosen such that the val-
ues of ¢o(I) recorded for Art at I = 1.5 x 10" W /cm? agree
with the result of the SI calculation. Here, the calculations
are performed using the measured intensity values and a laser
pulse duration of 4.5 fs.

Fig. 1), and the corresponding Ar?** recoil momentum
spectra shown in Fig. 6. The quantitative comparison of
the two data sets provides a good example for the typi-
cal reproducibility of strong-field experiments performed
under similar although not identical conditions. It fur-
ther demonstrates how easily measured quantities can be
fitted individually, merely by adjusting the intensity.

I, 10*wem™?)

107

ratio AP*/Ar*
=
o.
A

1(10** wem?)

FIG. 8. Ar®" to Ar" yield ratio measured in the low- and
high-intensity measurements (light blue and dark blue sym-
bols, respectively) is shown together with the calculated one,
assuming NSDI (solid line), and SDI (dashed line). The sum
of the contribution of both mechanisms is represented by the
dotted line. A scaled intensity I, = 1.55% and an excitation
probability of 1% were used for the calculations. The cal-
culated double ionization yields were averaged over the focal
volume assuming a Gaussian intensity profile for the two lim-
iting cases of a 3D integration (red lines) and a 2D integration
(blue lines) over the focal volume.
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