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Given its importance to many other areas of physics, from condensed matter physics to ther-
modynamics, time-reversal symmetry has had relatively little influence on quantum information
science. Here we develop a network-based picture of time-reversal theory, classifying Hamiltonians
and quantum circuits as time-symmetric or not in terms of the elements and geometries of their
underlying networks. Many of the typical circuits of quantum information science are found to ex-
hibit time-asymmetry. Moreover, we show that time-asymmetry in circuits can be controlled using
local gates only, and can simulate time-asymmetry in Hamiltonian evolution. We experimentally
implement a fundamental example in which controlled time-reversal asymmetry in a palindromic
quantum circuit leads to near-perfect transport. Our results pave the way for using time-symmetry
breaking to control coherent transport, and imply that time-asymmetry represents an omnipresent
yet poorly understood effect in quantum information science.

PACS numbers: 03.65.Fd, 03.65.Ca, 03.65.Aa

1. INTRODUCTION

Controlling probability transfer in quantum systems is
a central challenge faced in several emerging quantum
technologies [1–5]. Here we develop an approach based
on a complex network theory viewpoint of quantum sys-
tems [6–9], in which probability transfer is directed by
the controlled breaking of time-reversal symmetry, creat-
ing a so-called chiral quantum walk [10–15].

The practical importance of time-reversal symmetry
breaking stems from the fact that it is equivalent to in-
troducing biased probability flow into a quantum system.
It thus enables directed state transfer without requiring
a biased (or non-local) distribution in the initial states,
or coupling to an environment [10, 16–18].

This work establishes, in terms of the geometry and
edge-weights (or gates) of the underlying graph, condi-
tions on what makes a Hamiltonian (or circuit) time-
asymmetric. As well as allowing us to classify the time-
symmetry of well-known Hamiltonians and circuits, this
knowledge allows us to develop active methods to break
time symmetry and bias probability transfer, includ-
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ing using circuits to simulate time-symmetry breaking
Hamiltonians.

As a demonstration, the most basic time-asymmetric
process is identified and realized experimentally using
room-temperature liquid state nuclear magnetic reso-
nance (NMR) on a 3-qubit system. We show that time-
asymmetry and thus biased probability transport can
be controlled with limited access to the system, namely
by using local z-rotations paired with a naturally occur-
ring (or in our case, emulated) time-symmetric evolution.
Through symmetry-breaking we achieve state transfer
probabilities approaching unity.

Since their recent introduction [10], continuous time
chiral quantum walks have been studied in the context
of energy transport in ultracold atoms and molecules [11],
in non-equilibrium physics [12, 13], as a tool for quantum
search [14], and as a method to achieve near perfect state
transfer [10, 15]. Our theory extends the contemporary
analysis of time-asymmetry such that it can now apply
to gate sequences—of which the existing theory of time-
symmetry becomes a special case—and presents a net-
work classification of the effect. Our experiments illus-
trate how active time-reversal symmetry breaking can be
utilized with existing quantum technologies in the pres-
ence of limited control.
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linear chains trees bipartite graphs non-bipartite graphs

(possibly with
self-edges)

(only even cycles) (some odd cycles)

Probability time
symmetric (∀ αij)?

Yes Yes Yes No

Probability depends
on αij?

No No Yes Yes

Table I. In which network geometries do transition probabilities depend on the complex phases αij of the edges of the (effective
Hamiltonian’s) internode coupling graph? We are interested in how the transition probabilities in the site basis depend on αij

and if certain values of the αij can break time-reversal symmetry.

2. CHIRAL QUANTUM WALKS

Consider a unitary propagator U acting on a state
space in which we have a preferred basis {|i〉}. We view U
as performing a quantum walk over nodes labeled by i,
and U† as performing the time-reversed walk. There are
two ways in which the walk U could be time-symmetric.
Amplitude time-reversal symmetry establishes a rela-

tionship 〈i|U |j〉 = Uij = (U†)∗ij between the inter-node
transition amplitudes going forward and backward in
time (where ∗ denotes complex conjugation and † hermi-
tian conjugation). Equivalently, it establishes a relation-
ship Uij = Uji between opposing transition amplitudes
in the same time direction.

It further implies what we call probability time-reversal
symmetry (PTS): symmetry of the inter-node transi-
tion probabilities going forward and backward in time,
|Uij |2 = |(U†)ij |2. This is equivalent to a lack of direc-
tional bias in the transport between any pair of nodes in
the same time direction: |Uij |2 = |Uji|2.

Breaking amplitude time-reversal symmetry is a neces-
sary, but not sufficient, condition for breaking probabil-
ity time-reversal symmetry. In studying internode trans-
port, PTS is the relevant feature. It leads to a richer
classification of processes and is the focus of this work.

3. HAMILTONIAN EVOLUTIONS

We first consider a unitary propagator U = e−iHt gen-
erated by some time-independent Hamiltonian H. In our
network-based picture, with nodes labeled by i, we view
the matrix elements 〈i|H|j〉 = Hij = hije

iαij represent-
ing Hamiltonian H as forming a complex hermitian ad-

jacency matrix. Here hij and αij take only real values.
For a non-zero value Hij , two nodes i and j are said to
be connected by an edge e = (i, j), and the complex val-
ued edge-weight is given by the value of Hij . A special
case is an edge that connects i to itself, called a self-edge.
Since it represents the expectation value of the energy in
state |i〉, the weight Hii of a self-edge must take a real
value. Furthermore, self-edges are only needed if states
|i〉 have different energies Hii, otherwise they may be
omitted without changing the underlying physics. Taken
together, the nodes and edges define a support graph,
corresponding to the Hamiltonian H, that we will use to
classify the time-symmetry of U .

We begin by noting that if αij = 0, i.e. all edge-
weights are real, then both amplitude and probability
time-reversal symmetry hold. We will now search for
other probability time-symmetric Hamiltonians.

A large class of such Hamiltonians are obtained by
considering mapping H 7→ Λ†HΛ = H ′ (or equivalently
U 7→ Λ†UΛ = U ′), where Λ is a diagonal unitary. Such a
mapping will in general affect amplitude time-symmetry.
However, it cannot affect transition probabilities as

|U ′ij |2 = |〈i|e−iΛ†HΛt|j〉|2 = |〈i|Λ†e−iHtΛ|j〉|2 = |Uij |2,
and hence cannot affect probability time-asymmetry.
Thus, we will call these mappings quasi-gauge symme-
try transformations.

All Hamiltonians that are obtained from a Hamilto-
nian with real edge-weights by such gauge transforma-
tions are thus probability time-symmetric. To give an
example, if the graph underlying H is a tree (of which a
linear chain is a special case), there always exists [10]
a Λ which removes all phases from the edge-weights:
Hij = hije

iαij 7→ hij . Such Hamiltonians hence never
break probability time symmetry. This gives us our
first class of time-symmetric evolutions: those generated
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by Hamiltonians whose internode couplings form a tree
structure (this may include self-edges).

The class of probability time-symmetric networks is
richer than those obtained by gauge transformations from
real Hamiltonians. To find the other members of this
class, we must consider the interference between walks
along different paths. We start by breaking the evo-
lution into commuting even and odd functions of H:
U = e−iHt = cosh(iHt) − sinh(iHt). The probability
time-symmetry condition |Uij |2 = |Uji|2 can now be ex-
pressed as

sinh(iHt)ji cosh(iHt)ij = sinh(iHt)ij cosh(iHt)ji. (1)

The physical interpretation of Eq. (1) is clear:
sinh(iHt)ij corresponds to transitions along paths of odd
length, and cosh(iHt)ij to transitions along paths of even
length. Together these terms account for all possible
paths between i and j [19]. A path from i to itself is
called a cycle.

For graph geometries where between each pair of nodes
(i, j) there are only exclusively even or exclusively odd
paths (equivalent to there being no odd-length cycles in
the graph), probability time-symmetry must always hold
as Eq. (1) is always satisfied. Such graphs are called
bipartite, where the nodes can be partitioned to two dis-
joint sets and non-zero edge-weights Hij 6= 0 only con-
nect nodes of different sets [20]. Note that this disallows
self-edges, since such edges could be used to make cy-
cles of arbitrary length. Bipartite graphs can also be
understood in terms of gauge transformations, as their
structure implies the existence of a gauge transformation
H 7→ Λ†HΛ = −H, which immediately implies the prob-
ability time-symmetry condition |Uij |2 = |(U†)ij |2.

This leaves us with two overlapping classes of time-
symmetric network geometries, trees with self-edges and
bipartite graphs, where the overlap is the class of trees
without self-edges or, equivalently, bipartite graphs with-
out simple cycles. The remaining graph geometries are
all potentially time-asymmetric, with the degree of asym-
metry determined by the values assigned to the edge-
weights. These findings are summarized with examples
in Table I.

4. QUANTUM CIRCUITS

Consider now instead a unitary propagator U formed
by a palindromic circuit consisting of two-site gates,
U =

∏→
k Uk

∏←
k Uk. Here the arrows indicate that the

second part of the circuit is the reverse of the first, en-
suring the circuit is palindromic, since non-palindromic
sequences trivially break time-symmetry and thus do not
support control over time-symmetry breaking. Each cir-
cuit is associated with its support graph, which has an
edge if and only if there is a gate in the circuit directly
connecting the two sites.

In accordance with the majority of physical imple-
mentations, each gate Uk = exp(−iHktk) with Hk =

∑
ij∈ek(Hk)ij |i〉〈j| acts on two sites connected by the

edge ek. Like before, we explicitly break apart the two
complex off-diagonal elements of each gate Hamiltonian,
writing (Hk)ij = hk exp(iαk) = (Hk)∗ji, where ek = (i, j).
We now identify time-symmetric circuits as we did for
Hamiltonians.

Our starting point is the case in which each gate is
amplitude time-symmetric, (Uk)ij = (Uk)ji, or equiva-
lently αk = 0. This ensures amplitude time-symmetry
of the whole palindromic sequence Uij = Uji, and thus
also probability time-symmetry [21]. Once again, we
find other time-symmetric circuits by considering gauge
transformations U 7→ Λ†UΛ away from this class of cir-
cuits.

Analogous to tree Hamiltonians discussed in the pre-
vious section, consider minimal spanning tree circuits,
those with only one gate per edge of a tree-like sup-
port graph. There is always a gauge transformation that
makes every gate amplitude time-symmetric, αk 7→ 0,
thus implying that U must itself be probability time-
symmetric.

Likewise, analogous to bipartite Hamiltonians, any cir-
cuit with a bipartite support graph with vanishing diag-
onal Hamiltonian terms (Hk)ii = 0 is gauge equivalent
to its inverse, and thus naturally exhibits PTS.

The connection between time-reversal symmetry in cir-
cuits and in Hamiltonian evolution can be made even
stronger: any Hamiltonian evolution can be a sim-
ulated by a palindromic circuit of the second-order
Trotter type. For simplicity, consider the Hamilto-
nian evolution exp(−iHt) with H =

∑
e∈E He, where

He = h
∑

(i,j)=e exp(iαe)|i〉〈j| + h.c., for some directed

edge-set E. We construct a palindromic circuit U ,
which for each edge e ∈ E has a single two-site gate
Ue = exp(−iHet/2). For small enough values of time-
parameter θ = ht, the circuit U ≈ e−iHt simulates evo-
lution according to H. Thus palindromic circuits, our
focus, naturally include in them the properties of Hamil-
tonian evolutions.

We consider a simple implementation of the above
Trotter-type circuit using a qubit for each node and work-
ing in the single-excitation subspace. Explicitly, |j〉 is the
state with all qubits in the state |0〉, except j, which is
in the state |1〉. The two-site off-diagonal gates are now
two-qubit gates

U [ij](α, θ) = exp
(
−i
[
cos(α)S[ij] + sin(α)A[ij]

]
θ/2
)
,

(2)
and are generated by combinations of excitation-number-
preserving time-symmetric S[ij] = X [i]X [j] +Y [i]Y [j] and
anti-symmetric A[ij] = X [i]Y [j] − Y [i]X [j] Hamiltonians,
where X [i], Y [i] and Z [i] are Pauli matrices acting on
qubit i.

Many systems naturally possess Hamiltonian terms
like S[ij]. Crucially, it is possible to decompose the two-
site gate

U [ij](α, θ) = Rz [j](α)U [ij](0, θ)Rz [j]†(α), (3)
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Figure 1. (a) The upper right corner depicts the theoretical state-transfer probability |〈3|U(α, θ)|1〉|2, lighter color indicating
higher probability. On the left we present four constant-α slices of this function. Solid lines are theoretical predictions, dots
represent experimental data. Dot height represents the experimental error (the inset in the bottom plot highlights the error-
bars for a few data points). The discrepancies between the theoretical and experimental results are explained by imperfect
radiofrequency control fields and decoherence. The rest of the experimental results and a detailed discussion of error sources
can be found in section 5. (b) Quantum circuit diagram corresponding to the experiment. All the two-qubit gates are of the

form U [ij](0, θ) defined in Eq. (2). The left (empty) box in the circuit represents the Rz(α) gate and the right box (with dagger
†) its inverse. (c) Graph corresponding to the continuous-time quantum walk (on the single-excitation subspace) simulated by
the circuit.

into a symmetric gate generated by S[ij] alone, and lo-

cal z-rotations Rz [j](α) = e−i(α/2)Z[j]

controlling time-
asymmetry. Since the z-rotations can often be placed in
such a way that they combine, often very few rotations
are needed to implement U . For example, controlling the
probability time-asymmetry in a ring of 2N + 1 spins re-
quires 2(2N+1) symmetric two-site gates but only 1 pair
of z-rotations.

We will now demonstrate how state transfer can be di-
rected by time-symmetry breaking. The simplest circuit

that allows time-symmetry breaking is

U(3α, θ) = U [12]U [23]U [31]U [31]U [23]U [12], (4)

involving three nodes, where all the two-site gates have
the same parameters: U [ij](α, θ). For small enough
gate angles θ=ht it simulates the evolution U =
e−iHt according to the most fundamental Hamiltonian
H = heiα (|1〉〈2|+ |2〉〈3|+ |3〉〈1|)+h.c. that allows time-
symmetry breaking (see Fig. 1c), but we need not be
constrained to the regime of small θ.
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5. EXPERIMENT

We implement the circuit in Eq. (4) using NMR
techniques in a three-qubit system consisting of 13C-
labeled trichloroethylene dissolved in deuterated chlo-
roform. The implementation requires six symmetric
two-site gates and a pair of z-rotations, shown in
Fig. 1b. We directly measure the transition probabil-
ities |〈i|U(α, θ)|j〉|2, while varying both the gate an-
gle −π < θ ≤ π and the time-asymmetry parameter
0 ≤ α < 2π, where time-symmetry occurs only for
α = nπ.

We display our experimental results for the transport
probability from site 1 to site 3 for four values of α and
θ = nπ/18 in Fig. 1a. The slice α = 0 corresponds
to the amplitude and probability time-symmetric case.
The slice α = π/2 corresponds to maximum probability
time-asymmetry. The slices corresponding to α = π and
α = 3π/2 represent a reflection in time θ of the first two
cases.

For the time-symmetric case (α = 0) the probabili-
ties of transporting the excitation to the other two spins
are always bounded from above by 0.6. However, time-
asymmetry (α 6= 0) allows us to break this barrier, with
transition probabilities approaching unity at the point of
maximal time-asymmetry (α = π/2), as shown in Fig. 1a.

For completeness, we also investigated the cases with
the initial excitation localized at spins 2 and 3. The
full results are presented in Fig. 3 — illustrating similar
properties of time-symmetry breaking and suppression or
enhancement of transport probabilities.

The average error of the experimental data relative
to the theoretical predictions is about 6.0%, and it can
be attributed to two main factors: decoherence and im-
perfection of GRAPE pulses. The decoherence mainly
originates from T2 relaxation, which induces about 1.5%
signal loss. The remaining 4.5% error mostly comes from
the imperfection of GRAPE pulses, as well as a minor
inhomogeneity of static and radio-frequency magnetic
fields.

Experimental setup

All experiments are carried out on a Bruker DRX
700 MHZ NMR spectrometer at room temperature. The
sample is 13C-labeled trichloroethylene (TCE) dissolved
in deuterated chloroform. The structure of the molecule
is shown in Fig. 2a, where we denote C1 as qubit 1, C2
as qubit 2, and H as qubit 3. The natural Hamiltonian
of this system is

H =

3∑
j=1

πνjZ
[j] +

π

2
(J13Z

[1]Z [3] + J23Z
[2]Z [3])

+
π

2
J12(X [1]X [2] + Y [1]Y [2] + Z [1]Z [2]), (5)

where νj is the chemical shift of the jth spin and Jij is
the scalar coupling strength between spins i and j. As
the difference in the chemical shifts between C1 and C2
is not large enough to adopt the weak J-coupling ap-
proximation [22], these two carbon spins are treated as
strongly coupled. The parameters of the Hamiltonian are
determined by iteratively fitting the simulated and exper-
imental spectra, and presented in the table in Fig. 2b.

Without loss of generality, we will describe the experi-
mental procedure with spin 1 initially excited, i.e., |100〉
as the initial state. Each experiment consists of three
main parts: (A) State initialization: Preparing the sys-
tem in the pseudo-pure state |000〉, and then exciting
one spin to the state |100〉; (B) Evolution: Driving the
system through a palindromic quantum circuit; (C) Mea-
surement: Measuring the probabilities of finding the ex-
citation at each of the spins.
(A) State initialization. Starting from thermal equi-

librium, we first create the pseudo-pure state

ρ000 = (1− ε)11/8 + ε|000〉〈000|, (6)

using the spatial averaging technique [23]. Here ε ≈ 10−5

quantifies the polarization of the system and 11 is the
8 × 8 identity matrix. Next, we apply a π pulse on spin
1 to rotate it to the excited state |1〉. This π rotation
is realized by a 2 ms and over 99.5% simulated fidelity
GRadient Ascent Pulse Engineering (GRAPE) pulse [24,
25]. All GRAPE pulses in the experiment are designed to
be robust against the inhomogeneity of radio-frequency
pulses.
(B) Evolution. The initial state will be evolved under

four types of effective Hamiltonians: a symmetric Hamil-
tonian S[ij] and its time reversed version −S[ij], and the
asymmetric Hamiltonian A[ij] and its time reversed ver-
sion, all obtained from S[ij] using local Rz pulses as
shown in Eq. (3). The circuit of the entire sequence
is depicted in Fig. 1b, where the six two-body interac-
tions form an palindromic circuit for this 3-qubit system.
(Note that the two central gates can be merged into a sin-
gle gate, corresponding to a five-gate palindrome.) We
further note that the gate from Eq. (3) can be expressed
analytically as

U [ij](α, θ) =Rz [j](α)U [ij](0, θ)Rz [j]†(α) (7)

=
1

2

(
1 + Z [i]Z [j] + cos(θ)(1− Z [i]Z [j])

− i sin(θ)
(

cos(α)S[ij] + sin(α)A[ij]
) )
.

The experiment utilized GRAPE pulses with different
lengths to implement all of the two-body interactions,
depending on the J-coupling strength (see the table of
Fig. 2b) of the related two spins. The three typical
lengths of GRAPE pulses for implementing the two-body
interactions are 3 ms for J12, 2 ms for J23 and 8 ms for
J13, respectively. Therefore, the overall run-time of the
circuit comprised of all six evolutions is 26 ms, which is
much less than the decoherence time as seen in Fig. 2b.



6

C1 C2

Cl Cl

ClH

(Hz) C1 C2 H T1(s) T2(s)

C1 21784.6 - - 13.0± 0.3 0.45± 0.02

C2 103.03 20528.0 - 8.9± 0.3 1.18± 0.02

H 8.52 201.45 4546.9 8.9± 0.3 1.7± 0.2

(a) (b)

Figure 2. (a) Experimental implementation of time-asymmetry controlled transport in NMR using trichloroethylene in which
the two 13C and one 1H spins form a 3-qubit register. (b) Hamiltonian parameters for the system. The diagonal elements are
the chemical shifts νi, and the off-diagonal elements are scalar coupling strengths Jij . T1 and T2 respectively are the relaxation
and dephasing time scales.

For all four of the Hamiltonian types, we implemented
the circuit 37 times as θ was chosen to realize every π/18
step in [−π, π]. The total number of GRAPE pulses is
444 and all pulses have simulated fidelities over 99%.

(C) Measurement. After implementing the circuit, we
measure the probabilities of finding the excitation at each
spin, i.e. the probabilities of the |100〉, |010〉 and |001〉
states, which corresponds to standard population mea-
surement in the NMR setup. We use a π/2 pulse to
rotate spin 2 to the transverse x− y plane and compare
the relative intensities of the transitions with the initial
state. Then all three probabilities can be obtained.

6. DISCUSSION

The behavior of the fundamental laws of physics under
time-reversal has long remained central to the founda-
tions of physics [26, 27] and has found use in condensed
matter theory [28–32]. By going beyond Hamiltonian-
generated quantum walks, considering quantum circuits
and analyzing their time-reversal properties, we obtain a
far richer set of behaviors. This also provides us a set of
new tools for controlling transport in quantum systems.

Focusing on the simplest three-qubit circuit that allows
time-symmetry breaking, we experimentally demonstrate
that this asymmetry can lead to noticeably enhanced
transition probabilities. Further, we show that the cir-
cuit’s time-symmetry or lack thereof can be completely
controlled by local z-rotations. This is reminiscent of how
one can change the sign of a Hamiltonian by the applica-
tion of local gates, which is a common tool in NMR exper-
iments [22]. The most elementary example is reversing
the sign of a σz Hamiltonian with a π-pulse about the x-
axis. A more interesting example is the so-called magic
echo for reversing the sign of the homonuclear dipolar
Hamiltonian [33, 34].

We emphasize that time-asymmetric site-to-site trans-
port can only take place in circuits whose circuit graphs
have odd cycles (see Table I). We expect our method
of directing quantum transport also to be applicable
in much larger networks. The amount of enhancement
achievable will most likely be heavily dependent on the

topology of the network and the structure of the gate
sequence, an interesting topic for future research.
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correspond to different initial states (|100〉, |010〉 and |001〉). The red solid, yellow dashed and blue dotted curves are the
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