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Abstract

Optimal control of quantum systems with complex constrained external fields is one of the

longstanding theoretical and numerical challenges at the frontier of quantum control research.

Here, we present a theoretical method that can be utilized to optimize the control fields subject to

multiple constraints while guaranteeing monotonic convergence towards desired physical objectives.

This new optimization method is formulated in the frequency domain in line with the current

ultrafast pulse shaping technique, providing the possibility for performing quantum optimal control

simulations and experiments in a unified fashion. For illustrations, this method is successfully

employed to perform multiple constraint spectral phase-only optimization for maximizing resonant

multiphoton transitions with desired pulses.
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Controlling quantum mechanical systems with temporally shaped ultrafast laser pulses

has drawn increasing interest driven by laboratory technological advances and a growing

number of applications in quantum sciences and technologies [1–7]. The time-dependent

electric field of a laser pulse can be written as

E(t) = Re
[

∫ ∞

0

ǫ(ω) exp(−iωt)dω
]

, (1)

where the complex-valued spectral field ǫ(ω) can be defined by ǫ(ω) = A(ω) exp[iφ(ω)] in

terms of the real-valued spectral amplitude A(ω) ≥ 0 and the real-valued spectral phase

φ(ω). Quantum optimal control theory (QOCT) has provided a powerful tool to explore

optimal applied field shaping of quantum system dynamics, including the control of electrons

in quantum dots [8], manipulation of quantum many-body dynamics [9], and construction

of quantum entangling gates [10]. Many QOCT approaches have been developed to directly

optimize the time domain control fields E(t) ignoring various types of constraints [11–17].

However, ultrafast pulse shaping techniques used to date in quantum optimal control ex-

periments (QOCEs) [18–22] are based on the manipulation of the spectral field ǫ(ω) in the

frequency domain [23, 24], and thus experimentally optimized pulses naturally include vari-

ous internal limitations (e.g., limited bandwidth, and finite pixel resolution, etc.). Moreover,

optimal control fields may be further required to comply with various external constraints

(e.g., low peak intensity for avoiding sample damage, and short enough pulse length for

combating decoherence). In this context, a general QOCT method capable of incorporating

multiple constraints would be desirable in making theoretical studies closer to experimental

realism. Due to various challenges involved in acquiring either monotonic convergence or

general applicability of the algorithms [25], only recently have there been limited attempts

to take strict limitations on the spectral amplitude of the optimized laser fields into account

by modifying the time-domain QOCT methods [26–31].

In this work, we present a frequency domain quantum optimal control method that may

be employed in simulations as well as experiments to search for optimal pulses subject to

multiple internal limitations as well as external constraints while guaranteeing monotonic

convergence towards desired physical objectives. Importantly, the method is derived without

making any assumptions on the nature of the quantum system, ensuring its applicability to

general ultrafast photophysical and photochemical processes. For illustrations, we employ

this new optimization method to perform multiple constraint spectral-phase-only optimiza-
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tion (SPOO) by fixing the spectral amplitude as one of internal limitations and imposing

desired external constraints on the spectral phase. The SPOO has been widely employed

in QOCEs for diverse applications [18–22], because this approach has the advantages of

conserving the pulse energy while highlighting the effect of quantum coherence phenomena

[32–34]. However, since previously proposed QOCT method developed in the time domain

are not straight-forward to optimize the spectral phase, the implementation of SPOO in

QOCT simulations was rare [33, 35]. In particular, we examine how a nonlinear optical phe-

nomenon of resonant multiphoton transition can be affected by shaping the spectral phase

of a single control pulse.

To show the generality of the method, we consider an arbitrary physical objective J (i.e.,

the expectation value of any observable quantity). Like the time domain DMORPH opti-

mization algorithm [36], a dummy variable s ≥ 0 is employed to track the trajectory of the

optimization of the spectral field ǫ(ω) with ǫ(s, ω). As s is increased, the change in the

control objective can be written using the chain rule as

g0(s) ≡
dJ

ds
=

∫ ∞

0

δJ

δǫ(s, ω)

∂ǫ(s, ω)

∂s
dω ≥ 0. (2)

Without incorporating constraints on the field, maximizing J that requires dJ/ds ≥ 0 can

be assured by integrating the following equation

∂ǫ(s, ω)

∂s
=

[

δJ

δǫ(s, ω)

]∗

, (3)

starting from an initial spectral field ǫ(0, ω) at s = 0. Likewise, minimizing J that requires

dJ/ds ≤ 0 can be obtained by setting ∂ǫ(s, ω)/∂s = −[δJ/δǫ(s, ω)]∗.

Equation (3) can be generalized to include a set of external constraints satisfying the

equalities hℓ[ǫ(s, ·)] = Cℓ, ℓ = 1, · · · ,M, to restrict the spectral field ǫ(s, ω), resulting in

M null-integral equalities

gℓ(s) ≡
dhℓ

ds
=

∫ ∞

0

δhℓ

δǫ(s, ω)

∂ǫ(s, ω)

∂s
dω = 0 (4)

indicating that ∂ǫ(s, ω)/∂s is orthogonal to all constraint gradients δhℓ/δǫ(s, ω). The com-

bined demands in Eqs. (2) and (4) can be simultaneously fulfilled by expressing ∂ǫ(s, ω)/∂s

as

∂ǫ(s, ω)

∂s
= g0(s)

∫ ∞

0

S(ω′ − ω)

M
∑

ℓ=0

[

Γ−1
]

0ℓ
c∗ℓ(s, ω

′)dω′, (5)
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where the convolution function S(ω′ − ω) is additionally introduced as the filter to remove

unwanted components of the spectral field, and Γ is a (M +1)× (M +1) symmetric matrix

composed of the elements Γkk′ =
∫∞

0
ck(s, ω)

∫∞

0
S(ω′ − ω)c∗k′(s, ω

′)dω′dω with coefficients

cℓ(s, ω) =















δJ

δǫ(s, ω)
, ℓ = 0, (6a)

δhℓ

δǫ(s, ω)
. ℓ = 1, ...,M. (6b)

The inverse of the matrix Γ is assumed to exist such that Γ−1Γ = 1. In the case that Γ is

ill-conditioned (i.e., its condition number is large), efficient regularization procedures can be

implemented to approximate the inverse matrix Γ−1 [37]. By inserting Eq. (5) into Eqs. (2)

and (4) we can verify that

gℓ′(s) = g0(s)

∫ ∞

0

cℓ′(s, ω)

∫ ∞

0

S(ω′ − ω)

M
∑

ℓ=0

[

Γ−1
]

0ℓ
c∗ℓ(s, ω

′)dω′dω

= g0(s)
M
∑

ℓ=0

[

Γ−1
]

0ℓ
Γℓℓ′

= g0(s)δ0ℓ′ ℓ′ = 0, 1, ...,M, (7)

is always greater than (ℓ′ = 0) or equal (ℓ′ 6= 0) to zero, implying that both monotonic

convergence and the imposed external constraints in Eqs. (2) and (4) are satisfied simulta-

neously.

Since the gradients δhℓ/δǫ(s, ω) in Eq. (6a) can be directly calculated, the key to utilizing

the method in simulations as well as in experiments is to obtain δJ/δǫ(s, ω) in Eq. (6b). In

practical, we may separately calculate the gradients of J with respect to A(s, ω) and φ(s, ω)

based on the current pulse shaping technique, in which the spectral amplitude and phase can

be separately manipulated with different modulators [23, 24]. In experiments, the gradients

δJ/δA(s, ω) and δJ/δφ(s, ω) can be measured with stochastic sampling methods [38]. In

simulations, we have δJ/δA(s, ω) =
∫∞

−∞
δJ/δE(s, t)∂E(s, t)/∂A(s, ω)dt and δJ/δφ(s, ω) =

∫∞

−∞
δJ/δE(s, t)∂E(s, t)/∂φ(s, ω)dt, where ∂E(s, t)/∂A(s, ω) = cos[φ(s, ω) − iωt] as well as

∂E(s, t)/∂φ(s, ω) = −A(ω) sin[φ(s, ω) − iωt] can be derived from Eq. (1), and δJ/δE(s, t)

can be computed by solving the time evolution equations of quantum systems [28, 36].

For a general N -level closed quantum system, the control objective J associated with an

observable O at the final time T/2 can be defined by

J = Tr

[

U

(

T

2
,−

T

2

)

ρ0U
†

(

T

2
,−

T

2

)

O

]

, (8)
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where ρ0 is the density operator at the initial time −T/2. The evolution operator U of

the quantum system interacting with control fields E(s, t) can be described by the time-

dependent Schrödinger equation ∂tU(t,−T/2) = −i[H0 − µE(t)]U(t,−T/2) subject to the

initial condition U
(

−T
2
,−T

2

)

≡ I, where H0 is the field-free Hamiltonian, and µ the dipole

moment operator. The gradient of J with respect to E(s, t) can thus be written as

δJ

δE(s, t)
= −2Im

{

Tr

{[

ρ0, O

(

T

2

)]

µ(t)

}}

(9)

with µ(t) = U †(t,−T/2)µU(t,−T/2) and O(T/2) = U †(T/2,−T/2)OU(T/2,−T/2). Equa-

tion (5) can be solved (e.g., by using Euler method) to update the spectral field from ǫ(s, ω)

to ǫ(s + ds, ω) over the control variable s until the control objective J is maximized to

satisfactory precision.

As an example, we consider a pseudo-molecular model consisting of four levels |g〉, |f〉,

|a〉 and |b〉 with energies Eg < Ef < Ea < Eb, in which |g〉 and |f〉 serve as two rovibrational

levels in the ground electronic states, and |a〉 and |b〉 as two rovibrational levels in the excited

electronic states. The control objective J in Eq. 8 is chosen with O = |f〉〈f | and ρ0 = |g〉〈g|

for the population transfer from the initial state |g〉 to the target state |f〉. We consider

a resonant laser field that couples the two electronic states, so that the direct transitions

between |g〉 and |f〉 as well as between |a〉 and |b〉 can be ignored. As the two levels |a〉 and

|b〉 are within the spectral range of the pulse, resonant multiphoton transitions between |g〉

to |f〉 can occur. Here, we explore whether such multiphoton absorptions can be maximized

by optimizing the spectral phase of a single control pulse, which is of fundamental interest

for understanding nonlinear optical phenomena [39].

In our simulations, we impose two different types of external constraints on the op-

timized spectral phases: (1) hℓ[φ(s, ·)] = E(s, tℓ) = Cℓ ℓ = 1, · · · , (M − 1) at distinct

times, t1, · · · , tM−1, and (2) hM [φ(s, ·)] =
∫∞

0
φ(s, ω)dω = CM , where C1, · · · , CM are con-

stants. The coefficients c1(s, ω), · · · , cM(s, ω) can be obtained by the functional deriva-

tives δh1/δφ(s, ω), · · · , δhM/δφ(s, ω). Moreover, the spectral phase is further modified by

a normalized Gaussian spectral filter S(ω′ − ω) = exp[−4ln2(ω′ − ω)2/σ2] of a bandwidth

σ = 80cm−1. The initial laser field E(0, t) is taken to be an experimentally accessible Gaus-

sian transform limited (TL) pulse with the peak electric field strength of E0 = 2.4 × 10−3

a.u, the center frequency of ω0 = 12500 cm−1 (800 nm) and the full-width at half-maximum

(FWHM) of 30 fs corresponding to a frequency bandwidth ∆ω ≈ 980 cm−1. The frequency
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FIG. 1. (Color online) The spectral-phase-only optimization simulations with (left panels) and

without (right panels) the imposed constraints hℓ′ [φ(s, ·)], ℓ
′ = 1, · · · , 6 as well as the spectral

filter. (a) and (b) the control objective J corresponding to the population on the target state

|f〉, (c) and (d) the values of the optimized laser field at t = ±26,±35, ±42 and ±800 fs (the

black line of 800 fs overlaps the dashed black lines of -800 fs), and (e) and (f) the integral of

the optimized spectral phase, as a function of the number of iterations (s/ds). The optimization

process is terminated when the objective value J is converged to 0.999.

domain over a widow of 3000 cm−1 centered at ω0 is divided evenly into 512 frequency bands

with a resolution dω ≈ 5.85 cm−1. These parameters ω0, dω, ∆ω, E0 are fixed throughout

to account for the internal limitations involved in SPOOs.

For comparison, Fig. 1 shows the simulations with (left panels) and without (right pan-

els) external constraints including the spectral filter. The energy difference between the two

intermediate states, Ω′ = Eb − Ea, is assumed to be the same as that between the initial

and target states, Ω = Ef − Eg = 480 cm−1. The transition dipole moments are chosen as

µij = 〈i|µ|j〉 = 1.0 a.u. for i = g, f and j = a, b. The temporal duration of the optimized

pulse is fixed at T = 1600 fs, which can be regarded as another internal limitation from

simulations. The temporal constraints are imposed simultaneously on the control field at

three intermediate times t = +26,+35,+42 and two terminal times t = ±800 fs. As can be

seen in Figs. 1 (a) and (b), the resonant multiphoton transition probability in the both cases

can be monotonically increased to the predetermined value of 99.9% as the dummy variable
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FIG. 2. (Color online) (a) and (b) The final optimized spectral phase as well as the final spectral

amplitude, and (c) and (d) the corresponding temporal electric field with (left panels) and without

(right panels) the imposed temporal and spectral constraints as well as the spectral filter.

s increases. Note that the control objective J in the present simulations has almost reached

the global extremum of 100%, although strongly demanding and competing constraints may

result in the local extrema [35, 40]. The values of the constrained control field in Fig. 1

(c) at the five specified times, as expected, are fixed as the initial pulses, while the field at

t = −26,−35,−42, starting with the same values as those at t = +26,+35,+42, undergoes

large changes during iterations. The integral of the constrained spectral phase in Fig. 1

(e) is fixed throughout the optimization. None of these special features appeared in the

unconstrained field, cf. Figs. (d) and (f).

Figure 2 displays the final optimized spectral phases, the final spectral amplitudes, and

the corresponding temporal fields used in Fig. 1. The both constrained spectral phases are

modified at three fundamental frequencies around ω0 and ω0 +Ω for constructing quantum

interferences, which lead to the enhancement of population transfer to the target state [39],

as shown in Fig. 3. The effect of the involved constraints on the optimized fileds can be

found in Fig. 2, in which the shape of the constrained spectral phase in Fig. 2 (a) looks

much smoother than the unconstrained one in Fig. 2 (b). The optimized spectral phases

will determine the time evolution of the optimized pulses, which are prolonged as compared

with the initial TL pulse. The spectral filter S(ω′ − ω) combined with the two terminal

constraints E(±T/2) = 0 ensures that the optimized laser field is smoothly turned on and

off going from −T/2 to T/2, as shown in Fig. 2 (b). Without the filter function and the

two terminal constraints, however, the control field in Fig. 2 (d) rapidly spreads out and
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FIG. 3. (Color online) The population evolution of (a) the initial state |g〉 and (b) the target

state |f〉 as a function of the number of iterations (s/ds) with constrained spectral phase-only

optimization.

is suddenly cut off at t = ±T/2, and thus the time range from −T/2 to T/2 is not enough

to transform a full field by using Eq. (1). As can be seen from Fig. 2 (b), the spectral

amplitude A(ω) of the final optimized pulse is not the same as the initial pulse, indicating

that the unconstrained simulation by Eq. (3) fails to perform the SPOO within a fixed time

interval. The present method by introducing the frequency filter and the two terminal con-

straints provides an alternative approach to perform an “exact” SPOO in simulations, which

can localize the optimized pulses while keeping the spectral amplitude fixed. In contrast to

the almost symmetric unconstrained spectral phase with respect to the center frequency in

Fig. 2 (b), the constrained spectral phase in Fig. 2 (a) is clearly asymmetric, which in turn

results in an asymmetric shape of the temporal field in Fig. 2 (c). The temporally asym-

metric pulse shaping has potential applications for investigating and controlling quantum

dynamics, yielding results that cannot be achieved by using temporally symmetric pulses

[41, 42].

We also applied the method with different values of Ω and Ω′ as well as with various

sets of constraints including the temporal duration of T and the filter function. In all cases,

the method retained the ability to incorporate multiple constraints on the optimized control

field while maintaining monotonic convergence. Note that the application of the method

is not limited to the SPOO and the constraints used in the present simulations. To this

end, the method may be adopted for multiple constraint spectral-amplitude-only optimiza-
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tion (SAOO) by fixing the spectral phase and imposing spectral amplitude constraints, e.g.,
∫∞

0
A2(s, ω)dω =

∫∞

0
A2(0, ω)dω for fixing the energy of the optimized pulse unchanged

during optimization. The method can also be equally formulated in the time domain for

optimizing generalized control fields E(t) subject to multiple external constraints, e.g., the

fluence constraint
∫ T/2

−T/2
E2(s, t)dt =

∫ T/2

−T/2
E2(0, t)dt.

In summary, we have presented a gradient-based frequency domain quantum optimal

control method to optimize time domain ultrafast laser pulses subject to multiple internal

limitations as well as external constraints. This new optimization method has been suc-

cessfully employed to perform the SPOO for enhancing the resonant multiphoton transition

while taking into account six internal limitations, six external constraints and one spectral

filter. Enhancing such multiphoton transitions may have potential applications in resonant

Raman spectroscopy [43, 44]. We envision that other spectral phase sensitive quantum

coherent phenomena [45–49] can be further optimized within this SPOO framework, and

the method can be applied other control problems in quantum physics including quantum

information science [7]. Going beyond simulations, a laboratory-based steepest-ascent al-

gorithm based on Eq. (5) could be implemented, in which flexible external constraints on

the optimal field can be rapidly introduced off line with the experimentally measured gra-

dients δJ/δA(s, ω) and δJ/δφ(s, ω) to optimize the laser pulse in an iterative fashion. Since

the method makes no assumptions on the nature of the system, the procedure should be

amenable to complex quantum systems, especially in the laboratory, for either enhancing or

suppressing complex ultrafast photophysical and photochemical phenomena.
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