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Abstract

High-finesse optical resonators found in ultrasensitive laser spectrometers utilize supermirrors ideally consisting of isotropic high-reflectivity coatings. Strictly speaking, however, the optical coatings are often non-uniformly stressed during the deposition process and therefore do possess some small amount of birefringence. When physically mounted the cavity mirrors can be additionally stressed in such a way that large optical birefringence is induced. Here we report a direct measurement of optical birefringence in a two-mirror Fabry-Pérot cavity with $R = 99.99\%$ by observing TEM$_{00}$ mode beating during cavity decays. Experiments were performed at a wavelength of 4.53 $\mu$m, with precision limited by both quantum and technical noise sources. We report a splitting of $\delta_\nu = 618(1)$ Hz, significantly less than the intrinsic cavity linewidth of $\delta_{\text{cav}} \approx 3$ kHz. With a cavity free spectral range of 96.9 MHz, the equivalent fractional change in mirror refractive index due to birefringence is therefore $\Delta n/n = 6.38(1) \times 10^{-6}$.
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I. INTRODUCTION

Many fields of physics, ranging from gravitational-wave detection to quantum electrodynamics, make use of the fundamental properties of optical resonators to perform basic and applied research. Optical clocks rely on stable reference cavities to reduce laser linewidth and therefore improve long-term coherence during the interrogation of narrow atomic transitions. Whispering gallery mode and Fabry-Pérot microresonators provide compact platforms for emerging sensor technology. In each of the above, detailed investigations of optical resonator response to different photon polarization states have made seminal contributions to their respective fields [1–10]. For the purposes of chemical and biochemical sensing, polarization rotation induced by molecules on or at a surface has been further enhanced by the inclusion of the target under test inside of an optical resonator [11–15].

In precision molecular spectroscopy, optical resonators are used to enhance the effective interaction pathlength between the circulating photons and a sample of interest [16]. This pathlength enhancement scales linearly with the resonator finesse, and therefore the most sensitive spectrometers utilize supermirrors with the lowest possible absorption and scattering losses, often \( \leq 1 \times 10^{-4} \). In addition to absorption pathlength enhancement, optical resonators can also act to enhance phase shifts due to molecular dispersion. High-sensitivity dispersion spectroscopy also requires mirrors with very low loss [17–22].

Mirror losses can be measured by cavity ring-down spectroscopy (CRDS), where the rate at which photons leak from the optical resonator is proportional to the inverse of the resonator round-trip losses [23]. When there is no appreciable absorption by the intracavity medium, photons decay from the cavity exponentially with a time constant \( \tau_0 = \bar{n}L[c(1 - R)]^{-1} \) where \( \bar{n} \) is the refractive index of the medium, \( L \) is the cavity length, \( c \) is the speed of light in a vacuum, and \( R \) is the mirror power reflectivity. When intracavity absorption is introduced and increased, the measured cavity losses increase and \( \tau \) decreases. Therefore, the sensitivity of CRDS to weak absorption is directly related to how precisely one can measure the exponential time constant \( \tau \).

Deviations from exponential behavior during CRDS can ultimately limit a given spectrometer’s performance. Among possible sources of non-exponential behavior, some common examples include interference from higher-order transverse modes [24] and saturation of the intracavity absorption [25–28]. Perturbed cavity decays can also originate from small intrin-
sic birefringence found in all real supermirror coatings. Previous experiments have investigated mirror birefringence by observing changes in $\tau$ as a function of incident polarization [29, 30], by optical feedback [31], by ellipsometry [32–34], and by simultaneously locking two lasers of slightly different frequencies and orthogonal polarizations to the resonator [4].

Very recently, Dupré reported independent observations of beating in CRDS signals attributed to relatively strong mirror birefringence [35]. Given the signal-to-noise ratio on individual cavity decays reported by Dupré, beating due to interference between the cavity polarization eigenstates was only observed when the mirror birefringence was an order of magnitude larger than the cavity round-trip losses. Additionally, Dupré only investigated the response of their high-finesse optical resonator at a single, linear incident polarization, and thus the importance of the relative phase between the two eigenstates could not be realized. Excitation by a single linear polarization state also introduced a potential bias due to significant differences in the intracavity power at various analyzer angles. With a higher signal-to-noise ratio on the cavity decays and a more diverse set of incident polarization conditions, one could directly measure mirror birefringence via interferometry with significantly higher precision.

By performing CRDS with a high signal-to-noise ratio in the regime where cavity losses were greater than the round-trip phase retardance, we directly measured mirror birefringence via determination of the lowest-order transverse mode (TEM$_{00}$) splitting. A high-finesse optical resonator ($F \approx 31\,000$) constructed using mid-infrared mirrors with observable birefringence resulted in a unique set of net slow and fast axes which supported orthogonal linear polarization states with slightly different resonant optical frequencies. We observed this small difference in optical frequencies as a beating during the cavity decays for specific input photon polarization states in the presence of appropriate polarization analysis. This method of determining the supermirror birefringence by a measurement of the beat frequency from TEM$_{00}$ mode splitting was, in a sense, a form of birefringence interferometry [4]. Our high-precision CRDS approach had high sensitivity for small amounts of birefringence ($\leq 10^{-8}$) as well as more than three orders of magnitude of dynamic range. We also present a complementary generalized model for identifying an ideal input polarization state in order to optimize high-precision retrieval of the cavity decay time constant (and therefore cavity losses) even in the presence of significant mirror birefringence.
II. MODEL

Our model of supermirror birefringence in a high-finesse optical resonator begins with the projection of an electric field of arbitrary polarization onto an arbitrary set of spatially orthogonal axes 1 and 2:

\[ E(t) = E_1(t) \exp[-i(\omega_1 t - \phi_1)] + E_2(t) \exp[-i(\omega_2 t - \phi_2)]. \] (1)

Here, \( E_1(t) \) and \( E_2(t) \) are time-dependent electric field magnitudes, \( \omega_1 \) and \( \omega_2 \) are the optical angular frequencies of each field in radians (\( \omega_1 = 2\pi \nu_1 \) and \( \omega_2 = 2\pi \nu_2 \), respectively), and \( \phi_1 \) and \( \phi_2 \) are the phases of each optical field. Here, the natural choice for a basis set is the net slow and fast axes of our optical resonator under study, a linear combination of the slow and fast optical axes of each individual mirror with observable birefringence. We aim to measure the cavity decay after projection onto a linear polarization analyzer (PA) orientated at an angle \( \gamma \) relative to the cavity slow axis. The intensity of the decaying optical field incident on a photodetector after the PA is:

\[ I(\gamma, t) = E(\gamma, t)E^*(\gamma, t) \]
\[ = a_1 f_1 I_1(t) \cos^2(\gamma) + a_2 f_2 I_2(t) \sin^2(\gamma) \]
\[ + \sqrt{a_1 f_1 I_1(t) a_2 f_2 I_2(t)} \sin(2\gamma) \cos(\omega_b t - \delta\phi), \] (2)

where \( a_1 \) and \( a_2 \) are the fraction of light intensity propagating along the slow or fast axes (where \( a_1 + a_2 = 1 \)), \( f_1 \) and \( f_2 \) are frequency-dependent mode coupling factors (where \( f_1 + f_2 = 1 \)), \( I_m(t) = I_0 \exp(-t/\tau_m) \) for \( m = 1 \) and 2, and \( \omega_b \) and \( \delta\phi \) are the difference in angular frequency and phase between the slow and fast electric fields, respectively. In the limit where the laser linewidth is much greater than both the cavity linewidth and the birefringence splitting (i.e., \( \Delta\nu_{\text{laser}} \gg \delta\nu_{\text{cav}} \gg \omega_b/(2\pi) \)) on the timescale of cavity buildup, the frequency-dependent mode coupling factors become identical and constant. If in addition we consider the mirror reflectivity to be the same for both axes (i.e., \( \tau_1 = \tau_2 \equiv \tau \)), Eq. 2 simplifies to Eq. 3:

\[ \frac{I(\gamma, t)}{I_0} = \exp(-t/\tau)[A(\gamma) + B(\gamma) \cos(\omega_b t - \delta\phi)]. \] (3)

The factors \( A(\gamma) \) and \( B(\gamma) \) depend upon the polarization state by which the optical cavity is excited. Here we investigate in detail two specific cases: excitation with circularly polarized
light and excitation with linearly polarized light. For circular excitation, $a_1 = a_2 = 1/2$ and
the absolute difference in phase is $|\delta_\phi| = \pi/2$. Thus $A(\gamma) = 1$, $B(\gamma) = \sin(2\gamma)$, and
$\delta_\phi = \pm\pi/2$ for left-hand (LH) and right-hand (RH) excitation, respectively. Equation 3 can
then be further simplified using the small-angle approximation $\sin(\omega b t) \approx \omega b t$:

$$\frac{I(\gamma, t)}{I_0} = \exp[-t/(\tau \mp B(\gamma)\omega b)]. \quad (4)$$

In the limit of weak birefringence and using circular excitation, the cavity decay filtered by
a linear PA will be nearly exponential with an effective time constant of $\tau_{\text{eff}}(\gamma) = \tau/(1 \mp B(\gamma)\omega b \tau)$ for LH and RH excitation, respectively. The maximum fractional deviation from
$\tau$ is then defined as

$$\frac{\Delta \tau}{\tau} = \frac{\tau_{\text{eff, max}} - \tau}{\tau} \approx \omega b \tau. \quad (5)$$

For excitation with linearly polarized light, the following conditions are met: $\eta = \tan^{-1}(\sqrt{a_2/a_1})$ where $\eta$ is the angle the incident linearly polarized field makes with the net slow axis, and $\delta_\phi = 0$. In each of the experiments described here using linearly polarized light, $\eta = \gamma$. Making the substitution, $A(\gamma) = \cos^4(\gamma) + \sin^4(\gamma)$ and $B(\gamma) = \sin^2(2\gamma)/2$, a similar expression to Eq. 4 can then be derived using the small-angle approximation $\cos(\omega b t) \approx 1 - (\omega b t)^2/2$:

$$\frac{I(\gamma, t)}{I_0} = \exp[-t/\tau - B(\gamma)(\omega b t)^2/2]. \quad (6)$$

In SI units $I_0 = p c \varepsilon_0 T_c (\langle I_{1,0} \rangle + \langle I_{2,0} \rangle)/2$, where the coefficient $p = 1/4$ or $p = 1/2$ for circular or linear excitation, respectively, $\varepsilon_0$ is the permittivity of free space, $T_c$ is the overall efficiency with which the incident spectrum is transmitted by the optical resonator, and $\langle \rangle$ denotes an averaging over optical cycles. Since our cavity design does not allow for one mirror to be rotated in a systematic fashion relative to the other, we must describe the two-mirror optical resonator as a whole, and thus only model net cavity birefringence.

The above expressions provide an intuitive, parameterized description of a single-mode cavity decay with TEM$_{00}$ mode beating that arises from the presence of mirror birefringence. An expression similar to Eq. 3 was reported by Stamataki et al. to qualitatively describe the signals observed during pulsed evanescent-wave cavity ring-down ellipsometry (EW-CRDE) [13]. An independent frequency-domain derivation by Dupr´e, equivalent by convolution theorem to our time-domain approach, also resulted in an expression similar to our generalized Eq. 3 [35]. As evidenced by the experiments reported here, our more general time-domain
approach quantitatively described cavity excitation by both circularly and linearly polarized light without ignoring polarization-dependent loss. We also introduce frequency-dependent mode coupling factors that, for the case of a swept laser-cavity locking scheme, renders these analytical expressions useful for cases of both weak and strong birefringence (relative to the round-trip cavity losses).

A Jones matrix description of the polarization state propagation for an arbitrary number of cavity round-trips was given by Huang and Lehmann in Eqs. 1-6 of Ref. [30]. In that formalism, the two TEM\textsubscript{00} modes are the two eigenvalues of the Jones matrix \( M \). Using the cavity round-trip \( M \) which they derived, we can model the cavity decay at each time \( t \) after being pumped by light of arbitrary polarization as

\[
v(t) = AM^{t/t_r}u, \tag{7}
\]

where \( A \) is the Jones matrix for the PA, \( t_r = 2nL/c \) is the cavity round-trip time, and \( u \) is the vector describing the polarization state of the incident electric field in the laboratory \( xyz \) frame. An illustration of the two-mirror Fabry-Pérot cavity along with the coordinate system and variables introduced above is shown in Fig. 1. The Jones matrix for the PA as well as the Jones vectors for LH circularly polarized, RH circularly polarized, and linearly (lin) polarized light, respectively, are shown in Eqs. 8-11 [36]:

\[
A = \begin{bmatrix} \cos^2(\theta) & \cos(\theta)\sin(\theta) \\ \cos(\theta)\sin(\theta) & \sin^2(\theta) \end{bmatrix}, \tag{8}
\]

\[
u_{\text{LH}} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ i \end{bmatrix}, \tag{9}
\]

\[
u_{\text{RH}} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ -i \end{bmatrix}, \text{ and} \tag{10}
\]

\[
u_{\text{lin}} = \begin{bmatrix} \cos(\theta) \\ \sin(\theta) \end{bmatrix}. \tag{11}
\]

In Eq. 8, we define \( \theta \) as the angle the PA makes with the \( x \)-axis in the laboratory frame \( (\theta = \alpha + \gamma, \text{ where } \alpha \text{ is the angle the slow axis makes with the } x \text{-axis}) \). In all linear polarization experiments reported here, both the input polarization vector and the PA are set at angles equal to \( \theta \) (i.e., \( \eta = \gamma \) as stated previously).
FIG. 1. (color online) Illustration of the high-finesse optical cavity. Supermirrors are label M1 and M2. CaF$_2$ windows with anti-reflective coating (blue) isolate the optical cavity from the laboratory. Net slow and fast optical axes are illustrated using dashed lines, and the linear polarization analyzer (PA) orientation using a dashed arrow. The angle between the slow axis and the $x$-axis is defined as $\alpha$, whereas the angle between the slow axis and the PA is defined as $\gamma$. When studying the cavity response to linear excitation, the angle $\eta$ that the incident linearly polarized light makes with the slow axis (not shown) is equal to $\gamma$.

Finally, the normalized intensity of the cavity decay incident on the photodetector at a given time $t$ is equal to

$$\frac{I(t)}{I_0} = |v(t) \cdot v^*(t)|.$$  \hspace{1cm} (12)

The cavity round-trip Jones matrix $M$ contains the following parameters: the round-trip phase retardance $\epsilon = \omega_b t_r/2$ and the angle $\alpha$ the slow axis makes with the $x$-axis in the laboratory frame. We can now make a connection between the perturbed exponential expressions derived above from an intuitive description of transverse mode beating and the Jones matrix approach. Through Eq. 5 and the above definition of round-trip phase retardance, we find for excitation of the cavity by circular polarization that $\Delta \tau/\tau = \epsilon/(1 - R)$ in the limit of weak birefringence. In its general form, $M$ also treats polarization-dependent loss in each cavity mirror, a small perturbation on supermirror birefringence that has not be included in Eqs. 3-6. We will revisit this topic later.
III. INSTRUMENTATION

A schematic of the instrument designed to perform ultrasensitive cavity ring-down spectroscopy (CRDS) in the mid-infrared spectral region [37] is shown in Fig. 2. The optical cavity was excited by a continuous-wave distributed feedback quantum cascade laser (QCL) operating at 4.53 $\mu$m and with an average output power of $\approx 30$ mW. The polarization state of the QCL output is linear. A germanium acousto-optic modulator (AOM) was used as a fast optical switch to initiate cavity decays while a low-bandwidth ($\approx 4$ Hz) transmission lock maintained resonance between the single-frequency QCL and a given mode of the optical cavity by feeding back to the laser current. A low noise liquid-N$_2$-cooled InSb photodetector of 100 $\mu$m diameter with transimpedance gain of $1 \times 10^6$ V/A, responsivity of 3.7 A/W, and a 1 MHz bandwidth was used to record individual cavity decay events with a measured noise-equivalent power of 70 fW Hz$^{-1/2}$. The decays were digitized with 22-bit resolution at a sampling rate of 1 MS/s and a 3 dB electronic bandwidth of 480 kHz.

The high-finesse optical resonator under interrogation consisted of two mirrors from the same batch coated for maximum power reflectivity $R$ at a wavelength of 4.6 $\mu$m (CRD Optics 901-0008-4600). The mirrors were created using ZnSe substrates of the following dimensions: a thickness of 5 mm, a diameter of 2 cm, and a radius of curvature of 1 m. The mirrors were glued to 2.54 cm outer diameter (OD) adapter rings using standard two-part epoxy and then
mounted inside a threaded stainless steel knife-edge flange using a single aluminum retaining ring. Each of the two mirror mounts was adjusted using high-thread-count set screws to aid in initial alignment of the optical cavity. The optical cavity length was \( L = 1.55 \) m, and the round-trip absorption and scattering losses were measured to be \( 1 \times 10^{-4} \).

The individual mirror mounts were supported by stainless steel brackets, each of which was connected to the other by four 2.54 cm OD Invar-36 rods. The mirror mounts themselves were connected by a stainless steel tube of 1.27 cm OD and a stainless steel bellows to reduce strain in the event of slow drifts in cavity length due to room temperature fluctuations. This tube housed the optical mode as well as any sample gas under study. Each mirror mount was capped with a CaF\(_2\) window with anti-reflective coatings which sealed the entire optical cavity from the laboratory environment. The mirrors in this design experience a zero pressure difference between their anti-reflective and reflective faces, significantly reducing the potential for stress-induced birefringence [30, 35]. All experiments were performed under the vacuum of a turbomolecular pump at pressures < 1.3 Pa.

IV. RESULTS AND DISCUSSION

Presented first are the results of exciting the two-mirror optical cavity with circularly polarized light. A quarter-wave plate (Altechna 2-IRPW-L/4-4500-C) and a high-contrast PA (ISP Optics POL-1.5-5-SI, extinction \( \geq 10\,000 : 1 \)) were placed at positions WP and PA as illustrated in Fig. 2, respectively. For each of two orientations of the quarter-wave plate (LH and RH circular) we recorded cavity decay events at various linear projection angles \( \theta = \alpha + \gamma \) defined by the PA. Decay signals were recorded at a constant trigger threshold of 150 mV which allowed for a 3 s total acquisition time at rates that ranged from 2 Hz to 14 Hz.

At each angle \( \theta \) the average empty-cavity decay constant \( \tau_{\text{eff}} \) for a 3 s acquisition ensemble is plotted in Fig. 3 for both LH (blue circles) and RH (black diamonds) circularly polarized excitation. A constant offset was subtracted from each individual cavity decay, which was then fit to a single exponential decay constant, \( \tau_{\text{eff}} \), and a floated amplitude using a non-linear-least-squares Levenberg-Marquardt algorithm [38].

For each respective handedness, the LH and RH data sets were fit to the model \( \tau_{\text{eff}}(\theta) = \tau[(1 \mp \omega_b \tau \sin[2(\theta - \alpha)])]^{-1} \), where \( \omega_b = 2\pi\delta_\nu \). The fit parameters from Fig. 3 were \( \tau = \)
FIG. 3. (color online) The effective cavity decay time constant $\tau_{\text{eff}}$ as a function $\theta$, the angle defined by the PA relative to the laboratory $x$-axis. Expanded uncertainties ($\pm 3\sigma$) for each 3 s acquisition. Repeated measurements are plotted at $\theta = 48^\circ$ for each LH and RH data set to illustrate $\theta$ modulo $180^\circ$ reproducibility.

46.7(4) $\mu$s, $\delta_{\nu} = 600(40)$ Hz, and $\alpha = -14.9(1.7)^\circ$ for the LH data set and $\tau = 47.2(4)$ $\mu$s, $\delta_{\nu} = 540(40)$ Hz, and $\alpha = -14(2)^\circ$ for the RH data set, respectively. From the model parameters averaged over both data sets we determined $\tau = 46.9(3)$ $\mu$s, $\delta_{\nu} = 570(30)$ Hz, and $\alpha = -14.7(1.5)^\circ$.

Of the fit $\tau_{\text{eff}}$ in Fig. 3, the LH excitation data point at $\theta = 168^\circ$ exhibited the smallest relative standard deviation of $\sigma_{\tau} = 0.044$ $\mu$s. This led to minimum observed fit statistics of $\sigma_{\tau}/\tau = 0.09\%$, about a factor of three from the theoretical value of $\sigma_{\tau}/\tau = 0.027\%$ (the quadrature sum of the quantum noise $\sigma_{\tau}/\tau = 0.011\%$ and the detector noise $\sigma_{\tau}/\tau = 0.025\%$, respectively) calculated when $I_0 = 81(10)$ nW of light was incident on the photodetector ($I_0$ was the average of all data reported in Fig. 3, with $\pm 1\sigma$ standard deviation in parenthesis) [37, 39]. All decays were fit beginning 20 $\mu$s after the AOM optical switch to avoid occurrences of spurious optical pumping of the cavity as well as to reduce the influence of higher order transverse modes.

We now compare in detail the observed cavity decays when $\sigma_{\tau}$ is at its extrema. Figure 4 shows the measured cavity decays along with the corresponding fit residuals arising from three decay models: the single-exponential model (SEM) using $\tau_{\text{eff}}$, the non-exponential model (NEM) of Eq. 3, and the Jones matrix model (JMM) of Eq. 7 and Eq. 12 in the limit of no polarization-dependent loss (PDL). For LH excitation, exponential decays at three distinct values of $\theta$ are plotted in Fig. 4A. Each of these decays were fitted by the SEM (solid circles in Fig. 4B-D), the NEM (open squares), and the JMM (small dots). For the
FIG. 4. (color online) A. Cavity decays at various angles $\theta$ for LH excitation. B-D. Fit residuals from the single exponential model (SEM, solid circles), the non-exponential model (NEM, open squares), and the Jones matrix model (JMM, small dots). The NEM and JMM residuals are identical for all $\theta$. E. Histogram of the fitted $\tau$ from the JMM for 346 unique cavity decays recorded at 5 different values of $\theta$ for LH and RH excitation separated into 35 bins. A fitted normal distribution is shown as a solid black line. The histogram of fitted $\tau$ values using the NEM is identical (not shown). F. Allan deviation of fitted $\delta_\nu$ for linear excitation at $\theta = 33^\circ$ recorded at an acquisition rate of 9 Hz.

NEM and JMM, $\alpha = -14.7^\circ$ was held constant at all $\theta$ and an amplitude parameter, $\tau$, and $\delta_\nu$ were all floated during the fit. When $|\sin[2(\theta - \alpha)]|$ was at a maximum the SEM left large residuals, whereas the SEM did well when $|\sin[2(\theta - \alpha)]| \approx 0$ at $\theta \approx 168^\circ$ (In Fig. 4C, the solid circles of the SEM, effectively identical to the NEM and JMM, are obscured from view). While the SEM failed to model the cavity decays at all $\theta$, the NEM and JMM are indistinguishable from one another, and performed well over all $\theta$. A similar pattern was observed for RH excitation (not shown).

At each value of $\theta$, the NEM and JMM provided fitted values for the amplitude of the decay, a single global time constant $\tau$, and the beat frequency $\delta_\nu$. A histogram plot in Fig. 4E shows the ensemble of fitted $\tau$ values acquired at all $\theta$ where a beat was observed. The $\tau$ values are well approximated by a normal distribution with $\tau = 47.8 \mu$s and $\sigma_\tau = 0.3 \mu$s.
(identical for both the NEM and JMM). For the same decays, the ensemble of fitted values of $\delta_\nu = 600$ Hz exhibit a larger relative standard deviation of $\sigma_{\delta_\nu} = 60$ Hz. For the two angles of $\theta$ measured in the lab with the largest perturbation from birefringence ($\theta = 28^\circ$ and $128^\circ$, respectively) and therefore the largest signal-to-noise ratio on the beat, we measure $\delta_\nu = 610$ Hz and $\sigma_{\delta_\nu} = 30$ Hz. At $\theta = 28^\circ$ following LH circular excitation the perturbation from birefringence is near maximum, since $\theta \approx \alpha$. At an acquisition rate of 9 Hz, we report a measurement precision of $\sigma_{\delta_\nu} = 6$ Hz in 1 s of averaging on a measured value of $\delta_\nu = 613$ Hz.

Excitation of the cavity by linear polarization can also be treated by both the NEM and JMM using the appropriate coefficients $A(\gamma)$ and $B(\gamma)$ in Eq. 3. When $\eta = \gamma$, rotating $\eta$ and $\gamma$ together is equivalent to rotating the cavity itself relative to a fixed linear polarization. We note that, at a constant trigger threshold, this approach does not suffer from any potential bias due to changes in the intracavity power as a function of the angle of the linear polarization analyzer [35]. Exciting the cavity at $\theta = 33^\circ$ (near where $\Delta \tau/\tau$ for circular polarization in Fig. 3 was largest) results in decays with the largest deviation from the SEM. The measured beat frequency at $\theta = 33^\circ$ is $\delta_\nu = 618$ Hz with an improved precision of $\sigma_{\delta_\nu} = 1$ Hz due to the longer 19 s acquisition time (see Fig. 4F). With a cavity free spectral range of $\text{FSR} = 96.9$ MHz, this equates to a measured fractional change in refractive index of $\Delta n/n = \delta_\nu/\text{FSR} = 6.38(1) \times 10^{-6}$. Precision on the $10^{-8}$ level is one order-of-magnitude better than that recently reported by Dupré for a cavity of $\mathcal{F} \approx 420000$ at a wavelength of 800 nm [35].

The Allan deviation for the linear excitation measurement (Fig. 4F) clearly demonstrated that averaging times $> 10$ s are possible. The agreement between the reported values of $\delta_\nu$ for both circular and linear excitation given their respective values of $\sigma_{\delta_\nu}$ is excellent when considering that these data sets were recorded several days apart. This suggests that long-term drift in the net cavity birefringence due to temperature changes in the laboratory are no more significant than our current short-term measurement precision.

In CRDS, we desire to simply avoid mirror birefringence altogether in order to achieve optimized fit statistics for the unperturbed cavity time constant $\tau$. With knowledge of the spatial location of the slow and fast cavity axes in the laboratory frame we can selectively excite one of the modes and measure the Allan deviation to determine an NEA normalized to a 1 s acquisition. When $\theta = 168^\circ$ ($\eta = \gamma \approx 3^\circ$, $I_0 = 203$ nW) we report $\sigma_{\tau}/\tau = 0.024 \%$.
for the SEM, within a factor of two of the theoretical value of $\sigma_\tau/\tau = 0.012\%$ calculated from the quadrature sum of quantum and technical noise when the fitting is performed with appropriate weighting (see Refs. [37, 39]). This results in an $\text{NEA} = 5.5 \times 10^{-11}\ \text{cm}^{-1}\ \text{Hz}^{-1/2}$ at an acquisition rate of only 9 Hz. If in the laboratory the exact condition $\theta = \alpha$ (or $\theta = \alpha \pm 90^\circ$) is met with excitation by linear polarization, we can indeed achieve the theoretical limit of $\sigma_\tau/\tau$ set by both quantum and detector noise [37].

When $\epsilon < 1 - R$ (and therefore $\delta_\nu < \delta_{\text{cav}}$) both the NEM and JMM perform equally well in the limit where PDL is negligible (and at the experimental signal-to-noise ratio on the cavity decays of SNR $\approx 3000 : 1$). In an effort to measure the PDL we have fit the average cavity decays at each value of $\theta$ for the LH and RH data sets to a global set of parameters that includes PDL in the JMM as described in Ref. [30]. Each averaged cavity decay was normalized by its previously fit amplitude and then collectively fit using the JMM+PDL with the following floated terms: $\tau, \alpha, \epsilon, b, \text{ and } \beta$, where $b = (r_{\text{max}} - r_{\text{min}})/(r_{\text{max}} + r_{\text{min}})$ ($r$ is the net field reflectivity of the mirrors) and $\beta$ is the angle $r_{\text{max}}$ makes with the $x$-axis. We report $b/\epsilon = 0.057(16)$ with $\beta = 17(12)^\circ$ and $b/\epsilon = 0.09(7)$ with $\beta = 60(20)^\circ$ for the LH and RH data sets, respectively. Clearly PDL is a small perturbation on the mirror birefringence, and we can safely place an upper-bound of $b/\epsilon < 0.1$ on the net cavity PDL for this pair of mirrors. The simultaneous fit over all $\theta$ within a data set returns large uncertainties in $\beta$, again suggesting that PDL is small. PDL of this magnitude is consistent with previous observations in Ref. [30] as well as preliminary experiments on our existing near-infrared supermirrors.

When $\epsilon \approx 1 - R$, the round-trip phase retardance of the optical resonator is equal to the round-trip losses. This leads to a TEM$_{00}$ mode splitting that approaches the cavity linewidth ($\delta_\nu \approx \delta_{\text{cav}}$), necessitating frequency-dependent mode coupling factors $f_1$ and $f_2$ in the NEM when a narrow linewidth continuous-wave laser is coupled to the optical resonator (see Eq. 2 and the surrounding text). In this strong birefringence regime ($\delta_\nu \geq \delta_{\text{cav}}$) we anticipate that $f_1$ and $f_2$ will change for every cavity decay recorded by our spectrometer due to the swept laser locking and thresholding used to trigger the optical switch. The small-angle approximations used to derive Eqs. 4-6 are not justified when $\epsilon \approx 1 - R$, and the SEM fails even more dramatically than shown in Fig. 4. The use of Eq. 5 to estimate $\omega_b$ from the SEM of decays following LH and RH excitation is no longer valid, and the full NEM or JMM must be applied. When $\delta_\nu \approx \delta_{\text{cav}}, 1/\omega_b \approx \tau$. Making the substitution into
Eq. 5, we see that $\Delta \tau/\tau \approx 1$ and cavity decays are expected to be far from exponential.

By replacing $M1$ of the optical resonator with a presumably identical supermirror we fortuitously observed strong net birefringence in the $\epsilon \approx 1 - R$ regime. For LH, RH, and linear excitation we identified several PA orientations in the laboratory frame where the SEM produced large fitted residuals. For 133 total cavity decays fitted by Eq. 2 (still under the assumption of no PDL, i.e. $\tau_1 = \tau_2 \equiv \tau$) at various $\theta$ we report $\delta_{\nu} = 3.1$ kHz with a standard deviation of 0.4 kHz. We observed a maximum deviation from the SEM for LH excitation at $\theta = 138^\circ$ (i.e., $\alpha = 93^\circ$), and proceeded to record 170 successive cavity decays at an acquisition rate of 17 Hz with the PA in that orientation. The average beat frequency for the $\theta = 138^\circ$ data set was $\delta_{\nu} = 2.789$ kHz with 9 Hz precision at 5 s of averaging. An Allan plot revealed that the deviation of $\delta_{\nu}$ remained inversely proportional to the $\sqrt{N}$, where $N$ is the number of cavity decays, for a minimum of 5 s. Therefore, with longer averaging times it may be possible to again achieve $\leq 1$ Hz precision even in the presence of strong mirror birefringence.

The origin of the observed strong mirror birefringence that coincided with replacing a single mirror of the optical resonator could be reasoned in one of two ways. Since we measured net birefringence, the new $M1$ could simply have significantly larger birefringence than the first $M1$. Alternatively, the relative orientations of $\alpha_{M1}$ and $\alpha_{M2}$ could be very different in the two optical resonators, meaning that in our first optical resonator with $\delta_{\nu} = 618$ Hz the slow and fast axes of the individual supermirrors were oriented close to $90^\circ$ from one another in the laboratory frame. However, without the ability to rotate the individual supermirrors once the optical resonators were constructed, we cannot confirm which of these two scenarios correctly describes our observations.

V. OUTLOOK

A variety of physical measurements in optics and laser metrology require a detailed understanding of supermirror birefringence. By measuring cavity decays with a high signal-to-noise ratio, we show that mirror birefringence can be measured with $10^{-8}$ sensitivity and greater than $10^3$ dynamic range via TEM$_{00}$ mode interferometry using either a non-exponential model or a Jones-matrix model. In CRDS, deviations from exponential cavity decays lead directly to higher uncertainties in the fitted values of $\tau$, thus limiting spectrom-
eter sensitivity. The model and measurements reported here allowed for an unambiguous
determination of the optimum polarization conditions for ultrasensitive CRDS, a prerequisite
determination for the quantitative measurement of ultra-trace gas species in the so-called
“molecular fingerprint” region of the mid-infrared [37].

CRDS often uses optical isolators before and after the optical resonator in order to mini-
mimize long-term drifts in $\tau$ due to etaloning [40]. This should be done with an understanding
that excess polarization rotation and analysis could lead to non-exponential decays, and
again, degraded fit statistics. In the mid-infrared, care must also be taken during the choice
of material for vacuum windows since common substrates could induce residual ellipticity
to the polarization state of the photons incident on the optical resonator and thus further
complicate the decay signals.

While a detailed understanding of mirror birefringence in high-finesse optical resonators
will aid in the design of ultrasensitive cavity ring-down spectrometers, cavity-enhanced po-
larimetry (CEP) experiments may also benefit from similar precision measurements. Recent
demonstrations of background-free CEP, where drifts in mirror birefringence are intention-
ally negated by the measurement scheme, have reported impressive observations of weak
intracavity birefringence for the purpose of quantifying the Kerr effect in gases [41], for
detecting parity-nonconserving optical rotation in metastable atoms [42], and for the mea-
surement of optical activity in chiral molecules [43, 44]. In earlier implementations of CEP,
however, mirror birefringence remained a significant source of non-negligible background sig-
nal [45–50]. In those experiments, detailed knowledge of mirror anisotropy and birefringence
was required to properly interrogate the optical resonator thus minimizing background con-
tributions to the overall detection of weak intracavity polarization effects. Using the high
precision, large dynamic range interferometric detection method demonstrated here, CEP
could also take advantage of immunity to laser intensity fluctuation and $> 100$ Hz acquisi-
tion rates commonly achieved in CRDS. Finally, the addition of a transverse magnetic field
to the optical resonator could lead to high-precision measurements of the Voigt effect of
gases by ultrasensitive ellipsometry.
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