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We present an exact numerical study of the scaling of density and momentum distribution func-
tions of harmonically trapped one-dimensional bosons with repulsive contact interactions at zero
and finite temperatures. We use path integral quantum Monte Carlo with worm updates in our
calculations at finite interaction strengths, and the Bose-Fermi mapping in the Tonks-Girardeau
regime. We discuss the homogeneous case and, within the local density approximation, use it to
motivate the scaling in the presence of a harmonic trap. For the momentum distribution function,
we pay special attention to the high momentum tails and their k=% asymptotic behavior.

PACS numbers: 67.85.-d 03.75.Hh 02.70.Ss

I. INTRODUCTION

Developments in ultracold atomic gas experiments
have boosted the study of many-body interaction effects
in bosonic systems [1, 2]. In particular, the ability to load
Bose-Einstein condensates in optical lattices has provided
a unique opportunity to control the effective dimension-
ality and interactions of Bose gases. A setup that is of
interest to us here is that of a BEC loaded in a two-
dimensional (2D) optical lattice, as a result of which it
splits into an array of cigar-shaped Bose gases at very
low temperatures [2]. For a sufficiently deep 2D opti-
cal lattice and low energies, each cigar-shaped Bose gas
can behave as an effective one-dimensional (1D) system
[3, 4] that is described by the Lieb-Liniger model [5, 6]
(plus an additional term to account for trapping poten-
tials). The effective 1D interaction strength is deter-
mined by the three-dimensional (3D) scattering length
and the transverse confinement provided by the lattice
[7]. For sufficiently strong effective 1D interactions and
sufficiently low 1D densities, these gases enter the so-
called Tonks-Girardeau regime [8, 9], in which bosons
behave as impenetrable particles (hard-core bosons) and
can be mapped onto noninteracting fermions [10]. Fur-
thermore, if an additional (weaker, but not too weak) lat-
tice is added along the longitudinal direction, the system
can be described by the 1D version of the Bose-Hubbard
model, which has been of much interest in condensed
matter physics [11]. Experiments in the presence of that
additional lattice have allowed for the observation of the
superfluid to Mott insulator transition in 1D [12] and the
lattice version of the Tonks-Girardeau regime [13].

The Lieb-Liniger model has attracted quite some at-
tention since its introduction more than 50 years ago
[2, 14]. Tt is an integrable model whose exact solution,
which can be obtained using the Bethe Ansatz [5], pro-
vides insights into the universal behavior of 1D gapless
systems. Its far from equilibrium dynamics has been re-
cently scrutinized theoretically [15-20], after experiments
showed that 1D Bose gases taken far from equilibrium
relax to states in which observables are not described
by traditional ensembles of statistical mechanics [21] and
generalizations of the latter are needed [22, 23].

We should stress that despite the fact that the Lieb-
Liniger model is Bethe Ansatz solvable, the calculation of
correlation functions is extremely challenging due to the
complexity of the Bethe Ansatz eigenfunctions. In the
ground state, for example, the evaluation of one-particle
correlations (of which the momentum distribution func-
tion is the Fourier transform) has only been possible nu-
merically within via Algebraic Bethe Ansatz [24], and
through diffusion Monte Carlo simulations [25, 26]. At fi-
nite temperatures, they have been calculated using simu-
lations within the stochastic gauge method [27]. Remark-
ably, the asymptotic behavior of the momentum distribu-
tion function [m(k)], for large values of the momentum
k (associated with short range correlations), has been
determined analytically [m (k) o< k=] [28]. In the Tonks-
Girardeau regime, the simplification introduced by the
mapping to noninteracting fermions has enabled the an-
alytic calculation of one-particle correlations at zero and
finite temperatures [29-32]. On the other hand, the 1D
Bose-Hubbard model is not integrable, so correlations
can only be computed numerically [2]. However, its
Tonks-Girardeau limit is integrable and can be mapped
onto the so-called XX chain [2], which is the isotropic
limit of the XY chain introduced by Lieb, Shultz, D. Mat-
tis [33], and which can be mapped onto noninteracting
fermions [2]. This way, it is possible to calculate analyti-
cally one-particle correlations of the Tonks-Girardeau gas
in the presence of a lattice [34, 35].

In experiments with ultracold gases, a confining po-
tential (that is, to a good approximation, harmonic) is
needed to contain the gas. In the presence of such a
confining potential, as in the Hubbard model, only the
limit in which bosons are impenetrable (hence, mappable
to noninteracting fermions) remains integrable. In this
limit, the ground-state density and momentum distribu-
tion functions, as well as one-particle correlations, have
been studied in the continuum [36—-41] and in the lattice
[42, 43]. In those studies, universal power-laws with the
same exponents as the ones known from homogeneous
systems were found. At finite temperatures, a system-
atic study of one-particle observables has only been re-
ported in the lattice [44], while, in the continuum, the
momentum distribution function was recently calculated
in Ref. [45] for trapped systems with five particles. For



finite interaction strengths, for which trapped systems
are not integrable anymore, quantum Monte Carlo sim-
ulations (with a lattice discretization) have been used to
compute momentum distribution functions in the con-
tinuum and compare them with experimental results at
relatively weak interactions, obtaining a good agreement
between the two [46].

In this work, we are interested in systematically study-
ing the density and momentum distribution functions of
the Lieb-Liniger model in a harmonic trap at zero and
finite temperature. We will focus on the scaling proper-
ties of those quantities and in the high momentum tails
of the momentum distribution function. The latter have
remained elusive to quantum Monte Carlo simulations
so far. The weight of the high momentum tail, which is
known as Tan’s contact, is a quantity that plays a central
role in a set of universal thermodynamic relations known
as Tan’s relations [47-49]. The Tan’s contact has been
measured in experiments with 3D Bose-Einstein conden-
sates [50].

In order to obtain very accurate results for all the quan-
tities above, for arbitrary interaction strengths, here we
use path integral quantum Monte Carlo [51] for contin-
uous systems with worm updates [52, 53]. We also ob-
tain results in the Tonks-Girardeau limit using the Bose-
Fermi mapping in the lattice and working at very low
fillings [42-44]. For completeness, in all cases, we also
discuss the behavior of the quantities of interest in ho-
mogeneous systems, which helps motivate the scaling re-
lations for the trapped systems.

The paper is organized as follows. In Sec. II, we intro-
duce the Hamiltonian and numerical approaches used.
We also discuss some of the checks done to gauge the
accuracy of our calculations. In Secs. IIT and IV, we
report a detailed study of density and momentum dis-
tribution functions, as well as one-particle correlations,
of Lieb-Liniger systems at zero and finite temperatures,
respectively. In both sections, we discuss results for ho-
mogeneous and harmonically trapped systems. Finally,
our conclusions are presented in Sec. V.

II. HAMILTONIAN AND NUMERICAL
APPROACHES

We consider one-dimensional (1D) bosons with repul-
sive contact interactions in the presence of an external
harmonic trap. The Hamiltonian can be written as

+93 0 —m), (1)
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where m is the mass of the bosons, g is the strength
of the contact interaction, V(z;) = mw?z3/2, and w
is the frequency of the harmonic trap. The strength of
the effective 1D contact interaction is usually written as
g = —2h?/maip, where a;p = —ay(ay/as — C) is the
1D scattering length, as is the (3D) s-wave scattering
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FIG. 1. (Color online) Worm algorithm results for the ground-
state kinetic and interaction energies (see text) of the Lieb-
Liniger model (circles) compared with the exact analytical
results (lines) [5]. The statistical errors (shown within the
circles) can be seen to be much smaller than the circle sizes.
The average number of particles in the system is N, ~ 20.

length, a, is the length of the transverse confinement,
and C' = 1.0326 [7]. Another parameter frequently used
to describe the interaction strength is ¢ = mg/h?. In
the absence of the trap, this Hamiltonian reduces to the
Lieb-Liniger model, which essentially has only one tun-
able parameter v = ¢/p, where p is the density.

Here, in order to simulate the Hamiltonian above in the
continuum, we use a path integral quantum Monte Carlo
method with worm updates (from now on referred to as
the worm algorithm) [52, 53]. The configuration space
in our simulation is built with discrete imaginary time
world lines in a continuous position space. The worm
algorithm operates both with diagonal and off-diagonal
configurations by introducing one additional open world
line in the configuration space. This makes it very ef-
ficient in simulating both diagonal observables (such as
the energy, the density distribution, and the superfluid
fraction) and off-diagonal observables (such as two-point
one-particle correlation functions). In our calculations,
the action for contact interactions is approximated by
the pair-product action, see Appendix A, and we always
work in the grand canonical ensemble.

In Fig. 1, we compare results for the ground state
kinetic [K(y) = h%*t(y)/2m] and interaction [U(y) =
R%v(v)/2m] energies from the worm algorithm simula-
tions (for a finite system with N, ~ 20 bosons) with
the exact analytic results in the thermodynamic limit [5].
Average energies are obtained using the thermodynamic
estimators reported in Appendix B (see also Ref. [51]).
Figure 1 shows that, already for systems with N, = 20,
finite-size effects are negligible, and that the worm algo-
rithm provides a very accurate estimation of observables
in diagonal configuration space.

The observables on which we focus in this work, i.e.,
the density and momentum distribution functions, are
are calculated from the one-particle density matrix

g(x,y) = (¥ (2)¥(y)), (2)
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FIG. 2. (Color online) Ground-state one-particle correlations
(a) and momentum distribution functions (b) of bosons for
v = 8.33. Results are reported for systems with the same
density but different average number of particles. Dashed
lines are the results obtained using the worm algorithm and
solid lines the results obtained in numerical calculations via
Algebraic Bethe Ansatz [24].

where UT(z) [¥(z)] is the bosonic field creation (annihi-
lation) operator at position z. g(z,y) is an example of an
off-diagonal observable that can be efficiently calculated
using the worm algorithm.

For improved statistics, in our calculations, we average
g(x,y) over all possible translations (0 < z,y < L) so
that it becomes a function of r = |z — y|. For r > 0,

g(r) = i

L L
/ g(af,:r+7“)d:v+/ g(y+r,y)dy], (3)
0 0

while, for r =0,
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The Fourier transform of g(r) gives the momentum dis-
tribution function

1
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= % cos(kr)g(r)dr. (5)
0

In Fig. 2, we show results for g(r) [panel (a)] and m(k)
[panel (b)] for the ground state of systems with v = 8.33,
the same density, and different average number of parti-
cles, and compare them with numerical results obtained

via Algebraic Bethe Ansatz [24]. The results for g(r)
in both approaches are essentially indistinguishable in
Fig. 2(a). The same is true for m(k) in Fig. 2(b), ex-
cept at the highest momenta. In the latter regime, m(k)
becomes very small and the statistical errors in the quan-
tum Monte Carlo simulation become of the same order.
This is why it is a challenge to study the asymptotic
behavior of m(k) at high momenta. Experiments will
suffer from exactly the same limitation as m(k) will at
some point become of the same order of the experimental
noise. The results in Fig. 2 make apparent the accuracy
of the worm algorithm for computing off-diagonal one-
particle observables, which are the focus of this work.
Once translational invariance is broken, no analytical so-
lution is available. To gauge the accuracy of the worm
algorithm in that case we focus on the Tonks-Girardeau
limit.

In that limit, the one-particle density matrix (and,
hence, the momentum distribution function) in a lattice
can be calculated exactly via the Jordan-Wigner trans-
formation and making use of properties of Slater deter-
minants, both at zero [42, 43] and finite temperature [44].
As we explain below, using this approach in the low den-
sity limit in the lattice, one can efficiently compute one-
particle properties in the continuum [43].

The Tonks-Girardeau Hamiltonian in the lattice can
be written as

Hra = —t Z(bjbwr1 +H.c)+ VZZQ?% (6)

where bl (b;) is the creation (annihilation) operator of
a hard-core boson at site i, n; = bl—tbi is the site occu-
pation operator, ¢ is the hopping amplitude, and V sets
the strength of the harmonic trap. This Hamiltonian is
obtained from the Bose-Hubbard Hamiltonian by taking
the limit in which the onsite repulsion U — oo [2].

The hard-core boson creation and annihilation opera-
tors satisfy standard bosonic commutation relations with
the constraint (b;r)2 = b? = 0. Mapping the Tonks-
Girardeau Hamiltonian (6) onto a spin-1/2 chain [54, 55],
and then the spin-1/2 chain onto noninteracting fermions
in 1D via the Jordan-Wigner transition, one gets

Hp = _tZ(finiJrl +He) + Vzignlf’ @

where fI (f,) is the creation (annihilation) operator of a
spinless fermion at site ¢, and nf = fiT f; is the fermionic
site occupation operator. The fermionic Hamiltonian
(7) can be straightforwardly diagonalized. One-particle
bosonic correlations can then be obtained using proper-
ties of Slater determinants as discussed in Refs. [42-44].
We should stress that, within this lattice approach, the
ground-state calculations are done in the canonical en-
semble [42, 43], while finite-temperature ones are done in
the grand-canonical one [44].

To establish the relation between the parameters in
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FIG. 3. (Color online) Density profiles (a) and momentum
distribution functions (b) of the Tonks-Girardeau gas as cal-
culated using the lattice approach (red solid lines) and in the
continuum using the worm algorithm (dashed lines). The av-
erage number of particles is 5. Results are presented for dif-

ferent temperatures: T = kpT/hw=0.1, 5, 10. Thin dotted
lines indicate the k~* asymptotic behavior of the momentum
tails. The statistical errors in the worm algorithm are of the
order of the fluctuations seen in the results. They are not
reported for clarity.

the lattice Hamiltonian and in the continuum, we notice
that the single-particle energy spectrum of the spinless
fermion model without a trap is e, = —2t cos(ka), where
a is the lattice spacing. In the zero-density limit, the
Fermi momentum kr — 0. As a result, the energy spec-
trum becomes quadratic in k as, up to a constant, we
can write €, = ta?k?. Thus, in the zero-density limit,
the lattice model reduces to a continuum model with the
effective mass given by m = h?/2ta?. In this limit, ac-
cording to Eq. (6), the external trapping potential is

V(z) =V(x/a)*. (8)

The trapping frequency is then given by w = 2tV /h,
and so the harmonic oscillator length apo = +/hi/mw
can be written as apo/a = (t/V)'/%. Finally, in finite-
temperature calculations in the lattice, the lattice tem-
perature T; is usually defined as t71; = kgT, i.e., it is
given in units of t. The temperature in units of trap-

ping frequency in the continuum is related to the lattice
temperature by the expression kT /fiw = Ti+/t/V /2.

In the lattice, the momentum distribution function
is defined as the discrete Fourier transform of the one-
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FIG. 4. (Color online) Tan’s contact for the trapped sys-
tems in Fig. 3 compared with results in Ref. [45]. The
contact from the worm algorithm simulation is obtained
through the interaction energy using the expression Ca¥o =
—a}oNyv(y)/(maip) [derived from Eq. (10)], where v(y)
is the average interaction energy per particle [in units of
h%/(2m)]. We calculated Cajo for two small values of aip
obtaining results agree with the ones in Ref. [45]. The con-
tact from the lattice calculation is obtained via a linear fit of
the high momentum tails, and then extrapolated to the zero
density limit via a quadratic fit to obtain the result for zero
a/ano (see inset).

particle density matrix

_ 1 ika(j—1)7T
mk—ﬁzl:e I70bib;, (9)
J

where N is the number of lattice sites. By comparing
Eq. (5) and Eq. (9), one can see that the momentum
distribution function in the continuum and in the lattice
are related by the expression my, = m(k)dk, where dk =
2n/L (with L = Na) is the discretization of k in the
lattice model.

With the relations discussed so far at hand, we are
ready to compare results for density and momentum
distribution functions in the continuum and the lattice,
which, as mentioned before, help us gauge the accuracy
of the worm algorithm for diagonal and off-diagonal ob-
servables in the absence of translational invariance. In
order to approach the Tonks-Girardeau limit in the con-
tinuum model, we choose a very small value of the 1D
scattering length ai1p/amo = 5.66 x 1073,

The scaled density [n(z) = g(x,z)] and momentum
distribution functions obtained in the lattice and the
continuum are shown in Fig. 3 at various temperatures
(T' = kpT/hw). The agreement between the results of
both approaches is almost perfect at the lowest tempera-
tures T'= 0.1 and 5 (for T = 0.1 the system is essentially
in the ground state). As the temperature increases, lat-
tice effects become important and lead to visible differ-
ences compared with the results in the continuum [see the
discussion after Eq. (10)]. In the momentum distribution



function [Fig. 3(b)], the worm algorithm at 7' = 0.1 and
5 already captures part of the k~% momentum tails. For
higher temperatures, such as 7' = 10 in Fig. 3(b), the k=4
regime is not visible in the worm algorithm calculation.
This is understandable because, as the lattice calculation
clearly shows, the k~* tail starts at higher values of the
scaled momentum [smaller values of the scaled m(k)] as
the temperature increases.

We have studied the weight C (Tan’s contact) of the
k~* momentum tails [m(k) = C k~*] using both methods.
In the lattice approach, C is computed directly via linear
fits of the momentum tails. In the worm algorithm cal-
culation, the contact C is calculated via the interaction
energy estimator, using the relation [45]

gm?

C= ﬁ(”ﬂim% (10)
The results are shown in Fig. 4. The values of the con-
tact obtained using the worm algorithm for two small
values of the scattering length are consistent with the re-
sults in Ref. [45]. This indicates that such small values
of a;p allow us to obtain results in the Tonks-Girardeau
limit. Using the lattice approach, the contact in the con-
tinuum is calculated by taking the low density limit by
means of a quadratic fit (see the inset in Fig. 4). The
results of such a fitting procedure are in agreement with
those obtained using the worm algorithm and Ref. [45],
as shown in the main panel in Fig. 4. Note that for the
ground state calculation, lattice effects are negligible at
the lowest densities studied.

III. GROUND-STATE
A. Homogeneous Systems
1. Tonks-Girardeau limit

In the Tonks-Girardeau limit, Tan’s contact allows for
a simple analytic expression that unveils how to scale
the momentum distribution function (one-particle corre-
lations) to achieve data collapse for high momenta (small
distances). As indicated in Eq. (10), C is linearly related
to the interaction energy. In the language of Ref. [5],

o - Nopv(7)
2r

(11)

where v(y) = p?yde(y)/dy, and e(7y) is a monotonically
increasing function of + that saturates at 72/3 when
v — oo (for its definition, see Ref. [5]). For large val-
ues of v, v has the following asymptotic form: v(vy) =
4p*e(y)/(y +2). Thus, in the limit ¥ — oo, Tan’s con-
tact reduces to C = 2rLp*/3. Hence, C = C/Lp* = 27/3.
This means that if one plots m(k)/L vs k/p, no matter
the number of particles and the system size, the curves
must collapse for high values of k. From Eq. (5), it then
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FIG. 5. (Color online) Scaled momentum distribution func-
tions m(k)/L in the Tonks-Girardeau limit as a function of
the scaled momentum k/p. (a) Systems with different number
of particles and densities, (b) same as (a) but in log-log scale,
(c) systems with the same number of particles and different
densities, (d) systems with different number of particles and
the same density. Insets: (a) scaled average one-particle den-
sity matrix, (c¢) and (d) same as main panels but in log-log
scale. Thin dotted lines indicate the asymptotic behavior dis-
cussed in the text. Here, and throughout this work, p in the
lattice is given in units of the inverse lattice spacing a.

follows that the universal behavior of m(k) for high val-
ues of k implies that, if one plots g(r)/p vs pr, the curves
must collapse for small values of r. Results for m(k) and
g(r), obtained using the lattice approach discussed in the
previous section, are reported in Fig. 5

In Fig. 5(a), we plot m(k)/L vs k/p for systems with
different number of particles and densities. Figure 5(b)
reports the same results but in a log-log scale. Both pan-
els make apparent that, for intermediate and high mo-
mentum, all curves collapse onto a universal result. In the
k — 0 limit, m(k = 0)/L = mg—o x v/N, because of the
existence of quasi-long-range order [2] and, as such, only
curves with the same number of particles can collapse
for low values of k. This can be better seen in Fig. 5(c),
where, for the same number of particles, all momentum
distribution curves collapse for all momenta. Differences
can be only be seen at the highest momenta because of
finite-density effects in the lattice. On the other hand, as
shown in Fig. 5(d), plotting results for the same density
and different number of particles, again produce curves
that collapse at intermediate and high momenta but dif-
fer for the lowest values of k. For systems with larger
number of particles, the universal behavior can be seen
to start at lower values of k. Consequently, irrespectively
of the density in thermodynamically large system sizes,



one expects the momentum distribution functions to be-
come universal starting at infinitesimal values of k.

In the inset in Fig. 5(a), we plot results for g(r)/p vs pr
for systems with different number of particles and densi-
ties. The plots can be seen collapse onto universal results,
in which, at long distance, g(r) « 1/+4/r [2]. The latter
behavior can be understood within the bosonization ap-
proach [56], which predicts that g(r) o< 1/71/K) at long
distances, where K is the so called Tomonaga-Luttinger
parameter. In the Tonks-Girardeau limit, K = 1.

2. Finite interaction strength

For finite interaction strengths, particles can pene-
trate through one another and the systems tend to have
lower kinetic energies (less particles in the high momen-
tum tails) than in the Tonks-Girardeau limit. As a re-
sult, Tan’s contact decreases with decreasing ~. From
Eq. (11), C can be written as C = Lvy%e/(y)p*/(27). The
scaled contact, C = C/Lp* = v%¢/(v)/(2n), is now only
a function of v. From this result it follows that, so long
as 7 is kept constant (no matter the system size and the
number of particles in the system), the curves for m(k)/L
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FIG. 6. (Color online) Scaled momentum distribution func-
tions m(k)/L vs the scaled momentum k/p for finite values
of v, plotted in a linear scale [(a) and (c)] and in a log-log
scale [(b) and (d)]. Results are reported for v = 8.33 [(a) and
(b)] and v = 1.0 [(¢) and (d)]. Insets: g(r)/p vs pr for the
same systems as in the main panels. In all plots, thin dotted
lines indicate the asymptotic behavior discussed in the text.
A linear fit of the long distance behavior of the curves in the
insets indicate that the Luttinger parameter is K ~ 1.52 for
v = 8.33 and K =~ 3.63 for v = 1.0. Here, and throughout
this work, p in the continuum is reported in an arbitrary unit.

vs k/p will be universal for large values of k. This is the
same scaling discussed for the Tonks-Girardeau regime,
in which + is constant (7 = co). Similarly, the curves for
g(r)/p vs pr must be universal at short distances. Results
for m(k) and g(r), obtained using the worm algorithm,
are reported in Fig. 6.

In the main panels in Fig. 6, we plot the momentum
distribution for v = 8.3 [panels (a) and (b)] and for
~ = 1.0 [panels (c¢) and (d)], in systems with different den-
sities and average number of particles. Consistent with
the previous discussion, the momentum distributions col-
lapse for intermediate and high momentum. More im-
portantly for experiments, with decreasing ~y, the onset
of the k=% behavior becomes less sharp (see also Fig. 5,
and Fig. 5 in Ref. [24]). This makes the experimental
identification of the k=% tails increasingly difficult as one
departs from the Tonks Girardeau limit.

As k — 0, the collapse obtained for intermediate and
high values of k& breaks down because of quasi-long-rage
order. For finite values of 7, more particles have low mo-
menta than in the Tonks-Girardeau limit. In particular,
within the bosonization approach, the zero momentum
occupation is predicted to be m(k = 0)/L Nbl_l/(zK),
with K > 1 [56]. The insets in Figs. 5(a) and 5(c) de-
pict g(r)/p vs pr for the same systems for which momen-
tum distributions are shown in the main panels. The
curves can be seen collapse at short distances as expected.
At long distances, g(r) oc 1/7/(25) as predicted by the
bosonization approach, with K = 1.52 for v = 8.3 and
K ~ 3.63 for v = 1.0.

B. Trapped Systems
1. Tonks-Girardeau limit

In order to generalize the scaling discussed in
Sec. ITT A 1 to harmonically trapped systems, we need to
find the replacement for p and L in the presence of a trap.
Let us start by discussing how to scale density profiles in
a harmonic trap. Since the density profiles of impenetra-
ble bosons are the same as those of the non-interacting
spinless fermions to which they can be mapped [2], we
can focus on the noninteracting spinless fermions. The
density profiles of the latter systems have been studied
in detail in the past [57-59]. For a homogeneous Fermi
system, the density is a linear function of the Fermi mo-
mentum kg, p = kp/m. The chemical potential p in
such systems is the Fermi energy Ep = h%k%/(2m), so
p = /2my/(hm).

In a harmonic trap, the local chemical potential
changes according to the relation

() = po — V(x), (12)

where pg is the chemical potential at the center of the
trap. Within the local density approximation (LDA), the
density at each position in the trap is solely determined
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by the local chemical potential, through the relation ob-
tained for homogeneous systems. Hence

mwzl(a—if)a (13)

™ 4o

where i = 2mpug/h?. The integral of Eq. (13) over the
entire space is the number of particles IV,. It provides the
following relation between i and Ny, it = 2N, /afo. The
density in the center of the trap is then p = /2N /mano,
and the position in the trap at which the density vanishes
is L = v/2Nyapo. Using these quantities, the density
profile in the trap can be written as

n(z) = p [1_ (2’)2

By defining the scaled density 7i(z) = n(z)/p and the
scaled position & = /L, one obtains

Nl

(14)

(@) = (1—3%)7 . (15)

Since the momentum distribution function at high mo-
menta is determined by the average short distance one-
particle correlations, from the LDA and Eq. (15) one can
advance that, using the scaling relations for homogeneous
systems with p — p and L — L, there will be data col-
lapse for the momentum distribution function at high
momenta.

In Fig. 7, we report results for density and momen-
tum distribution functions in the Tonks-Girardeau limit
obtained using the lattice approach and the worm algo-
rithm. Given the constraint of very low site occupancies
in the lattice, our lattice calculations can only be done
for significantly smaller numbers of particles than within
the worm algorithm. The normalized density profiles in
Figs. 7(a) and 7(c) exhibit the expected collapse, even
for as few as 9 bosons [Fig. 7(a)]. Data collapse can also
be seen in the momentum distribution functions, except
at very low momenta. The £~* high momentum tails are
apparent both in the lattice and worm algorithm results,
though they are significantly better seen in the lattice cal-
culation where much smaller values of m(k), for higher
values of k, can be computed.

We note that, using the relations we established in
Sec. II between quantities in the continuum and in the
lattice, one finds that the scaling properties of trapped
systems in the continuum discussed so far are consistent
with those discussed for lattice systems in Ref. [42, 43].

2. Finite interaction strength

For finite interaction strengths, the relation between
the chemical potential and the density is not as simple as
in the Tonks-Girardeau limit, where u = h?72p?/(2m).
Instead, = h*p? f(v)/(2m), where f(v) = 3e(y)—ve'(7)
[5]. This means that, using Eq. (12) and within LDA,

n? (@) fly(@)] = n*(0)f[r(0)] — —— - (16)

Ao

The position in the trap at which the density vanishes
is Ly, = v/ f[7(0)]n(0)a%o. Defining, as for the Tonks-
Girardeau limit, n(x) = n(x)/n(0) and & = z/Lyy, and
noticing that v(z) = mg/[h*n(z)] = v(0)/7(z), we ob-
tain

0
#@f | 2] = ol -2, an

Equation (17) makes apparent that the scaled density
profiles of systems with the same value of v in the center
of the trap must be identical. As in the Tonks-Girardeau
limit, this result and the LDA allow one to advance a
scaling collapse in the momentum distribution of trapped
systems at high momenta [28].

However, the scaling above requires the knowledge of
n(0) and Ly, which can only be obtained numerically
(or measured experimentally). We can predict another
universal way to scale densities and positions by noting
that, from Eq. (17), it follows that

() = ho[l — 2°,7(0)], (18)

where ho(z,y) is an unknown function that can, in
principle, be computed numerically (from now on
we will call dummy functions of this kind as hg,
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with @ = 0,1,...). Since Ny = 2 [ n(z)de =

2n%(0)afo/ f17(0)] fol ho[l — #2,~(0)]dZ, we see that
n(0) = h1[v(0)]v/Np/ano = hz2[v(0)]p, and p is the den-
sity in the center of the trap in the Tonks-Girardeau limit.
From this result for n(0) it follows that Ly, = hs[y(0)]L,
where L is the point at which the density vanishes in
the Tonks-Girardeau limit. Hence, after fixing (0), one
can use exactly the same scaling for finite interaction
strengths as the one used in the Tonks-Girardeau limit.
We should stress that this is unique to bosons in the
continuum. In the Bose-Hubbard model, one needs two
parameters (the so-called characteristic density and the
on-site interaction strength) to be kept fixed in order to
be able to scale density profiles [60].

In Fig. 8, we show the scaled density [Figs. 8(a) and
8(c)] and momentum [Figs. 8(b) and 8(d)] profiles for
systems with different numbers of particles, trapping fre-
quencies, and 1D scattering lengths. Results are pre-
sented for v(0) ~ 9.3 [Figs. 8(a) and 8(b)] and v(0) ~ 2.9
[Figs. 8(c) and 8(d)]. The plots exhibit an excellent data
collapse in the density profiles, and in the momentum dis-
tribution functions at intermediate and high momentum,
as predicted by the analysis above. The high momen-
tum k~* tails are barely apparent in Figs. 8(b) and 8(d).
By comparing the results for v(0) ~ 9.3 to those in the
Tonks-Girardeau limit in Fig. 7, one can see that, even
for that large value of (0), the range and sharpness of
the k=% tails have decreased. This worsens as v(0) is fur-
ther decreased and, as in the homogeneous case, poses an
increasing experimental challenge for detecting the k=4
tails as one departs from the Tonks-Girardeau regime.

IV. FINITE TEMPERATURE
A. Homogeneous Systems
1. Tonks-Girardeau limit

At finite temperature, the long-distance behavior of
one-particle correlation functions is qualitatively differ-
ent from the one in the ground state. This because
quasi-long-range order is destroyed by thermal fluctua-
tions, i.e., the correlation functions decay exponentially
with increasing distance [2]. As a result, the population
of all momentum modes m(k)/L becomes intensive. This
means that, if the density and the temperature are kept
constant, the momentum distribution function of systems
with different number of particles should collapse (pro-
vided the system sizes are much larger than the corre-
lation length). The curves with the same value of p in
Figs. 9(a) and 9(b) show that this is indeed the case.

The question we would like to address here is how to
scale the momentum profiles when the density and the
temperature are changed in these systems. For that, as
we did in Sec. IIT A 1, we look into Tan’s contact in the
limit v — oo. As follows from the derivation in Ap-
pendix C, the Tan’s contact takes the form [61-63]

2
e = e L s (g ) e () - 09)

where f,(-) is the Fermi-Dirac function (see Appendix C
for its definition). From Eq. (C7), one can see that
u/(kgT) is a function of 2mkgT/(h?p?). Thus, one
can define the scaled (dimensionless) temperature T =
2mkpT/(h?p?). The scaled contact C = C/(Lp*) then

(@) (b)
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FIG. 9. (Color online) Finite temperature results for the

scaled momentum distribution function of the homogeneous
Tonks-Girardeau gas in systems with different average num-
ber of particles and densities. The scaled temperature in the
plots is: (a) T' = 2.51 and (b) T" = 15.06. The black solid
line in both panels was obtained using the lattice approach,
while all other curves were obtained using the worm algo-
rithm. Thin dotted lines depict k~* behavior.



has the form

(i)

which is only a function of T. This means that, once
T is fixed, m(k)/L vs k/p is universal. The results in
Figs. 9(a) and 9(b), in which we plot systems with dif-
ferent densities and temperatures but the same values
of T', show that this is indeed the correct scaling. The
k~* momentum tails are clearly visible at high momenta.
Two important features of those tails are apparent when
comparing Figs. 9(a) and 9(b). The first one is that the
weight of the tails (the contact) increases with increasing
T, as discussed in Ref. [45]. The second one, probably
more important for experiments, is that with increasing
T the values of m(k) at which the tails start to develop
become smaller. This means that the £~ momentum
tails are more difficult to observe experimentally as the
temperature increases, despite the fact that Tan’s con-
tact becomes larger.

2. Finite interaction strength

For systems with a finite value of v and finite temper-
atures one could advance, based on the results for the
ground state (in which scaling collapse was found so long
as v was kept fixed) and on the results for finite tem-
perature in the Tonks-Girardeau limit (in which scaling
collapse was found so long as T was kept fixed), that
scaling collapse requires to keep vy and T constant. The
results reported in Fig. 10 for a finite value of v = 8.33,
which parallel the results in the Tonks-Girardeau limit
reported in Fig. 9, show that this is indeed the case. The
behavior of the high momentum tails with increasing T’
in Fig. 10 is qualitatively similar to that discussed in the

(2) (b)
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FIG. 10. (Color online) Finite temperature results for the

scaled momentum distribution function of the homogeneous
Lieb-Liniger gas with different average number of particles
and densities at finite v = 8.33. The scaled temperature in
the plots is: (a) T'= 2.51 and (b) 7' = 15.06. All results were
obtained using the worm algorithm. Thin dotted lines depict
k™" behavior.

Tonks-Girardeau limit.

While a close expression for Tan’s contact for finite
values of v and finite temperatures is not available, a
calculation up to order 1/ (see Appendix C) reveals that
C = C/(Lp*) can be written as [61-63]

~ [1/2

C= r f3/2>< f1/2+Tf 2fY e+ f-1j2f32)| 5 (21)

where by f, it is meant f,(u/kpT). This further sup-
ports the correctness of the scaling used in Fig. 10.

B. Trapped Systems
1. Tonks-Girardeau limit

As for the ground-state case, let us discuss how to
scale density profiles in the Tonks-Girardeau limit at fi-
nite temperature. Dividing Eq. (12) by kpT, we obtain

plz) — p(0)  mwa®
kT  kgT  2kgT’

(22)

Using the LDA and the fact that, as discussed in the
previous section, in homogeneous systems p/(kpT) =

T T T T l
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FIG. 11. (Color online) Finite temperature results for the

scaled density profiles [(a) and (c¢)] and momentum distribu-
tion functions [(b) and (d)] of harmonically trapped Tonks-
Girardeau gases with 7'(0) ~ 2.63 [(a) and (b)] and T(0) ~
37.48 [(c) and (d)]. In (a) and (c), black solid lines show the
LDA predictions. In (b) and (d), the black solid lines show
results of the lattice calculations. All other curves were ob-
tained using the worm algorithm. In (b) and (d), thin dotted
lines depict k=% behavior.



hy(2mkgT/h%p?), we can rewrite Eq. (22) as

I2

T(0)n2(0)
atroT(0)n2(0)’

ha n?(z

(23)

1 = ha[T(0)] —

where T(0) = 2mkpT/[h*n?(0)]. Now, let us find the
position Lgr in the trap at which the chemical poten-
tial vanishes. At zero temperature, the position at which
the chemical potential vanishes is also the position at
which the density vanishes. However, this is not the

case anymore at finite temperature. For p(xz) = 0,
ha[2mkpT/h*n?(z)] = 0 and, using Eq. (23), Lpr =

\/T(0)ha[T(0)]n(0)a%. Defining & = z/Lpr, Eq. (23)

can be rewritten as

T(0)n(0)?

ha . ] —m[TOI1-2).  (24)

n(z)

Defining n1(z) = n(x)/n(0), we see that Eq. (24) implies
that

fi(z) = hs[1 — 72, T(0)). (25)

At this point, we note that Eq. (25) has exactly the same
form as Eq. (18), with ho — hs and ~(0) — T(0). Using
that Ny = Zfooo n(x)dz, we get that n(0) = hG[T(O)][)
and Lpp = hy[T(0)]L. This means that, once T(0) has
been fixed, a scaling as the one used for the ground state
case will produce universal density profiles at finite tem-
perature. In other words, for a fixed T'(0), p and L deter-
mine the average density in the system and an effective
system size. Hence, given the fact that LDA is expected
to work for sufficiently large system sizes at any finite
temperature (because of finite correlation lengths), plots
of m(k)/L vs k/j are expected to exhibit data collapse.

In Figs. 11(a) and 11(c), we show plots of n(x)/p vs
x/ L for systems with different average number of parti-
cles, densities in the center of the trap, and temperatures,
but all with the same value of T(0) ~ 2.63 [Fig. 11(a)]
and T(0) ~ 37.48 [Fig. 11(c)]. All the scaled density pro-
files exhibit the predicted data collapse and are in excel-
lent agreement with the LDA prediction. In Figs. 11(b)
and 11(d), we show the corresponding scaled momen-
tum distribution functions, which also exhibit an almost
perfect data collapse. The results for the momentum
distribution functions exhibit an excellent agreement be-
tween the worm algorithm calculations and the lattice
approach results. The latter allow us to reach smaller
values of m(k)/L [larger values of k/p] so that the k=%
momentum tails can be better resolved.

2. Finite interaction strength

The scaling of trapped systems with finite interaction
strengths at finite temperature is the most challenging
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T T T T 1
| N,=25,5=022 |
—-N,=255=016 310
0.8 — N,=50,p=0.16 i,
@ —-N,=1255=0.16 - 10 i~
S 06F . 7(0) =1.56 s
= 310 §
04} — )
- 110"
02} .
(a) L (b) {10°
0 ‘ : : e e 1
1+ . .
110"
1 1107
1 T0)=2138 " 10°2
S
- 110"
@ 110°
e 1 1

L5197 10° 10

FIG. 12.

(Color online) Finite temperature results for the
scaled density profiles [(a) and (c)] and momentum distri-
bution functions [(b) and (d)] of harmonically trapped Lieb-
Liniger gases with 7(0) ~ 9.3, and T/(0) ~ 1.56 [(a) and (b)]
and T(0) ~ 21.38 [(c) and (d)]. All curves were obtained
using the worm algorithm. In (b) and (d), thin dotted lines
depict k4.

one. From the ground state analysis in the presence of
a trap we know that (0) needs to be kept fixed. From
the finite temperature analysis of homogeneous systems
we learned that v and T need to be fixed, while the finite
temperature analysis of the trapped Tonks-Girardeau
gas revealed that T'(0) needs to be fixed. Putting all
this together we can advance that, for finite interaction
strength, trapped systems at finite temperature will only
exhibit scaling collapse if v(0) and T'(0) are fixed. We can
also advance, from the analysis of trapped systems with
finite interaction strength in the ground state and in the
Tonks-Girardeau limit at finite temperature that using p
and L will allow one to achieve the expected collapse.
In Fig. 12 we show results for the scaled momentum
distribution function of trapped systems with the same
value of 7(0) and two values of T(0). They all exhibit
a nearly perfect collapse. The features observed in the
momentum tails of the homogeneous case are also appar-
ent here. Namely, Tan’s contact increases with increasing
temperature but at the same time the k=% tails develop
starting at higher values of k and smaller values of m(k).

V. CONCLUSIONS

We carried out an unbiased study of one-dimensional
trapped bosons in the ground state and at finite tem-
perature using the worm algorithm, and the Bose-Fermi
mapping in the presence of a lattice at low fillings. When-



ever possible, we compared our results to the predictions
of the Bethe-Ansatz obtaining an excellent agreement.

Our study focused in the behavior of the density and
momentum distribution functions, as well as one particle
correlations. We discussed in detail how to scale density
and momentum profiles to observe universal behavior,
which was demonstrated by our numerical results. For
trapped systems in the ground state, we showed that fix-
ing v in the center of the trap is all that is required to
obtain a universal scaling of density and momentum pro-
files. This is to be contrasted with the Bose-Hubbard
model, for which one needs to fix the so called charac-
teristic density and the on-site interaction strength [60].
At finite temperature in systems in the continuum, in
addition to the condition for the ground state, one needs
to fix the scaled temperature in the center of the trap.
Those two parameters fully characterize the densities and
momentum distribution functions.

In our study of the momentum distribution function,
we payed special attention to the k=% asymptotic be-
havior at high momenta. As shown by our numeri-
cal calculations, those momentum tails become increas-

11

ingly challenging to resolve as the temperature increases
and the interactions become weaker, making the Tonks-
Girardeau limit at low temperatures the ideal regime for
their experimental observation.
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Appendix A: Pair-product action

The pair-product action assumes that interactions be-
tween different pairs of particles are uncorrelated. Thus,
the action from the interaction breaks into sum of pair

actions
§ (] rz]a zj7

i<j

Us(R,R';7 (A1)

12

The pair action for particles with repulsive contact in-
teractions can be obtained exactly from the relative two-
body propagator ps, us = —Inps. The relative two-
body propagator is the two-body propagator divided by
the free propagator ps = G2/Gy. For the Lieb-Liniger
Hamiltonian, written as

N
H=-)\» 02 +gZ§ i —x5), (A2)
i=1 1<j=1
the relative propagator can be written as
, g [nT =] + |y + g7
ps(x,y;7)=1— 2\/: x erfe [m
. g (A3)
2y
exp | i =0+ el o)+ |
where N = 2X and erfc[z] = 2//7 [ dt exp(—t?) is the

complementary error functlon (see Ref. [64, 65] for the
analytic derivation of this result).

Appendix B: Energy estimators

The thermodynamic estimator for the total energy
is computed from Er = —Z"'dZ/dB, while the
one for the kinetic energy is computed from Kp =
—mpB~1Z71dZ/dm [51, 53]. One obtains that

1 (Rz _ Rifl)Z dUz
Er={(—_— « « e}
r <2T A2 + dr /..

Kr = <1 _ (B, - BT

)

AdU:
+ - C“> (B1)

27 4 12

v (UL AdUL
TTN\dr TN/,

)

T dA

Here, ¢ and « are indices for particle and discrete imag-
inary time, respectively. Ul and its derivatives can be
computed using the pair-product action discussed in Ap-
pendix A.

Appendix C: Yang-Yang Thermodynamics

The Yang-Yang equation for the dressed energy is [62]

h2k>
k) = -
k) =5~ —n
]CBT & 2c _ (g
= 71 1 k T'
o ) ET g n[l+e *87]



€(k) is used to compute thermodynamic quantities. The
Grand potential density is given by the expression

kT [ _<la)
Q(/MC,T)Z—;? dgln[l +e 5

. (C2)

—0o0

All other thermodynamic quantities of interest here can
be derived from Q(u, ¢, T) through the following relations

o0 o0
ezQ—f—Mp—'—TS,p:—Q’p:—i, 82_87)

o (C3)

where e is the energy density, s is the entropy density,
and p is the pressure.

For very strong contact interactions, i.e., ¢ > 1, one
can Taylor expand €(k) in terms of 1/c¢

h%k?

e(k) u+iﬂ+0<013). (C4)

2m

The dressed energy e(k) can then be obtained iteratively.
To zeroth order: € (k) = R2k?/(2m) — p. This allows
one to compute €2 to lowest order

kpT)®/?
00 - D () @)
where
1 < v ldx
fuol@) = 575 /0 =) 4 1° (C6)

is the Fermi-Dirac function. Using Eq. (C5), and the
relations (C3), one obtains the following expressions for
the density and the energy of the system

1/2
5O — «/m;kf;? fis (kgT) , (CTa)
©0) _ Vm(kpT)3? 1%
0 — Ve 2\ 57 ) (C7b)

These are nothing but the density and the energy density
of a system of noninteracting spinless fermions.

Substituting Q — Q) in Eq. (C4), one obtains

6(1)(k) = k2 - :u‘(l)a
N V2m(kpT)*/? ().
hﬁc k‘BT

Now, substituting u — u(*) in Eq. (C5), and expanding
to first order in 1/¢, we get

where

(C8)

m 3/2 m
(C9)

where, from now on, by f, it is meant f,(u/kgT). Fi-
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nally, substituting Q@ — Q) in Eq. (C4), we get that

€D (k) =k*— pu®,  where
(2) V4 Qm(kBT)S/Q

(C10)

P =t hy/me 3/2 %
vV 2kaT
chy/m

This expression allows us to obtain Q(2) by substituting
i — 1? in Eq. (C5). Expanding the resulting equation
up to second order in 1/¢, one obtains

3/2
00 = S o x |1+ e
2
+ (%) (f12/2 + ;f3/2f1/2>] . (C11)

Using Eq. (Cll), we can calculate Tan’s contact
through Tan’s sweep relation

2
¢ tmeL (op) (C12)
h? oc), r
The result obtained to order 1/c is:
2mkpT)?L
C= %f?)m (Cl?’)
V2m(kpT)/?
X | fi2 + h—\/7?c(2f12/2 + f-1/23/2)




