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A second-order nonlinearity has been proposed as a way to perform a conditional phase gate
between two photons. The process involves combining the two photons into a single one (parametric
up-conversion) and subsequently splitting that one into two photons identical to the original ones
(parametric down-conversion), except for an overall phase shift. We show here that, when the
multimode nature of the initial photon wavepackets is considered, this approach suffers from the
same difficulties as the third-order (Kerr-based) methods: specifically, the final state of the photons
is inevitably spectrally distorted and entangled. The maximum fidelity appears to be limited to
F < 0.4 for a free-space configuration, but we find that this could theoretically be pushed to
F ~ 0.6 if the nonlinear medium is placed in an optical cavity. We show analytically that this
latter result is identical to what one would obtain from a third-order nonlinear medium in the same

arrangement.

I. INTRODUCTION AND SUMMARY

From the point of view of quantum information, sin-
gle photons are natural two-state systems, and single-
qubit quantum logic operations can be easily performed
on them using conventional linear optical elements. It is
natural, therefore, that a large amount of effort should
have been devoted to finding ways to perform conditional
(two-qubit) logic with single photons. Most of these ef-
forts have focused on achieving a controlled phase shift,
described by the transformation

|00) — |00)

|01) — e“1|01)

|10) — €%[10)

|11) — e'2[11) (1)

where the useful phase for quantum logic is ¢ = ¢2 —2¢1;
in the ideal case, ¢ = 7, this operation is equivalent to a
CNOT gate [1].

The initial proposals [2] for controlled phase shifts in-
volved Kerr-type nonlinearities, which are conventionally
classified as “third order,” because they arise from terms
that are cubic in the field in the expansion of the po-
larization of the nonlinear medium that mediates the
photon-photon interaction. (The corresponding Hamil-
tonians are quartic in the field amplitudes.) However, in
a seminal paper [3], Shapiro argued that the previous,
single-mode, studies of such schemes were flawed, and
that, when the multimode nature of a finite wavepacket
interacting with a finite-bandwidth medium was consid-
ered, there was an unavoidable tradeoff between the use-
ful phase shift achievable and the fidelity of the final state
(as compared to the initial state). Essentially, for a finite-
bandwidth medium the final state is spectrally distorted,
resulting in low fidelity, whereas in the limit of a very
fast medium (infinite bandwidth) the nonlinearity virtu-
ally disappears, and ¢ — 0. Shapiro’s insight has since
been verified in several example calculations [4, 5] in-
volving such varied systems as EIT and optomechanical
cavities [6].

A few years ago, several authors [7] proposed an al-
ternative to third-order schemes based, instead, on a
second-order nonlinearity, and on the coherent evolution
of a two-photon state through successive up-and down-
conversion processes. Assuming three modes, a, b and ¢
(where, for instance, a has twice the frequency of b and
¢, and the latter have different polarizations), the basic
process would be

|011>abc — _i|100>abc — _|011>abc (2)
This can be formally accomplished via the Hamiltonian
H = he (aTbc + chTa) (3)

Beginning with the state |011)4p., evolution under the
Hamiltonian (3) produces the middle state in (2) at the
time ¢ = 7/2¢, and the third state at the time ¢ = 7/e.
States without an a photon and with only one b or ¢ pho-
ton are unaffected by (3), and so evolution of an arbitrary
initial state with zero a photons for a time ¢ = /e results
in the transformation (1) (where only the b and ¢ photon
states are shown, since a begins and ends in the vacuum
state), with ¢1 =0, ¢o = 7.

We will call the description provided by the Hamilto-
nian (3) a “single-mode” description, because only one
mode operator is assigned to each of the three photons
involved. This is clearly not enough to describe a trav-
eling wavepacket or single-photon pulse. Our aim in this
paper is to find out what happens when one replaces such
a single-mode description by a multimode one that is ap-
propriate for such pulses.

There are at least two ways to generalize the treatment
based on (3) to a true multimode situation. To begin
with, one could simply replace the single-mode operators
a, b and ¢ by multimode expressions such as

a— A(t) = /awe_i“’t dw (4)

(in a suitable interaction picture, where w represents a
deviation around the central or carrier frequency associ-
ated with the “a”-type modes). However, this substitu-
tion, with the second-order interaction (3), quickly leads



to diverging integrals. To get finite results, it is neces-
sary to account for the finite bandwidth that any real
nonlinear medium must have. One way to do this is by
truncating by hand the spectrum of the fields involved,
that is, by introducing upper and lower cutoffs in the
integrals (4). This may be justified by assuming that
the medium has a finite transparency bandwidth, and
just absorbs all the spectral components outside a cer-
tain frequency range. This is the approach we pursue in
Section II below.

Alternatively, one may introduce a physical system
such as a cavity, where the bandwidth is given by a
well-known expression, and a suitable multimode input-
output formalism exists [8]. The (infinite-bandwidth)
nonlinear medium may be imagined to be inside the cav-
ity, onto which the field is incident, and whose decay time
controls the effective interaction time. This approach will
be pursued in Section III.

In either case, “free-space” or cavity, our results are
substantially the same: the two-photon pulse after the
interaction is spectrally distorted and entangled, and
hence, even though its overlap with the initial state can
be arranged to have a negative sign (as in Eq. (2)), the fi-
delity, defined as the absolute value squared of this over-
lap, cannot get arbitrarily close to one (the best value
we have found in the examples we have considered is
about 0.6, for the cavity configuration, and in the strong-
coupling limit). In other words, second-order nonlinear-
ities are subject to the same limitations as third-order
ones. In fact, somewhat surprisingly, we find that the
cavity system, in the strong coupling limit, yields exactly
the same result for the fidelity when the second-order
medium is replaced by a third-order one.

II. “FREE-SPACE” CONFIGURATION

In this section, we study the evolution and propagation
of a two-photon state through a medium with a second-
order optical nonlinearity. As mentioned in the previous
section, we group the modes involved into three sets, de-
noted by the indices ‘a’, ‘b’ and ‘c’. The method we
adopt to solve this problem is essentially the same as the
one discussed for a third-order nonlinear medium in [4]
except for the fact that here we use continuous modes to
describe the field. The continuous mode treatment for
a x® medium has been presented by He and Scherer in
[5].

We assume that the pulse incident on the medium has
no a photon and only one b and one ¢ photon. As the
pulse travels through the medium, the b and ¢ photons
are annihilated and an a photon is created. Still later, the
a photon is annihilated and a new b—c pair is created. We
choose the medium length so that the interaction stops
at this point (i.e., this is just when the pulse exits the
medium). Under these assumptions, the most general

state is given by
(e = [ dts €k, ) a () [0)a 101 [0)e +
/dkg/dkg Epelka, ks, t) |0)q BT (k2)|0)s & (k3)|0)e

The Hamiltonian corresponding to the second-order
optical nonlinearity is written, in the interaction picture,

zo+1
/ dz / dkq / dks / dks e~ i0t=2)k1 o

zvt z)kg i(vt—z)ks a(kl) b (kg) (kg)—l—HC
(6)

This is the natural multimode generalization of the
Hamiltonian (3) of Langford et al. [7], under the as-
sumptions that the interaction takes place between pulses
traveling in the same direction, and at the same veloc-
ity v, in a medium of length [/, and that the interaction
is local; that is to say, all the multimode creation and
annihilation operators act at the same space-time point
(z,t). A somewhat more general (not necessarily local)
Hamiltonian for the x(3) case may be found in [5].

We use (5) and (6) to write down the Schrédinger equa-
tion, which yields the following differential equations for
the functions representing the a and b — ¢ pulses. We
have assumed that the medium has a finite bandwidth
2kmax, so that photons with frequencies outside of this
range do not contribute to the time evolution.

()

) zo+l . max
LI, / / dks / dks
« ez(vt z)(k1—ka— kS) é—b (k27k37 )
zo+l max
é.bc(kQ’ kg, / /

kmax

X e th Z)(]i}l kQ k3)§ (k17 )

(7)
To solve these equations, we introduce “envelope func-

tions” f(t, z) and g(t, z) for the a and b, ¢ pulses, respec-
tively, as

i(vt—2)k

kmax
flit,z) = / dk & (k,t) e

kmax

g t Z /mdx / e dk dk”g (k/ k// ) 71(’Ut z)(k +k”)

(8)

Clearly, we have

o, 0 Fmax _
<8t+vaz)f(t’z)_/ dk &, (k,t) e

kmax

Zo+l max
/ / dk e*C=) g(t, 2"

Kkmax

~ — 2mie g(t, z) rect(z, z0, 20 + 1) (9)

i(vt—2)k



where the rectangle function rect(z, zo, z0+1) is equal to 1
if zo < z < 29+, and zero otherwise. This approximation
assumes that the medium’s “acceptance bandwidth” for
the a photons, 2knax, is large enough to justify treating
the integral over k as 2wd(z — 2’). For this, 1/(2kmax)
should be much smaller than both [ and the spatial width
of the b, ¢ pulse, as given by g(¢, z). We shall return below
to the implications of these assumptions.
In a similar way, we have

B k) ZOH max max "
((%—H}E) / / mx/ dk'dk

kmax

w et (K +k") (2= z)f(tz)
(10)

only here we cannot simply let knyax go to infinity, as at
least of the integrals would diverge (this is the problem
noted in the Introduction). We can, however, under the
same assumptions as before, replace one of the integrals
over k by 2md(z — 2z’), and then the other integral will
just have the value 2k, ax, resulting in

0 0 .
((915 + va) g(t, z) = —4mie kmax f(t, 2) rect(z, 2o, 20+1)
(11)

It is now a fairly straightforward matter to solve the
system (9), (11) by integrating along the characteristics.
The solution, for zg < z < 2z + 1, is

w w
o) = 0,x oty sin 2o — )
£(t.) = = g0,z = ot) sin |2z )

9(t.2) = 9(0, 2 = vt) cos [=(z = 20)| (12)
with w? = 872€%kmax. Note that this solution satisfies
the boundary condition f(¢,z = z9) = 0, which has to
hold because at the time ¢ = 0 there is no a photon, so
(by Eq. (8)) f(0,z) = 0, and at later times f does not
evolve at all in the region z < zj.

It is not possible to directly invert the second of
Egs. (8) to get the coefficients & (k2, k3,t) from g(t, 2),
but we can instead substitute f(¢,z) in the second of
Egs. (7) to get

zo+1 )
B tuclhasho) =~ [ s et

Amkmax J.,

xg(0,z — vt) sin {%(z - Zo)}
(13)

and then integrate (13) with respect to time on both
sides:

Eve(ka, k3, t)—Epe(ka, k3,0) =

2o+l )
nd / dz e~ #katka) i [g(z - zo)}
v

Amkmax J 2,

¢
></ dt' et tha)vt g0 2 —ot').  (14)
0

Now, the integral with respect to time in (14) involves the
spatial profile of the b, ¢ photon pulse at the initial time.
We should expect this to be centered well to the left of
the medium, which extends from z = 29 to z = zg + {;
note also that the variable z in (14) is confined to this
range. It follows that for ¢ < 0, g(0,z — vt) should be
negligible, which means that we can harmlessly extend,
formally, the lower limit of integration to minus infinity.
Similarly, since we are ultimately interested in the values
of the state coeflicients long after the interaction with
the medium is over, we can also extend the upper limit
of integration to positive infinity. From the definition (8)
of g(t, z) we then find

/ d’ ek tha )t g0 2 — ut) / o / T awan”

kmax Kkmax

gbc(klu k”, )/ dt’ ez(kg—i-kg)'ut —i(vt' —2) (k' +k'")
(15)

Here the integral over t' produces a delta function,
(2w /v)d(ks + ks — k' — k'), which allows us to replace
(k' +E")z by (k2 + k3)z in the exponent, which will can-
cel out the corresponding term in (14). With this, the z
integral in (14) reduces to

o sin | £ (2 — 20)| dz == |1—cos 0 1o
[l ] =

We want to make sure that there is no a photon after
the interaction with the medium is over, that is, for z >
zo + [, for all t. This means in particular that we want
f(t,z0+1) =01in Eq. (12). This implies that sin(wl/v) =
0, which means the integral in (16) is either zero or 2v/w.
Putting all this together, we end up with

kmax kmax

dk'dk"

kmax

Eve(ka, k3, 00) =Epe(k2, k3,0)

X 5(/€2 + k3 —kl

kmax

k/l é—bc k/ k/l
(17)

for the long-time (¢t — 00) coefficients of the field state.

From this result, the main difficulty in trying to get a
large fidelity (i.e., a large overlap with the initial state)
is immediately apparent. The two final b and ¢ photons
with momenta ks and k3 may be created from an initial
pair having any momenta, k' and k", provided k' + k" =
ko +ks. This means that the final state may not resemble
the initial one, spectrally, very much at all. In particular,
even if the initial state is factorizable, the final state given
by (17) is clearly entangled in momentum. This is exactly
the same problem one finds in the study of x®)-based
processes [4].

The expression (17) may be formally simplified some-
what by introducing new variables 7 and A such that



ky = (n+A)/2 and ks = (n — A)/2. Then

/ / / / 1 2kn]ax*|n,| /
§bc(n7A7t): gbc(naAaO)_2k ' dAgbC(naAv

72kmax+|77,|
(18)
We can define a combined phase and fidelity, as in [4],
by the following quantity:

VE ' = ((0)[4(1))

Kmax Kmax
/ dks / ks €5, (K, ks, 0)Ee (o, ks, 00)

—kmax

—Kkmax

1

2 ) 2kpay S —2bmantn]
(19)

Note that the right hand side of this equation is always
a real quantity, so (unlike in the x®) case discussed in
[4]) the phase ¢ can take only two values, 0 and 7. The
quantity (19) would be equal to —1 for the ideal trans-
formation (2).

On substituting for &.(n, A, t) from (18), we get

. 1 kaax 2kmaxf|7]|
VF i = 5/ dn/ dA|&pe(n, A, 0)[?

—2kmax —2kmax+|nl
1 2kmax
T4k dn
max J — 2k

If 2knax is sufficiently large, then the first term on
the right hand side of (20) is equal to one (by construc-
tion; compare Eq. (19)). This approximation was made
in [4]. Here we prefer to take the more consistent point
of view that the medium does remove all the frequency
components that fall outside its transmission bandwidth,
20k max-

We present next the result of evaluating (20) for two
different kinds of initial pulses, a Gaussian and a hy-
perbolic secant. In both cases we assume the initial
state of b and ¢ to be a product of spectrally iden-
tical states. For the Gaussian we use &.(n,A,0) =
1/(oy/7) e~ W+n)/4* " and find that Eq. (20) can be

rewritten, in terms of the error function, as

) V2kmax /o
JF % — %/ dz e %" erf [% _ x]
™ 0 g

\/ikmax/o' 2
/ dr e ™
0

2

2kmax7|77|
/ A &0(1.A,0)

—2kmax+|n|

(20)

_2\/50

kmax

(21)

For this pulse, the variance of k is related to o by
(k?) = 02/2. The bandwidth of the medium (defined
also by the variance of a spectral distribution, which in

2kmax 2kmax_|n|
[ [T A G0 el Ao,

e[ (Ve N[
T \/5 pu x

this case is a rectangle from —Kkpax t0 kmax) is Ak =
Emax/V/3. Introducing the parameter a = Ak/\/(k)? =
d)\/§ Emax/V/3 ), we can rewrite (21) as

V3o
VF e :\/i_/ do e erf (\/ga - :C)
T Jo

- ﬁ /Oﬁa dz e |erf [% (\/§a - x)]
(22)

2

This is plotted as the blue curve in Fig. 1. Note that,
although the desired negative sign is found over a range of
values of «, the fidelity is always low, with F' < (—0.3)? =
0.09.

Next we calculate the fidelity of a hyperbolic secant
pulse, so that & (ko) = 1/(v/20) sech(ky /o) and &.(k3) =
1/(v/20) sech(ks/o). For such a pulse, (k?) = n202/12,
so defining again o« = Ak/+/(k?) and evaluating the in-
tegrals, we obtain

VF e :/ dy cosech®(y)[ 2 coth(y)
0

x (log [cosh (ga)D —log [cosh (ga - y)}

— sech (ga) sech (za — y) sinh(ma — y)]

2
- % 07704 dy cosech?(y)[log [cosh (ga)}
— log [cosh (ga - y)}]2 (23)

Figure 1 below shows a plot of the (square-root) fidelity
and phase for Gaussian and hyperbolic secant pulses, for
a range of a. Note once again that figure 1 (and indeed
all the figures of this paper) is a plot of a real quantity
VF. The complex phase factor ¢® that appears in the
ordinate axis is just to indicate that the phase picks up
only two values viz. 0 and m, which is evident from the
plot. In both cases the largest (negative) overlap with
the initial state happens around a = 1, which is con-
sistent with our previous observations, since in this case
the pulse coming out of the medium will at least have a
similar support, in frequency space, as the incoming one.

On the other hand, the assumption that the medium
bandwidth and the pulse bandwidth are of the same or-
der of magnitude invalidates some of the approximations
we made in the above theoretical derivation; in partic-
ular, the introduction of delta functions in Egs. (9) and
(10) (see discussion after Eq. (9)). Hence, in order to get
a better understanding of what happens in this critical
region, we have carried out a numerical integration of
Egs. (7) without any further approximations. For these
calculations, we place the pulse and the medium in a
region of space of length L with periodic boundary con-
ditions (which results in a set of discrete modes), and
integrate for one roundtrip. Changing the bandwidth of
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FIG. 1: (Color online) Square-root fidelity and phase (over-
lap with initial state) for hyperbolic secant (red) and Gaus-
sian (blue) pulses, as functions of «, which is the ratio of the
medium’s bandwidth to the r.m.s frequency spread of the in-
coming pulse. (Analytical approximation.) In this and all
other figures, ¢ has only two values, 0 when the overlap is
positive, and 7 when it is negative.

the medium is formally equivalent to changing the num-
ber of modes used in the calculations, and so the result is
given by a set of discrete points, as shown in Fig. 2. For
each point we have looked for the value of € that optimizes
the fidelity, which is never very different from the theo-
retical prediction derived from the condition wi/v = =«
(see the discussion following Eq. (16)).

JF e
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FIG. 2: (Color online) Numerically-calculated fidelity for
Gaussian pulses (dots) compared to the analytical approxi-
mation (continuous line). The darker dots (upper trace) show
the results for the unnormalized wavepacket, so they implic-
itly include the effect of medium absorption. The lighter dots
(lower trace) use a renormalized wavefunction, so they give
the fidelity conditioned on the photons not being absorbed.

The figure shows that our analytical approximation
does underestimate the achievable fidelity in the a@ ~ 1
region, but F still remains relatively small (< 0.36). Two
sets of calculations, both for an initial Gaussian pulse,
are plotted; in one case we simply take the coefficients of
the outgoing pulse, &.(k2, k3, 00) as given by the result

of the numerical calculation and filtered by the medium,
which means the norm of the final state is typically less
than 1, reflecting the possibility that the photons may
have been absorbed altogether; in the second, more fa-
vorable, calculation we renormalize the final b — ¢ state
before calculating the overlap with the initial state, so
we are actually calculating a “conditional” fidelity, one
that depends on the assumption that the b — ¢ photons
are not absorbed in the medium.

IIT. CAVITY CONFIGURATION

In this section, we envisage the nonlinear medium to
be inside a one-sided optical cavity. We choose to look
at this system for several reasons: cavities can be useful
to enhance weak nonlinearities, and in fact at least one
proposal exists for single-photon gates based on a cavity
containing a second-order nonlinearity [9]. Also, a cav-
ity provides a natural bandwidth for the system (namely,
the field’s decay rate), and, in the absence of other losses,
it provides us with a setup for which an exact analyti-
cal solution can be derived. Nonetheless, except in very
special cases, cavities have serious problems with pulse
distortion, as we will discuss at the end of this section.

A. General solution

With the nonlinear medium in the cavity, and neglect-
ing absorption losses or spontaneous emission into off-
axis modes, we have a closed system that can be treated
by the unitary (Hamiltonian) formalism developed in [8].
Once again, we work in the continuous mode formal-
ism in the interaction picture, but now, for notational
convenience, we label the modes by frequency instead of
wavevector. The most general state is given by

Wm:/M@wﬁ@mu%w%
—|—/dw’/dw” €@, 0", 1) [0)a 1[0}y &, (0]
(24)

and the Hamiltonian corresponding to the nonlinear in-
teraction inside the cavity is

H = nglAT(&)B)C(t) + A®) BT (t)C1 (1)), (25)

where A(t), B(t) and C(t) are the cavity quasimode op-
erators, which in the continuous mode formalism [8] can
be written as



differential equations:

B /dw Z(A +w)dw8_Mt 9 ; H 3/2 et 1 "
A 8t§a(w,t) = zg( P /dw /dw
= dw————— bwefi“’t e Uw "Wt
/ ’(Ab +W) x ! : Epe(W', W 1)
AT _ (k —iw")(k — iw")
Ct) = /dw Cpe et (26) P KN 3/2 ez(w +w')t
K —i(Ac +w) —&pe(W, W t) = —ig (—) . .
ot ™ (k +iw’)(k + iw")
In (26), k is the cavity decay rate and A,, A, and p—iwt
A, are the cavity-field detunings for a,b and ¢ photons, / dw/{ i Ea(w,t).
respectively. The operators aw, b, and é, obey contiuum (27)
commutation relations: [aw, ] = [bw,bL,] = [cw,él,] =
d(w — w’). (See [8] for details on the derivation of (25)
and (26).) which can be solved by the method of Laplace transforms,
From (25) and (26), assuming a doubly resonant cav-  in a way very similar to [6]. The Laplace transform of

)
ity (Aq = Ap = A, = 0), we get the following pair of  (27) is given by

- / —
= ron r o . K\ 3/2 éa(wa5+i(w - _w”))
8 &pe(w',w", 8) = &pe(w', ", 0) = —ig (;) /dw(li—iw)(li—l—iw/)(li-f—iwﬁ)' (29)

On substituting for &..(w’,w”, s +i(w +w” —w)) in (28) in terms of &, using (29), we obtain

. K\ 3/2 " Epe(w',w",0)
Eo(w, )—— €alw, )—zg(;) m/d‘” /dw [s+i(w +w” = w)](r — iw’) (s — iw")

K3 2 1 ’ / 7z 1 / " éa(wmv s+ i(wm — W))
— (= — [ d d d
(w) g s(k + iw) / n n [s +i(w + W’ — w)](k? + w?) (k2 + w'"?) “ K — iw"!

(30)

This has the same general form as Eq. (A.3) of [6], and can be solved by the same method. On following this technique
and furthermore setting &,(w,0) = 0 since there is no a photon at ¢t = 0, we get

. - 3/2 1 , " Epe(w’,w",0)
falw;s) = —ig (;) S(n—i—iw)/dw /d” [s +i(w +w" —w)|(k —iw')(k —iw")

3 (K\5/2 1 S+ Kk —iw w1 1
+ig ( ) dw
s(k+iw) g2+ (s + 2k — iw)(s + Kk — iw) Kk —iw” [s + i(w" — w)](k + ")

1" fbc(w w' 0)
/dw /dw s+ i(w + o' —w)|(k — i) (K — iw") (31)

This can now be used to substitute for &,(w"”, s + i(w” — ' —w")) in Eq. (29), which finally yields



~ / " 1 / " 2(“)31/ " 1
C ) 9 = c ) 50 - - - d . . 3
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[ [ acli1,02,0)
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g4 (E) _/ 0" 1 1
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s+kr—i(w +w") /d 1
g +(s+ 2k —i(w +w))(s+ K —i(w +w")) w3 [s +i(ws — w' — w")|(k — iws)(k + iws)
/dwl/dwg Soc(w, w2, 0) - - (32)

[s +i(w1 + w2 —w — w")]|(k —iw1)(Kk — tw2)

Full inversion of this equation could be substantially complicated. However, we are only interested in the pulse long
after its interaction in the nonlinear medium. In other words, we are only interested in limg_, oo &pe(w’, w”, t). We can
then use the final value theorem of operational calculus which says that lim; e Epe(w’, w”, ) = limg_o 5Epe (W,w",s).
The applicability of this result can be justified as in the appendix of [6], which also shows how to deal with a number
of integrals in (32) that become singular as s — 0 (see Egs. (A.5)—(A.8) of [6]). The final result is

2,2 1

~ 29°K
. roon _ roon _
sh_I)%[S Ebe (W', w", 8)] =Epe(w',w",0) = (H T iw')(H ¥ iw”)

2k —i(w + w") Epe(wr,w +w” —wy,0)
. 9%+ 2k —i(wW + w")][k — i(w + w)] /dw (k —iwy)[k — (W + w" —w1)]

(33)

In order to get the actual spectrum of the outgoing field, one should multiply the result in (33) by the “empty
cavity” factors (k + iw')/(k —iw’) and (k + iw”)/(k — iw”) [8]. The final result for the overlap with the initial state
is then

- -1
VF i :/dw’/dw” (’“_”,w,) (”f?‘”,,) [€pe (o, 0", 0))?
K 1w K 1w

4g°K? ' 1 &pe(w', 0", 0) Spe(wr, W + " —wy,0)
dw'dw - - 2 . dwy -
T (k —iw")(k —iw") g% + 26 — i(w' + W")][k — i(w" + W")] K — w1y

(34)

This has been simplified by making use of a partial fraction decomposition of the integral in (33). For special pulse
shapes, such as a Gaussian, it is actually possible to carry out some of the integrations in (34) analytically, until the
problem reduces to one last integral that needs to be evaluated numerically.

A particularly simple result is obtained in the strong coupling limit in which g is greater than both the cavity
bandwidth s and the pulse bandwidth, so we can set g2 + [2k — i(w’ + w")][k — i(w’ + w”)] & ¢g2. In this limit, the
square-root fidelity and phase simplifies to

-]
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K — TW K

A2 * (0 w0 . W' " 1,0
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A common situation is when the initial b and ¢ pulses then be written, in terms of time-domain integrals, as
are identical and described by some function of time

0 t
£(t). In that case, the initial spectrum is given by VF ¢ / _mg/ PR N
=1-4 dt &(t dt” &(t
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0o 00 2
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—0o0 t

t
X/ dt’ §(t”) ent”
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B. Examples for specific pulse shapes

As an example, consider the case in which the initial
pulse is a Gaussian of duration 7. In the frequency do-
main, we take &p.(w',w”,0) = &(w’,0) &(w”,0), where
& and &, are both given by &(w,0) = \/T/ /e~ T°/2,
Figure 3 below shows a plot of the square-root fidelity of
such a Gaussian pulse for different coupling strengths.
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FIG. 3: (Color online) Square-root fidelity and phase for a
Gaussian pulse, as a function of kT, for different values of the
coupling g. From top to bottom: ¢T = 7; g7 = 14; gT = 21;
and the strong-coupling (¢7" — o) result, Eq. (35).

The explicit expression for the fidelity, derived from
Eq. (34), is

VF ¢ = (2ﬁae°‘2erfc(a) — 1)2 — 8(gT)2a?

P 2o ferfe(a — in)]?

X/ﬁna—h7@TP+%a—mﬂa—%m
(37)

with a = kT

For a hyperbolic secant pulse whose profile in time do-
main is given by £(t) =sech(t/T)/v2T, the general re-
sult (34) is too complicated to evaluate analytically, so
we have only done the calculation in the strong-coupling
limit. Figure 4 shows the result.

As these figures show, the optimal results are obtained
when the bandwidth of the pulse and the cavity are of
the same order of magnitude (kT ~ 1), similarly to the
free-space case. However, the best fidelities theoretically
achievable are slightly larger in this case. For moderately
large coupling, g7 ~ 7, Figure 4 shows vF ~ 0.71, or
F ~ 0.5, whereas for very strong coupling it appears F
could go as high as ~ 0.78%2 = 0.6.

We may briefly comment on the other differences and
similarities between the plots in this section and the “free
space” results. In the latter, reducing the medium band-
width resulted in less and less of the initial wavepacket
being transmitted, which is why F went to zero as a — 0.
In the cavity case, the pulse is simply reflected off of the
entrance mirror in this limit, and so F' — 1. On the other
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FIG. 4: (Color online) Square-root fidelity and phase for a
hyperbolic secant pulse in the strong coupling limit, as a func-
tion of k7.

hand, the opposite limit, o — 0o, corresponds to a very
fast nonlinearity, where (as has been known for some time
[3]), the single-photon nonlinear effects become negligi-
ble. In the cavity case, for instance, the cavity empties
itself so fast in this limit (over a time scale of the order
of 1/k < T) that the probability for the two photons to
be there at the same time is negligible. Also, the very
large cavity bandwidth results in negligible distortion of
the pulse’s spectrum, which is why the fidelity again ap-
proaches 1 in this limit.

C. Comparison to third-order case

Motivated by the above results, we decided to look at
what would happen if we replaced the x(®) medium in
the cavity by a x® medium, such as the one considered
in [4], thus extending the free-space results of [4] to this
more favorable (and analytically solvable) setup. In this
case, we only have two types of photons, a and b, in a
general state of the form

[(t)) = /dw’/dw” Eap(W' " 1) @l ,10), DL, |0)s.

(38)
and the Hamiltonian describing the third-order nonlinear
interaction is written as

H = ng[AT()A() BT (1) B(1)], (39)

with the operators Af(t), A(t), Bt (t) and B(t) given by
(26).

The equations of motion under the perfect resonance
condition, (i.e. A, = Ap = 0) are:

0 - . (H)Q eiW +w')t
. Sa 5 7t - — — . y
(’%5 oW, W 1) 9 w/ (k+iw)(k +iw")
ef'(lerUJQ)t
d di a ywa, t
X/ wl/ w2 (k —iw1)(k — iws) Sab(wi, w2, 1)

(40)



and they can again be solved using the Laplace transform
technique. The final expression for the output pulse is

4igr? 1
Eap (W', W, 00) = Eqp(w',w",0) — — 27

somewhat simpler this time:

1 Eap(w,w + W —w,0)

d
T (f<a+iw’)(f<a+iw”)ig+2f<¢—i(w’—|—w”)/ n

K —tw

and, after multiplying by the “empty cavity factors” to get the output field, we find the fidelity is given by

. + iw’ + iw"”
o= fas far (E55) (£ o

- 4i9“2/dw’/dw” L WY /dw Spn T 0) ()
i (k —iw")(k —iw") ig + 2k — i(w' + W) K — iw

which may be directly compared to Eq. (34) for the
second-order medium. Most interestingly, in the strong
coupling limit (¢ — oo0) we find that Eq. (42) reduces
exactly to (35); hence, in this limit (which, as we have
seen, is the most favorable), the second and third order
nonlinearities are completely equivalent.

D. Cavity drawbacks

The main drawback of using an optical cavity for
single-photon quantum logic is that even an empty cav-
ity will, in general, substantially distort an incident pulse,
except in very special cases. Hence, in general, one should
expect very low fidelities from such systems, and in fact
the results shown in Figs. 3 and 4 for the two-photon gate
may be called remarkably high.

To see this, consider what happens when only one pho-
ton is incident on the cavity. This corresponds to either
one of the states [01) and |10) in Eq. (1), which, on a
random basis, may be expected to happen about half the
time. (Note that, when doing conditional quantum logic,
the initial state has to be considered unknown by defini-
tion, and in fact this is the only reason to bother with
nonlinear optical schemes at all: if we knew the incident
state ahead of time, we could always shift its phase as
needed by a straightforward linear operation.) In this
case, the spectrum of the output field is just

K+ iw =

fout(w) - fin(w) (43)

K — 1w
(here fin(w) stands for either & (w, 0) or &.(w,0)), and the

overlap with the initial state can be calculated directly
as

VFe"? = /_OO fin(w)*fout(w) dw

/Oo K+ iw
oo b — W

~ ‘ 2

fin(w)

For the Gaussian pulse of Section II1.B, this results in a fi-
delity F = (2y/7 kTe"T)erfc(kT)—1)2, which is equal to
1 only in the limits kT = 0 and KT — oo. In particular,
around kT = 0.8, where the two-photon gate performs
best, the single-photon fidelity is only F' ~ 0.15.

The two limits where the cavity does not distort the
incident pulse are, as we have just indicated, the small
bandwidth case, kKT — 0 (in which the pulse is simply
reflected), and the adiabatic limit, KT — oo. Most of
the viable schemes for cavity-based single photon logic
operate in the adiabatic limit: for instance, the Duan-
Kimble gate [10], or the Koshino-Ishizaka-Nakamura gate
[11]. However, as Figures 3 and 4 show, in this limit the
two-photon operation considered here completely fails to
produce the desired sign change for the state |1,1).

A special case where the distortion of the incoming
pulse by an empty cavity is potentially reversible is when
the pulse has the form of a rising exponential with time
constant . This is the time-reversed of the pulse leaking
out of the cavity [12] (at least, in the absence of interac-
tion with a nonlinear medium). Use of such pulses was
proposed most recently, in a context closely related to the
present one, in [9]. Note, however, that in the course of a
general quantum computation, any two qubits may need
to interact at any time, so one cannot afford to have two
kinds of pulses distributed at random, one a rising, and
the other a decaying exponential. If we settle on a de-
fault shape, say the rising exponential, then every pulse
coming out of a cavity would need to be time-reversed,
to bring it back to the default shape, and this operation
would have to be arranged to happen automatically, irre-
spective of the initial state, since, as emphasized above,
the initial state is typically unknown [13]. The operation
itself is also, technically, not trivial: exact time reversal
can only be accomplished through optical phase conju-
gation, which is itself a nonlinear process, and which,
as far as we know, has not been demonstrated yet for
single-photon pulses [14].

For our system we find that if we send in a sin-
gle photon in a rising exponential pulse with spectrum



fin(w) = 1/(k+iw) then, after interaction with the cavity
and phase conjugation (formally, just complex conjuga-
tion of the spectrum), the fidelity to the incoming pulse
is, of course, 1. However, if we send in two photons in
the state & (w’,w”,0) = 1/[(k + iw’)(k + iw')], then, in
the strong coupling limit, after the nonlinear interaction
and the phase conjugation operation, the fidelity turns
out to be exactly zero. Hence these pulses would not be
useful at all for our purposes, even if the perfect phase
conjugation were feasible.

IV. CONCLUSIONS

We have performed a multimode quantized field anal-
ysis of the proposal to use a second-order optical nonlin-
earity to carry out a conditional phase gate between two
single-photon pulses. In a simple “free-space” scenario in
which the pulses travel through a nonlinear medium with
a finite transmission bandwidth, we find the probability
to flip the sign of the state without otherwise changing
it is limited to values smaller than 0.4, for essentially
the same reasons discussed, for third order nonlineari-
ties, in [4]: once the two incident photons are destroyed,
the “re-created” two-photon state is constrained only by
energy/momentum conservation and the spectral prop-
erties of the medium, and it need not resemble the initial
state very much. In particular, it is generally a momen-
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tum/energy entangled state, whereas the initial state was
assumed to be factorizable.

We have extended our analysis to a situation where the
nonlinear medium is inside a (one-sided) cavity and found
that, although essentially the same constraints apply, in
this case fidelities as large as about 0.6 are theoretically
possible. As with the “free-space” configuration, these
relatively large fidelities are obtained when the system’s
bandwidth (in this case, the cavity decay rate k) is of
the same order of magnitude as the spectral width of the
incoming pulse, in which case the cavity would strongly
distort the single-photon pulses; hence, the fidelity for
input states |01) and |10) would be much lower (of the
order of 0.15 for a Gaussian spectrum).

Perhaps most intriguingly, we have found that if the
second-order nonlinear medium in the cavity is replaced
by a third-order medium, the fidelity in the large cou-
pling limit is given by exactly the same expression. We
conclude that second-order nonlinearities, such as those
proposed in [7], do not enjoy any apparent advantage over
third-order ones for conditional, single-photon quantum
logic.
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